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ABSTRACT

Regional Policy and the Location of Industry:
An Application of Attraction Theory

An active regional policy is exercised both by the British
Government and by most other industrial countries. A major part of
this policy in the United Kingdom has been and still is the relocation
of industries from the prosperous regions. It would therefore seem as
though the theories of the location of economic activity would have
some relevance to this problem.

In reviewing the empirical work on location and industrial mob-
ility, it is concluded that they lack a rigorous theoretical and meth-
odological base, such that little reliance can be placed on their
results. These studies do however suggest certain factors that need
further examination in explaining location.

The theoretical work on location iz found to be unable to generate
many general results or suggest empirically testable models. These
studies do however suggest certain analytical tools that are found
useful to attraction theory. -

Attraction theory is examined and modified. The limitations and
assumption underlying this theory are made explicit. It is concluded
that this model may be a useful took in evaluating government policy
on the relocation of industry: The results of the application to
the United Kingdom data are presented. These results seem to explain
why certain regions have had higher unemployment than the national
average and also suggest certain policy prescriptions.

In implementing the attraction model data from regional input-

output tables are necessary. Therefore there is a discussion of



various methods of constructing these tables. The results of the
method considered most appropriate is given for purposes of com-

parison with the attraction results.
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INTRODUCTION

Location theory —~ its relevance to British Regional Policy

British regional policy has been applied with various degrees of
strength since the last war. One of the major components of this policy
has been the movement of firms (whole or as branches) to the Development
Areas from the South-East and West Midlands. The proportion of employ-
ment in manufacturing originating from moves from outside each region
and moves originating in each region in the U.K. during the period 1945
1965 is shown in Table I.

If the size of the multiplier from these firms that moved to the
Development Areas is taken into account it can be appreciated how
dependent their economies have become on mobile firms. Because of the
magnitude of these moves it is easy to see why, as Lever (127) claims,
the supply of these moves is vital to the success of British regional
policy. However it is not easy to say how many of these moves are due
specifically to government policy, or how many would have taken place
without policyl. Again it is not easy to see how many of these moves
were due to the push factors (such as shortage of labour or refusal of
I.D.Cs) or to pull factors (such as surplus labour or the availability
of investment grants) in the Development Aveas®,

It would seem that location theory has some bearing on the supply
of mobile firms. In reply to the question why manufacturing investment
was eligible for automatic grants, but services got only selective help,

Mr. Chataway (the then Minister of Industrial Development) is reported

1 In this context see Moore and Thodes (144) who attempt to quantify

the success of regional policy in job creation.
2 Various authors have tried to explain the movements described in
the Howard (85) report. See for example Howard (86), Beacham and
Osborne (9), Keeble (109), (111), Townroe (190) and Sant (162).
The methodology and results of these studies will be discussed
later.



Table I

Proportion of employment in manufacturing industry coming from
industrial movers by region for the U.K. 1945 - 65.

a b c
Total
Moves from the Moves into the employment in manu-
region to region from facturing mid-1966
other region outside (000's)
Northern Ireland - 21.3 187
Scotland 1.8 12.8 740
Wales 2.6 28.7 326
Northern 1.3 19.6 458
North West 3.6 7.7 1,364
South West 4.7 9.1 408
e o
East Midlands 6.3 4.3 623
West Midlands 9.7 0.7 1,259
East Anglia 6.6 8.9 188
South East 16.4 1.2 2,603
U.X. 8.4 6.3 9,054

Source: Howard (85) Table 1, page 9.

1 This includes moves from abroad as well as from other U.XK.

regions.



by the Guardian (68) as "a manufacturer can put his plant anywhere,
and ship the goods to his customers; so manufacturing is automatically
helpful regionally and deserves an automatic grant. Services on the
other hand are mainly consumed locally; no amount of subsidy would
persuade a barber or an accountant or any other service to set up in
a place without customers, and any help would be so much wasted money.
He would be looking for 'mobile' services - headquarters staff, com-
puting bureaus and the like which might go elsewhere".l A similar
view has been expressed more formally by Hill (83) and EFTA (49).

The exact conditions for this hypothesis to be true will be examined
later.

If this hypothesis were true, we would expect no area to have any
locational advantage or disadvantage, and consequently the rate of
growth o each industry would show no statistically significant varia-
tions over the regions. In a recent study, Brown (19) has shown that
some of the problems of the Development Areas have been caused by the
failure of 'growth' industries in these regions to grow as fast as the
national average. This is by no means universally accepted and McCrone
(137) reports some conflicting studies -~ some of which find no discrep-
ancy in the growth rates. To some extent the results seem to dep;;d
on the time period over which the study is made and on how finely the
industrial data is disaggregatedz.

The studies that find no difference in industrial growth rates

between areas, claim that there are no locational disadvantages in

The grants concerning selectivity against services have been rec-
ently changed, but this does not affect the principle of the
location theory expressed about manufacturing industry.

For a discussion of these and further methodological problems
present in this type of analysis see Brown (19), Stillwell (177),
(178), Bishop and Simpson (12) or Buck (20).
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the Development Areas, and that the problem &8 largely one of the
region's industrial structure. The conflicting studies claim that their
results show some locatiocnal disadvantages of the regions concerned, or
that the 'growth' industries are linked in some way to the declining
industries, either by final demand generated from local factor payments
or through interindustry relationsl. For example the shipbuilding
industry in Scotland has been declining rapidly, and it may be possible
that a growth industry, such as electronics, manufacturing radar equip-
ment in Scotland, sells a large proportion to the local shipbuilding
industryz. If the electronics industry finds it hard to expand in
other markets then the fortunes of the two are linked. Similarly the
factor incomes of shipyard workers will not be expanding rapidly, and
so the local service sector will not expand as fast. Both these argu-
ments imply that certain industries are orientated towards demandB,
thus giving an area with a large share of declining industries a loc-
ational disadvantage to certain demand orientated industries.

Even if we reject those components of growth studies that show
areas to have locational disadvantages, we are still faced with the
fact that all studies show the Development Areas to have an unfavourable
industrial structure, from the point of view of increasing employment,
over time. But this fact still has some relation to location theory,
in that we have to explain why the majority of the 'growth' industries
are to be found in the prosperous regions and why they have shunned

the Development Areas. If their location is purely arbitary,

This view has been expressed by Mackay (138) and in a more recent
paper by McCrone (135)

This is purely a hypothetical example.
If the industry in question could switch its regional markets

costlessly then it would not be described as being orientated
towards demand.
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Mr. Chataway may be correct in his statement and we may conclude that
industry is footloose over the U.K. However if we can discover some
rational explanation for this distribution of industry, there are
important implications for the government's attitude towards industrial
movement, which plays such a large part in regional policy.

Mc6rone (136) has recently suggested that location theory has
liitle to offer as an explanation for the regional problems, since it
is the national growth of demand for products and the region's structure
that determines its rate of growth. This takes the extreme view1 in the
components of growth analysis, but even if it were true I hope to show
that location theory is relevant to regional policy. However in the
same paper McCrcne puts forward a crude location theory, that much of
industry is footloose, since transport cogts are negligible in compar-
ison with the gains from economies of scale. He suggestm that location
is determined more by access to a major market and the availability of
labour than by any other factor. Rather than boldly assert these
results, it is hoped in what follows to use eccnomic analysis and a
quantitative model in order to determine how mibile an industry really
is. These results may then have implications on the government's location
of industry policy, since different degrees of mobility in industry may
be more usefully approached by a selective policy. This may replace the
blanket I.D.C. controls in the generating regions and blanket grants in
the receiving locationz.

Chapter I will examine in a qualitative way some of the factors
that may be important in determining the location of industry, making

the distinction between primary and secondary factors as suggested by

1 Which is by no means universally accepted

2 For the latest regional policy proposals see H.M.S.0. (80). For

the wider historical perspective of regional policy see McCrone (137).



Klaassen (114). Some of the less analytical approaches to the subject
will then be examined, along with specific industry studies. In these
studies it is hoped to bring out further factors, that, although less
seemingly obvious, may influence location, but at the same time point
out the qualitative nature of the results and certain methodological
weaknesses of these approaches.

In Chapter II a review will be made of the analytical studies of
location. The problems of deriving general results, even from simple
hypotheses, and how these theoretical studies may ignore or be incapable
of incorporating certain factors alluded to in Chapter I, will be dis-
cussed. The inability to make these models cperational in a practical
manner may be seen as one of the major drawbacks to this type of work.

Chapter III will present the attraction theoryl, poimting out
some of the assumptions that are necessary in order to obtain an oper-
ational model. The usefulness of this system as a tool in regional
policy will be discussed and finally its relationship to other theories
of location, particularly those in Chapter I and II, will be examined.

Chapter IV will present a method and some results of constructing
regional input-output tables for the U.K. Whilst at first this may not
seem directly related to the remainder of the study it is included for
a number of reasons. In the first place the construction of these
tables is necessary to obtain data to test the attraction theory. Sec-
ondly they have played a large part in regional analysis in the past
and as such the results for the U.K. may have some intrinsic appeal,

and finally it is hoped to show that attraction theory attempts to

combine supply and demand influences as opposed to the orientation of

industry implicit in regional input-output analysis.

First developed by Klaassen (113) and extended by Klaassen and
Van Wickeren (115§ and Van Wickeren (197).
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Finally Chapter V will present the results of the application of
the attraction theory to U.K. data. The various multipliers and
results of a method of determining footloose industries will be pres-
ented. The possible policy implications of these results will then be
examined.

This study may be seen not only as an investigation into the poss-
ibilities of using attraction theory as an aid to decision making in
industrial location policy, but also as an attempt to investigate
whether attraction theory can be tested by the use of estimated, rather
than actual, regional input-output tables. If this is possible, then
there will be an additlonall way in which attraction models can be
implemented, so giving a larger number of situations where it can be
of use in planning industrial location decisions. This may be parti-
cularly important at the present time since most industrial countries
are pursuing an active regional policy, and regional policy is also
to be given an important part in the programme of the enlarged

European Economic Communityz.

1 For the other possible methods of implementing the attraction model

see Van Wickeren (197).

2 See E.E.C. (44).



I.A.

CHAPTER 1

Qualitative and Quantitative Methods of Determining
the Location Characteristics of Industry

Introduction

Most theories of location attempt to set the traditional profit
maximising producer in a spatial context. For an individual firm or
industry we would wish to know the cost of inputs (such as labour,
capital and intermediate products) over space and the costs of trans-~
porting these between various possible producing locations. We should
also wish to know the spatial distribution of demand and the costs of
transporting the final product. If we were then given information on
the technologies available to the firm we hopefully should be able to
obtain the maximum profit location. Transport costs would thus become
another factor to take into account; for example, a firm may be willing
to increase its transport costs by concentrating production at one
location and thus sending the final product over a greater distance,
if say there are economies of scale or labour were cheaper at a certain
sitel.

However the location decisions of an individual firm cannot be
looked at in isolation, since location decisions are interdependent.
For example, rents may increase when firms crowd into an area, or the
cost of an intermediate input at a location depends on the location of
the supplier of that input.

In discussing the location decisions of a firm in a spatial con-
text, a useful distinction between primary and secondary factors has

been made by Klaassen (114). Primary factors include these mentioned

1 For some studies of traditional substitution analysis involving

the spatial dimension see Isard (89) and Moses (146).
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above and are the ones generally analysed in location studies.
However even when all these factors are taken into account and they
indicate that a certain area shows the maximum profit, this is not
necessarily the area where the activity will locate. We must take
into account secondary factors of location. These consist not only
of non-economic factors that may be classified under the heading of
environmental, but also economic factors which may be called comm-
unication channels, either with firms below or above in the production
process., "This group also includes contacts with service firms, with
subcontractors and with consumers..... Good communicative channels are
a necessity for many industries. Many other industries will accept
unfavourable cost differentials in the primary factors of production,
on the condition that adequate communication facilities be avallable"l.
Consequently studies that are to be useful in government policy eval-
nation must not only take into account‘the primary factors of location,
but also secondary factors and the interdependent nature of location
decisions.
~

In this chapter,{zfwish/to«examineﬁindividuaiiy’some of the ~
factors, both primary and secondary, that will influence a firm
facing location decision#:f Not all relevant factors will be discussed
but only those which also must be taken into account because of the
added spatial dimension to the profit maximisation problem. A study
of some of the techniques that are often used in empirical work on

location will follow, bearing in mind both their relevance to govern-

ment locational policy decisions and their ability to handle the

1 Klaassen (114) page 81 - 2. A more detailed discussion of sec-

ondary factors and the interdependence of location decisions will
be found later.
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factors added to the profit maximisation problem by the introduction
of the spatial dimension. However it will be shown that in many

cases these applied studies lack a rigorous methodological base, and
consequently the results that they generate may be open to doubt.

The more rigorously formulated studies of location theory (both of
the individual firm and optimal patterns of location) are often incap-
able of generating testable hypotheses and thus the literature has
tended to keep them separatel. I shall maintain this distinction and

discuss the theoretical work in a later chapter.

Additional variables encountered by a profit maximising firm in a

spatial context
(1) Transport Costs

Transport costs have been the major factor in classical
location theory in determining either:

(a) the location of the individual firm given
market demand and supply points, or

(b) the market boundaries, given the location of
the firm@.

In the latter studies transport costs and the density of
demand determine the market areas, and in the former studies
transport costs alone are used to determine the optimal loc-
ation of an activity. Only once this location is found are
other factors (such as cheap labour or energy sites) allowed
to cause the location to deviate from the site with the cheaps127w°d;

o8t transport costs.

A similar view has been expressed by Brackett and Stevens (17)

2 Both these approaches have been reviewed by Been (11).
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However, recenily this approach has come under attack
because of the conjunction of two types of studies. The first
of these has been the many comparative cost studiesl, where it
has been claimed that in the UK the costs of operating a plant
in many industries are not significantly different between the
various regions, and that, given a settling down period, plants
can move successfully from say the South-East to any Development
Area and have the same operating costs. Secondly it has been
suggested that transport costs in many industries are now such a
small proportion of total costs, that variations in transport
costs between locations can be ignored.

These two views are implicitly embodied in Chataway's
statement (see above) since they are necessary for a manufacturer
to be able "to put his plant anywhere". McCrone (135 p. 370)
expresses these views more formally as "Modern industry which
has a high value added in relation to its bulk is much less
closely tied to particular locations by accessibility to raw
materials or transport costs. It is commonly thought that
this makes modern industry more footloose than in the past."2

The demise of transport costs has been based on some
factual evidence. Townroe (191) quotes a number of sources for

this. Woodward (201) states that according to input-output

2

These studies will be reviewed and evaluated in Section I.C.i1.

The quote continues "In fact it probably means that location
becomes less governed by transport costs in the simple sense,
and more by ease of contact with related activities, supplies,
distribution, sources of finance etc." The view that industry
may be tied to related activities and the other factors men-
tioned by McCrone is part of the basic hypothesis of attraction
theory and will be discussed later.
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tables for manufacturing industry in the UK, the direct cost
of purchased transport averages only 3% of total costs. Hague
and Newman (71) in comparing alternative locations for the
clothing industry, concluded that in moving to Development
Areas, transport costs increased by less than 1% of total
costs. Similar studies to those mentioned above also conclude
from comparing transport costs of plants located in London and
the Development Areas, that actual transport cost-differences
are negligiblel.

It 1s possible that these results concerning transport
costs were obtained because the types of industry studied above
are the ones that have moved to the Development Areas and so are
the ones where transport costs are necessarily less important.
This would not allow us to draw any conclusions concerning the
remainder of industry. However by using a different technique
Torngvist (187) came to the similar conclusion that transport
costs are unimportant. Instead of observing actual transport
costs, he calculated what the theoretical increase in transport
costs for various sites would be over the minimum cost site for
assembly and distribution of materials. He concluded (page 8)
"the regional variations in transport costs that are demon-
strated...... will not to any decisive extent be able to influ-
ence the choice of localisation for the production unit studied."

Despite the results of the studies reported above, there

However it is interesting to note that Hague and Dunning (70)
state that, although actual transport cost.increases may be
insignificant, it may be a serious handicap to the industry
(the radio assembly industry in this case) to be out of touch
with the market and away from Research and Development centres;
and it is this type of cost that is difficult to quantify in
comparative cost studies - this point will be raised later.
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is still much evidence to suggest that transport costs are an
important 1qpationa1 factor, or even if transport costs are
small, there are still significant costs incurred in communi-
cations between two sectors that are some distance apart. We
shall callothis wider concept separation or communication cost
and specific examples will be given below.

Lever (127) argues that transport costs may be more import-
ant than has been recently suggested. He quotes Edwards (42)
"it is probable that transport accounts for at least 9% of total
costs of producing and distributing. In addition to this 9% ...
it is possible to define a set of distance costs. These include
the cost of information transfer (post, telephone etc.) and
personal travel as, for example, between a firm's main works
and a branch plant, the higher levels of stock holding necessi-
tated by remoteness from suppliers and costs incurred by the loss
of face-to-face contact between suppliers and customers." Thus
the view is expressed that not only have the extra actual trans-
port costs involved in a distant location been underestimated,
but that even these underestimate the real costs involved in
separation.

A& similar conclusion can be reached by tackling the problem
with a different approach. Two studies both using linear pro-
gramming techniques show that transport costs are a significant
variable. Hopkins (84) studied the Household Furniture Industry
(H.F.I.) where traditionally transjort costs may be thought to
be unimportant since they form a small part of total costs. A

linear programming problem was set up in the conventional way,

with a matrix of transport costs between all supply and demand
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given at each point. The cost of assembly of each input and
the optimal distribution of output was calculated, along with
the dual or shadow price. These costs and shadow prices of
supplying an additional unit of H.F.I. production, along with
various other factors thought to be important were regressed on
employment and changes in employment in the H.F.I. Whilst the
explanation is not very good (R2 between 0.32 and 0.43) the
transport cost variables and shadow prices were always highly
significant and of the correct sign.

In a slightly different context, O'Sullivan (179), using
linear programming, concluded that trans.ort costs were import-
ant in determining the flows of goods. The flows of goods bet-
ween regions of the U.K. generated from the Min. of Transport
road survey data (141) were compared with flows generated from
a linear programming model (where the objective function was to
minimise transport costs and the constraints that demand should
be met in each area, and that demand for a good should not exceed
the supply in eachrarea). The results were quite encouraging,
in that the actual flows closely resembled the hypothetical
optimum flows, especially with more homogeneous areas and homog-
eneous categories of goods.,

From the two above linear programming studies it is diffi-
cult to tell whether it is pure transport costs that are a
significanl determinant of location and flows of goods, or if
transport costs are & good proxy for additional separation or
communication costs. If these two types of costs were highly

correlated it would be impossible to distinguish between the

effects of the two, but only to establish their joint importance.
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In trying to explain the number of moves by industry bet-
ween regions in the UKl, Townroe (190) uses multiple regression
analysis with the number of moves as the dependent variable and
various independent variables that he considers as important in
this movement process2. A number of varisbles are found to be
significant and of the expected sign - one of these is the prop-
ortion of transport costs in total costs, which is negatively
related to the degree of mobility. F¥or this to be so it is
argued that transport costs (or this as a proxy variable for the
wider concept of distence costs) must be a significant factor in
determining the location of an industry.

Physical distance as a proxy for transport costs and/or
separation costs is often used in various studies to help explain
the interaction of economic variables. A well-known technique is
that of gravity models3. A recent study waa undertaken by Keeble

(109) to explain the number of jobs moved. The actual formulation

used by Keeble is:

where

rsM = an 1ndex of predicted volume of industrial movement

between origin r and destination s.

That is the data described by Howard (85).

This technique can be criticised on methodological grounds.
This will be done in Section I.C.v, where a more comprehensive
discussion of this study will be found.

For a survey see Isard (90).
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SA = attractiveness of receiving location s, measured in

terms of labour availability.
rsd = distance between r and s, raised to some exponent b.

Although the above formulated can be critieised1 it did

show that with the UK distance may be a significant variable
and improved the "explanation" of job movements.2

Evidence on the importance of physical distance (again as
a proxy for transport costs and/or separation costs) can be
gathered from some of the road surveys undertaken in the UK.
Edwards (41) completed a study of the West Cumberland transport
patterns, that showed that West Cumberliand traded much more
frequently with adjacent areas than with distant ones. The
Ministry of Transport Road Survey (141) for Great Britain shows
a very similar trading pattern, of heavy internal flows within

a region, lighter flows to adjacent regions and even lighter

Human behaviour does not have to conform to laws drawn from the
physical sciences,; but the study may be useful in bringing to
light variables that should be investigated further by more
traditional economic analysis. The problem of arbitarily spec-
ifying reduced form equations will be discussed in Section I.C.v.

This is important since many of the studies reported by other
authors concern the USA, where transport is, other things being
equal, more important due to the larger distances involved.
However Swann (180, page 101) reports that even in Germany rail-
way freight added 50% to the producer price of buirlding materials,
and between 9% and 26% to the prices of bulk goods. Surprisingly
in the U.K., he reports that a 4C0-mile journey by rail in 1955
added 28% to the wholesale price of wheat and 22% to the price of
barley and oats.
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flows to distant regions1 - gee for example the map of trading
patterns of the Northern Region (Fig. I.l and Table I.l).

Despite the regularity in appearance of these interregional
flows, I am very sceptical about the use of gravity modelsz,
since as Spiegelman (170) points out, in order for the gravity
model to give a "good fit" there must be a considerable degree
of aggregation. "When the total volume of traffic is disaggreg-
ated .... the extent to which the gravity model describes or
explains any regular falling-off effect tends to decrease. 1In
addition, there is admittedly a lack of any theory to explain values
or functions which we assign to weights and exponents." (page 20)
As terminal costs increase relative tc the unit distance cost in

3

the transport cost function”, the ability of gravity models to
predict will be further weakened. Rather than place much reliance
on the results of gravity models, their use is, perhaps, to suggest
that there are certain locational forces that result in the maj-
ority of trade taking place within a region, and that these forces
need greater investigation by more systematic analysis.

Thus there seem to be two conflicting views - one that
transport costs are so insignificant and can thus be ignored and
the other that transport and/or separation costs are vital to the

location decision. However, even if the former view were true,

this does not make industry locationally mobile, since transport

1

Isard (90) has some charts showing a similar inverse relationship
between distance and volume of goods.

The form of the transport (communication)cost function will be
shown to be crutial to attraction theory - see Ch. III.

To my knowledge the only systematic test of gravity models versus
models based on optimising behaviour has been carried out by
Hartwick (74) where the optimising models performed better - see
Section IV.D for details of this study and further problems of
using gravity models to predict interregional flows of goods.
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costs are only one of many variables that would affect a location
decision. If transport and/or separation costs are significant
they must be analysed along with these other factors and not
treated in isolation. These qualifications have important bear-
ings on Chataway's statement quoted above.

Inter-industry contacts and related factors

Whilst interindustry relations are important in the problem
of profit maximisation in a non-spatial context, they must be
regarded in a different light when spatial analysis is explicitly
employed. There is a great deal of evidence to suggest that
industries which are tied together through input-output relat-
ionships tend also to be found in the same geographical area.
These associations are usually analysed with correlation coef-
ficients. Richter (159) concluded "the data and analysis used ...
lead to the conclusion that industrial linkages are agglomerative
forces. Geographical associations are more common among linked
than non-linked sectors."

Karaska (106) studied an urban input-output table, con-
structed from actual survey data, and from his analysis he said
"the intent .... was to provide some insight into those complex
forces which attract industry to a large metropolitan area.

While not totally accurate, this mutual linkage partly described
the external agglomeration forces."

Lever (127) carried out a similar analysis with UK data,
only he distinguished between the older declining industries
(such as textiles) which might be thought to be more linked,
and the newer expanding ones, which are often regarded as the

source of mobile industry for regional policy. In fact, quite
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surprisingly, the latter group was shown to be just as strongly
spatially linked, as the older group, with its suppliers and
customers., Within the newer group there were identified two
sub-groups "the first comprising most branches of engineering
and metal working, is shown to be strongly influenced by access
to suppliers and customers, whereas the second type comprising
most of the science based industries, such as plastics and
pharmaceuticals are little influenced by functional linkages,
but which seem to need the type of external economies most coin-
monly available in the greater London Metropolitan area." Many
other similar studies can be found, such as Streit (175), who
tries to identify complexes of industries and one of the
strongest appears to be the metal working and metal using
sectorsl. All thesge studies basically use correlation analysis
and reach the same conclusion that industries that are linked
through input-ocutput relationships tend to be geographically
agsociated.

4 slightly different approach is adopted by Brown (19) in
trying to explain output per head in various industries between
regions in the U.K. Using regression analysis, Brown shows that
output per head is positively related to the total amount of
trade in the region - this is an indicator of the strength of
general external economies as well as inter-industry relation-
ships - and related to the size of the industry in that region -
this is an indicator of the strength of intra-industry relat-

ionships or as Brown calls it economies of aggregation.

1 A similar conclusion about metal using sectors can be found

in many diverse studies and examples will be given when they
appear.
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It is unlikely that these geographical associations and
intra~industry relations could be explained by reference to
transport costs alone, since many of the flows will be of
small physical size, high value products. But there are, none-
theless, important economic reasons why these activities should
be located close together. The explanation can perhaps best be
presented by using Tosco's (189) classificationlz2 he puts great
emphasis on the importance of intra- and inter-industry relations
in generating external economies and - the importance of general
agglomeration effects, thus providing a strong locational tie

for industry. These can be classified as:

(a) general external economies or agglomeration effect -

these "refer not only to the advantage of infra-
structure and site (standard requirements) and of
labour supply (including skilled labour, but limited
to skills that are widely used), but also to mainten-
ance units common to the majority of manufacturing
industries, to those depots of standard and catalogued
products for which there is extensive demand and to

3 From this

industrial services of a general nature."
brief definition it may be judged that this type of

linkage is difficult to quantify, but does provide a
positive force for industry to agglomerate. Specific

examples of this type of external economy will be

mentioned later.

The wider aspects of Tosco's study will be examined in Section
I.C.iii.

For a practical application of Tosco's work see the EEC study (45)
Tosco (189) page 164.
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(b), sectoral external economies -

thesé "refer not only to specialised infrastructure,

special site ?equirgments 1n}sdme'bases,_and skiiled

lahour suppiy, Hgt also to the whole system of intere

industry relations which an industry in a given

sector requires (sectoral aerviceé)"l. Again these

may be difficélt to quantify, bét do prov}dc 8 pos—

itive fcrce for similar linked industries to

%ggiémerqtg.

Toséovgivag?example of the iype of reIatiogs tgat may
influence the location of indust£§, Hohéites:

(1) specialist units for maintenance and scrviecing of
machinery and equipment, and related facilities.

These services are necessary to keep the indus%ry
they serve in good working Gondition. Tosco (op. oit.
i ,p?ge~152) éuggésts ;hatW"maintcnggce units must be loc—
aﬁéd near customer plants 80 that wgrkﬁéﬁ‘and‘;eohnical
- staff can reach them within a short{time and materials

i

deliveradd quickly. Freduent contacfs betwéen customer

units and maintenance units are also necessary, becauseé

in the intervals between overhauls, a humber of operaticn
52 4 b4

(]

have to be arranged, quéh as the<preparation of materials."
‘Because of thesge faoto?s and the necessity fo?ﬁspeed in
these opeiations the maximum feasible distance between
‘contacting units may be as little as 50 km. (approx.

30 miles). These specialist maintenance units require

themselves other services of'eubplementary specialists,

ag well as depots of spare parts! This type of mainten8nce

1 39965J4(18953page 164,
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units is required by most industries and they tend
to serve a number of different industries, although
in some cases they may serve only one industry and

thus be classified as sectoral external economies.

Specialigt units for repair of machinery and eguip-

ment and related facilities.

Much the same comments apply to this service as the
one described above. It is, however, worth pointing
out that this facility must be close at hand to the
industry it serves because stoppages of work due to
idle machinery can be very costly in modern inte-
grated plants, and therefore, the speed with which
the repairs can be carried out is an essential part
of the service.

Subcontractors

These "specialised processing units produce materials
or components or supply processes for the article pro-
duced by the customer firms. These processes are made-
to-order according to required specifications." Tosco
(op. cit. pg. 162). There are many techno-economic
reasons why subcontractors are necessary in certain
industries - for example a firm can use them to meet
rapid changes in demand and if many firms are using the
subcontractor in this manner, the subcontractor will
experience a relatively even demand, or a firm may
require certain specialist components so infrequently
that it is not worth while for the firm to produce them

itself, but a subcontractor supplying many firms in such
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a condition will find the production relatively
cheap. It is also necessary that these subcon-
tractors should be i1n close proximity to the
industry they serve because of the number of

face-tc-face contacts, the need for quality con-

trol and the control of design. Tosco (op. cit.) \‘{Q¢“‘x%rm
' ‘\\J"
suggests 100 km. (approx. 60 miles) as the limit i n \M;y

within which the service can operate. Keeble (110),\ &
suggests a much lower iimit for the maximum feasible
separation for the subcontractors of the engineering
sector in N-W Londonl.

(iv) Intermediate industries or local depots supplying
standard and catalogued products

These are the inputs that are used everyday in the
production process and can be readily identified

through input-output tables. Transport costs are not
normally significant on these types of inputs and little
face-to-face contact is necessary because of their stan-
dardised nature, which means that they can describe their
products adequately in catalogues and brochures. If
transport costs are important then there will be a tend-
ency for the industries to locate together, but normally
this is not the case. However a local depot of these
inputs can be helpful in that it allows the user factory
to hold lower stocks, mistakes in supplies can be corrected
immediately, and production stoppages or imbalances can be

avoided when infrequently used products are needed urgently.

He also discusses some of the reasons for the necessity of subcon-
tractors and why they should be located so close together.
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(v) Raw material inputs

Similar comments apply to these when they are used

as a standardised inputs, except that transport costs
often tend to be more important and so may exert an
influence. However, as mentioned above, less industry
is tied in this way with improvements in transport

and the declining importance of primary products in the
production process.

(vi) Various technical, commercial and financial services

Again the frequency face~to-face contact makes location

in the same proximity a necessity. Most of these ser-

vices are required by all industries and so they can be

classed as general external economies rather than sect-

oral economies.
Whilst not explicitly mentioned, embodied in most of the flows
of goods described above is some notion of the constraining influence
of information flows that are necessary for the goods flows to take
placel. A specific example was found above in Hague and Dunning (70)
concerning the information flows about research and development and
of market changes in the radio assembly industry. The disruption
gaused by the lack o this information is very difficulty to quantify,
and surveys, which give some idea of the frequency of contact between
two parties, have often been used instead.

In the sphere of offic location, the importance of information
flows has long been recognised. A government White Paper (H.M.S.0.(79))

attempts to quantify the costs of maintaining and/or substituting the

1 The place of information flows in the location of all economic

activity can be seen in Torngvist (188) and Wood (200).
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mode of communication, when previously closely located activities
are separated. A similar study of Swedish government relocation

is reported by Thorngren (184) who also discusses its wider implic-
ations - the stimulus to regional development of a relocated inform-
ation sourcel. Thus physical distance separation not only includes
transport costs, but also information cost, time costs and the other
costs mentioned above. We shall use the term communication costs to
cover all these costs.

This discussion of intra- and inter-industry relations in a
spatial content adds to the factors already mentioned that are
encountered in discussing the location of an industry or of a firm.
It can be seen that for Chataway's statement (see above) to be true,
as regards the mobility of industry, that many restrictive conditions
must hold for profitability to be similar in a number of locaticns.
In an attempt to discover Jjust how mobile industry is I shall examine
some of the methods that have been used in location studies, that attempt
some quantitative or qualitative assessment of the problem.

Before discussing this however, it may be worth suggesting some
lines for further research in trying to explain the results presented
in the Howard report (85), by bringing together Keeble's (111) study
involving distance and economic attractiveness of an areaz, and the
findings of the studies reported above concerning industrial linkage ( R»X“

| 57\"‘}1

and geographical association. This last factor, as far as the author,

knows, has never been introduced into the studies that try to explainx

why firms chose particular locations in which to locate.

1 The importance of information in the private sector office loc-~

ation can be seen in Goddard (58, 59).

Measured in terms of surplus labour.



- 28 -

I.C. Some Qualitative and Quantitative Methods of Studying Industrial
Location Forces

(1) Surveys

A large number of surveys have been carried out with an
attempt to identify the factors that influence industrial
locationl. Most of these surveys deal with new movers in
industry rather than long established firms, and ask such
questions as why a move was made to a new location, what factors
influenced the move, what factors are important locational det-
erminants or to place in order of importance various factors
influencing location2.

The questions usually ask for subjective answers, that
often involve ex post rationalisation of past decisions, or the
respondﬁént may give answers that he thinks the interviewer wants
to hear3. Also the answers given can lead to contradictions. For
example, in most studies, the availability of labour appears to be
one of, if not the, most significant factor influencing location
decisions. This was one of the conclusions that emerged from the
studies by Cameron and Clark (23) and Cameron and Reid (24). Sim-
ilarly Tosco (189) reports the results of a survey, interviewing
Italian firms over their relocation policies in the Mezzogiorno.
When asked generally what factors influenced their location of
new plants, the most commonly cited factors were labour and site
requirements. However when asked why they did not wish to set
up new plants in the Mezzogiorno, the most commonly cited reply

was the lack of auxiliary industries and industrial services.

Brackett and Stevens (17) list some of these surveys

Examples of this type of study can be found in Cameron and Clark
(23), Cameron and Reid (24), Howard (86) and N.E.,D.C. (150).

Howard (86) page 9 lists some of the problems of interviewing tech-
niques. Machlup (134) has discussed the problems of interviewing
techniauies in a di fferent context to teat marcinalist theories.
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firms arbitarily to order criteria, and this lays open to doub Y

the usefulness of results obtained from such surveysl. »

Perhaps more value can be attached to the type of surveys
that ask less subjective questions, and requare, instead, more
factual informatlonz. These results may then be used tentatively
to test hypotheses which previonsly existing data would be incap-
able of testing. Keeble (110) carries out such a study of manu-
facturing linkages in N-W London. Questions concerning the prop-
ortion of inputs and outputs bought and sold locally, and questions
concerning the use of auxiliary industries and industrial services
are asked in order to obtain some idea of the strength of 1oca13
economic linkages. From these replies it is possible to build
up some kind of picture of the importance of such factors as the
avallability of skilled labour or the use of subcontractors. This
may give a more objective clue as to the locational characteristics
of an industry. Keeble presents a picture of the importance of
local links in the engineering industry and particularly of the
importance of subcontractors4. He describes the numerous advan-
tages of subcontracting in this type of industry, and shows that

such a relationship is most efficient when the two parties are

geographically close. He states (page 173) "subcontracting

Spiegelman (170) also doubts the usefulness of surveys in studying
location decisions.

Even in this type of study there is probably a large reporting
error 1in the answers.

Local in this study is restricted to N-W London.

This view was also expressed by Tosco (189).
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engineering ..... demands close contact between supplier and
purchaser, since the former's factory is generally operating
largely as just another department of the latter's, and must
conform very strictly to specification, materials and completion
dates necessitated by the purchaser's overall production sched-
ule. Such a relationship 1s undoubtedly facilitated by close
geographical proxamity." The study also comments on the value
of other local industrial contacts, which again tend to agree
with those expressed by Tosco (189).

Although this is a valuable piece of work, it would be
difficult to go any further than the qualitative statements
concerning the importance of linkages. Alsgo it is not known
whether the conditions described above are unique to the
industries in N-W London, without further expensive surveys.
But the evidence gathered in this paper does lend weight to the
Tosco study (189) that interindustry relations are of crucial
importance in the location decisions of some industries.

(ii) Comparative Cost Studies

As the title suggests, this technique involves comparing
the total operating costs between two or more distinct sites.
In these studies it is usuvally assumed that the output of the
plant is 80ld in the same market at the same price, and the
costs of transport to the market are included in total costs.
Thus a comparison of cost 1s a comparison of profitability. If
the differences in costs of various sites are large, then the
industry will naturally go to the low cost sites and be locat-

ionally immobile, but if there is little or no difference
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between costs, then the industry is said to be footloose.

This technique has been carried out in two distinct ways.
One way is to go and examine similar plants in different loc-
ations that are actually operating. This was the approach used
by Luttrell (133), Hague and Newman (71), and Hague and Dunning
(70). Comparisons were made between parent plants which tended
to be in the S5-I England and the W. Midlands, and branch plants
operating in the Development Areas. Branch and parent companies
were chosen as opposed to studying different firms, otherwise
slight product differences and differences in management quality
would probably have made the analysis extremely difficult.

Even between parent and branch companies there are conceptual
as well @s practical difficulties in gathering the data. 1In
practice, labour productivity is extremely difficult to measure.
Slightly different types of work were done by the branch plant.
The branch plant may be used to absorb fluctuations in demand.
The problem of apportioning shared head office staff is encount-
ered. Unless the plants are of the same size, economies of scale
may cause differences in average costs, also a 'settling-in'
period is usually encountered by a branch plant at a new location
before average costs reach their lowest levell. Table 1.2 shows
a typical example of the type of accounting done in comparative
cost studies.

The type of industry that has been subjected to the above
analysis, tends to be light or of an assembly work nature, such

as textiles or radios. The major costs compared are labour and

Details of further difficulties encountered can be found in
Lutrell (132).
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transport costs for inputs and outputs, although minor factors
such as factory rents, heating and lighting etc. are usually
considered. However these may not be the only costs involved
in locating in a Development Area at some distance from trad-
itional sites. The flows and costs of information transfer are
not considered, or the importance of speed of delivery and nec-
essity of frequent face-to-face contact cannot be quantified in
this mannerl.

The second approach to comparative cost studies has been
carried out on hypothetical plants in various sites, rather
than with plants actually in operat.on. So rather than using
actual data the costs are estimated - such as the local wage
rate, transport costs of raw materials and finished products, power
costs, local taxes, building costs etc. However, it is the wages
and transport costs that tend to get the emphasis in this type of
study. An additional problem is that the figures used are only
hypothetical guesses which may turn out to be wrong in reality.
Also if the project is a large one it may substantially alter
local conditions, such as wage rates, once it has established
itself.

Many of the industries subjected to the hypothetical plant
comparative cost analysis almost fulfill the c¢lassical Weberian
location triangle problem with two point sources of inputs and
a point source of demand. An example of this is the iron and
steel industry with the two major inputs of coal and iron ore.

This heavy/basic type of industry is more amenable to comparative

Hague and Dunning (70) comment on the radio assembly industry
mentioned above is an example of those types of costs that cannot
be easily quantified.
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Table I.2

Actual cost of closing1 at a branch compared
with the actual cost at the main works

Cast Study A
1947
s Branch to
Branch Main Works Main Works %
1. Output in pairs 219,280 223,207
Total Price per | Total Price per
£ pair £ pair

2. Wages 9,536 10.44 10,791 11.15 924
3. Salaries 1,884 2.06 21,184 1,22 169
4. TUpkeep of

premises 1,3% 1.52 1,298 1.34 113
5. Travel

Communication 384 0.42 139 0.14 300
6. Other 585 0.64 517 0.53 121

Total 13,779 15.08 13,929 14.39 105

Source: ILuttrell (133) Case A Table 26 page 37.
For the full details and description of actual case see Luttrell (op. cit.)

Notes (i) This is the first year of operation and so the firm was
still suffering from settling in problems and by 1949 the
branch was cheaper per unit of output than the main works

(ii) Notice how 5 (travel, communication) is the item that
increased relatively the greatest.

(iii) The above categories are an aggregation of various categ-
ories since the data collected was very detailed. See
Luttrell (op. cit.) pages 89 - 91 for details of the
disaggregation,

Closing - a technical term used in the shoe-making process.
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cost studies, because the relatively easily measurable factors
(such as transport costs on raw material) are probably funda-
mental in the location decisions of such industry. The less
quantifiable costs such as the importance of the speed of
delivery of spare parts and necessity for subcontractors are of
little value to such industry, since it requires a steady flow
of inputs to work at a predetermined capacity on long runs.
Changes are not made quickly and hence the need for flexibility
is obviatedl. Most of these types of studies concluded that the
industries were not footloose, but tied by the transport costs.
Although changing technology which could alter the proportion of
the various inputs used, usually changed the locational patterns
of the industries in question.

To apply this analysis to the above industries seems reason-
ably safe, and a priori we would suspect that this type of industry
is not footloose. But to apply the hypothetical plant sites to
the lighter type of industries seems to have the same dangers, as
discussed above, for actual plant sites. Smith (169) reports a
number of studies of hypothetical sites of industries that were
traditionally regarded as footloose such as clothing and electrical
apparatus assembly. A study of an electrical apparatus firm search-
ing for a new site is givenin great detail because the data was
available from a firm of economic consultants - Fantus Company (51).
From this study Smith (op. cit. page 386) concludes "the location
of the electric equipment industry is thus a case where the conven-

tional cost approach is incapable of providing a sound explanation,

1

Examples of this method applied to this type of industry are found
for i1ron and steel in Isard and Capron (97) and Isard and Cumberland
(98), for zinc smelting by Cotterill (33), for aluminium by Krutilla
(121), and for oil refining by Lindsay (129).
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despite the quality of the input cost data which are available.
The external economies which appear to exercise the dominant
influence on location choice are notoriously difficult to measure
which made it impossible to incorporate them into the original
variable cost model. If there were some way of accurately meas-
uring areal differences in the cost advantages arising from access
to an existing concentration of the electronics industry and rel-
ated research activities, this could be added to the input cost
data and could be expected to have a dramatic effect on the form
of the total cost surface." Table I.3 shows the case study in
question. A further problem with this analysis, is that it is
usually restricted to one industry at a time, in trying to decide
whether the industry may be footloose. Although one individual
industry may not be footloose, it is possible that a group of
closely related industries may be footloose when examined as a
block. This further objection is overcome by industrial complex
analysis and will be discussed next. However, apart from this
there does seem to be serious objections to using comparative
cost techniques to analyse and quantify the mobility of industry

in the context of government regional policy.

(ii1) Industrial Complex Analysis and Growth Poles

The concept of industrial complexes has been mentioned in
connection with some of the studies reported above, however it
is hoped to present in this section some of the more formal
studies of industrial complexes. An industrial complex can be
described as a group of industries, that, because of the strength
of the inter-industry linkages, tend to be found together. These

linkages may be so important, that whilst each individual member
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Table 1.3

Annual operating costs ($1000) for an electrical
aprliance plant in selected locations

Locat~
ion
Ttem 1 2 3 4 5 6 7 8 9 10 11
Labour 1441 (1179 |1082 | 1092 | 1286 | 1249 | 1253 | 1057 | 1253 | 1085 |1151
Materials
(freight only) 180 | 355 | 352 | 360 | 270] 261 271 | 361 | 328 | 366 | 315
Land and
Buildings 64 | 179 | 204 | 188 | 243 | 233| 242 | 170 | 237 | 189 | 243
Utilities 112 56 To 62 95 89 83 58 | 101 74 64
Taxes 101 44 50 48 92 99 25 46 99 96 56
Interplant
Conpunication 8 24 24 24 18 15 18 24 21 24 21
Cost of
relocation 0 | 153 | 153 | 153 | 153 | 153 | 153 | 153 | 153 | 153 | 153
T°talc§:§t°ry 1905 11991 |1940 |1927 | 2156 | 2099 | 2046 | 1868 |2192 {1987 |2013
OQutbound
Freight 259 | 226 | 228 | 231 | 230 | 229 | 224 | 225 | 228 | 243 | 224

Total Costs 2165 2217 2168 [2158 | 2386 | 2327 | 2270 |2093 (2420 (2231 |2236
Difference

from (:) +52 (EE) (::) +221 |+162 |+106 (:::) +256 | +66 | +72
Location 1

Source:

Smith (169) Table

18.8 page 364

The figures may not add up due to rounding

(1)

Notes

(i)

It will be noticed that the cheapest site (8) has very cheap labour
but expensive freight costs. This 1s an example of transport costs
being traded off for a cheap labour site.

It can also be seen from the 4 cheapest sites (ringed) that the
difference between them is less than 34% of average total costs.
This figure is probably well within the margin of error of the
data that has been collected, especially the labour cost figure,
which will depend crucially on how the local labour force adapts
to the factory in question and on its productivity. Because of
the narrow range of costs, the factory would probably be regarded
as mobile in the terms expressed above. Because of the very small
differences shown above it can be appreciated how the introduction
of external economies could substantially alter one's view of the
least cost location.
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of a complex may not be a viable candidate 1n a regional develop-
ment programme {because of the extra costs imposed by being sep-
arated from other members of the complex) the complex taken as a
whole may be viably moved to a depressed region if certain con-
ditions are fulfilled. It seems, therefore, worthwhile to study
interrelated industries as groups.

Kaprow and Rabinovick (105) suggest re-arranging the input-
output tables into a block or block triangular form in an attempt
to identify self contained groups of industries that might be
described as complexesl. The problem arises when one attempts to
quantify the costs involved in the inter-industry flows of goods,
and when attempting to determine the mobility of the complex or
to determine the effect of the stimulation of one or some members
of the complex on the other related industries.

One of the earliest studies of complexes was undertaken by
Isard and Kuenne (99) when they attempted to measure the impact
of a new steel mill in the New York area. Studies for the least
cost site in the area had been undertaken by Isard and Cumberland
(98) using comparative cost techniques. From this initial steel
plant there were assumed to be two major effects on the surrounding
regiont
(a) the supply effect - as a result of an increase in

supply of steel in the area more metal using

industries would be attracted. An estimate of this

effect was obtained by examining other major steel

producing areas and working out the ratio of steel

workers to workers in the steel using industries.

This measure of attractiveness was applied to the

New York area in that it was assumed that the same
ratios would be attracted,

1 Yan (203) also describes this method of attempting to identify

complexes.
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(b) the demand effect - the new steel plant and the

steel using plants attracted to the area will

have a demand for other intermediate inputs some

of which will be supplied from within the region.

Also the wages of the people employed in new

plants will have an income generating effect.

These effects can be calculated through the conven-

tional use of a regional input-ocutput tablel.

Whilst this is an important study in that the effects of
an industry can be seen on the supply side as well as the purely
demand sidez, there are some criticisms that can be levelled
against it. The calculation of the initial supply effect of the
steel plant, i.e. the complex that would be attracted around the
steel plant, secems somewhat arbitary. It assumes that the only
locational influence on steel using industries is the potential
supply of steel in the area, and after this the supply effect of
all other industries can be ignored. To pre-determine the loc-
ational characteristics of the steel users in such a way seems an
oversimplification. To pick out steel making as the basie
industry in the whole complex again seems somewhat arbitary. It
is possible that the location of the steel industry may be influ-
enced to some extent by the demand for its products and so the
industry cannot be looked at in isolation, but the location of
the whole complex must be tackled in a simultaneous manner.

It may be that rather than a method of general application
to the problem of examining other industrial complexes, the

above analysis is just a practical expediency for the problem in

hand. This may be bourne out by the fact that in examining the

1

See Ch. IV for a discussion of the use of regional input-output
models to calculate the effects of an exogeneous change in demand
in a region.

The identification of both demand and supply effects will be seen
to be of critical importance in attraction theory - see Ch. III.
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possibilities of a chemical complex in Puerto Rico, a completely
different approach 1s adopted by Isard, Schooler and Vietorisz (94)1.

The study starts by identifying the main assets of Puerto Rico
as access to the US mainland market, abundant supplies of cheap
labour and possible use of Venegualan crude oil. Around these
factors a chemical complex was planned.

From the basic process of refining oil many different types
of by-products can be produced, that in turn- are used in the manu-
facture of other goods. In order to reduce to manageable prop-
ortions the number of different types of complexes that are to be
studied in greater detail, certain types are excluded or included,
using a priori reasonable criteria. Tor example, processes that
produced goods for which there was little market in Puerto Rico -
such as anti-freeze - were excluded. Similarly, products where a
very large plant was necessary in order to obtain economies of
scale - such as rubber, or where vast amounts of capital and/or
skilled labour per other employee were necessary - were both
excluded. Thus the types of processes left, were the ones that
were felt may be viable in Puerto Hico, because of the large market -
such as for fertilisers that were previously imported - or because
large amounts of labour were needed - such as for synthetic fibres.
In all the complexes refined oil would have to be transported to
the mainland US market.

Having cut down the number of complexes to a viable number,
large amounts of engineering data were collected on the inputs
required and the different outputs of each type of complex, and
information concerning the minimum viable size of each process was

obtained. The costs of production and the costs of transporting

1 An abridged version of this lengthy study can be found in Isard and

Schooler (95), and Isard and Vietorisz (96).
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the inputs to Puerto Rico and the outputs to the US markets were
estimated. This was then compared with the best site for that
complex in the USA - the bést site rather than existing ones

were used because i1t was felt that this is where the competition
would be in the future. For certain complexes Puerto Rico seems

to have a comparative cost advantage even when there is explicit
allowance for economies of scale advantage that Puerto Rico may

not be able to accommodate to as great an extent as the USA mainland.

This study is interesting in that it applies a modified form
of comparative cost technique to a group of related industries,
rather than considering each one separately. It is likely that
one individual unit of the complex, e.g. the o0il refining, may not
be able to survive 1f only established on its own, but if estab-
lished in a whole complex it becomes a viable proposition. It is
also interesting to note that this is one of the few studies of
complexes that has been carried out ex ante and some of the results
actually implemented. Paelinck (153) reports that the oil refining
and fertilisers have developed 1n accordance with the guideline of
the study, but the synthetic fibre part has to some extent lagged
behind.

Apart from some of the technical problems in the study, there
are some further drawbacks that limit the applications to which the
study can be put. The study requires large amounts of quantitative
data on the engineering and technical aspects of production, that
are generally not available, and are expensive to collect. Also
the type of industry studied is particularly amenable to this type
of analysis since the costs of the flows of goods between the various
sectors of the complex can be relatively easily quantified. One
doubts, as in the simple comparative cost studies, if this analysis

could be meaningfully applied to complexes where the interrelations
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are less amenable to quantification in the traditional way and
where the complexes are less strongly integrated in the quantity
of goods that flow but the weaker relationships are nonetheless
importantl.

The type of complex where these limitations are encountered
most strongly is probably found in engineering and metal working
sectors. These sectors have been the subject of two studies - one
by the EEC (45)2 which examined the possibility of establishing a
viable complex in the under-industrialised South of Italy, and a
second by Economic Consultants Ltd.3 for the possibility 'that
the planned introduction of certain types of industry into one
part of a region (in this case the Central Lancashire New Town)
is more likely to create the conditions necessary for future reg-
ional economic growth than is the shepherding of a random group
of mobile units to a wider area." (Livesey (130) page 225).

Desgpite the reception arecas being completely different, the
two reports are basically similar, both in the methodology used
for the selection of complexes and in the final composition of
the complex. Both studies stress the importance of inter-industry
linkages in the widest sense (in that they are expected to be
important locational determinants for various industries) and both
stress the propulsive effect (in that they will create extra employ-
ment, stemming from the initial principal unit established in the
region). Both studies use exclusion and inclusion criteria as a

nmeans of reducing the large number of potential complexes to a

Isard and Schooler (95) admit these limitations.
Summarised in Tosco (189) and Allen and MacLennan (3).

My only source of reference to this study, which to my knowledge
has not been published, has been through Livesey (130) who explains
the methodology and summarises the results. My description of this
study is, therefore, taken solely from Livesey.
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final choicé. These exclusion and inclusion criteria are con-
structed from what seem a priori reasonable premises. I—shall
Lot oot . .
repoxrt “the Livesey article as an illustration of this methodology.
In the Livesey article various types of industrial complexes are
defined and examined briefly in order to decide on which ought
to be examined in greater detail. The one chosen is "industries
which require the proximity of various support industries and ser-
vices for which this is of major importance to the choice of a
location. Such industries, subject to a complex system of tech-
nical interrelatedness, largely comprise these within the metal-
fabricating sector; the majority of those require the proximity
of numerous ‘intermediate' activities which provide them with
their production requirements of castings, forgings, tooling and
80 on. The intermediate activities in turn benefit from proximity
to the users' plants." (Livesey op. cit. page 227).

Because the metal working sector has had a good record of
growth in the past (and is expected to in the future) it is con-
sequently chosen for further study. It is examined in detail as
to the method of production (e.g. jobbing units, those producing
one-off individual lots, or batch production) and the economic
linkage of these types studied. The effect of geographical separ-
ation on these units is examined, and for many of these linkages
30 miles is deemed the feasible maximum separation distance, bec-
ause the journey can be done there and back in a day leaving time
for some work in between. Also contacts can still be maintained
easily. There are also some general remarks on why these ind-
ustries must stay close together, and some remarks concerning the
suitability of Central Lancashire are made.

To narrow the field of enquiry certain exclusion criteria

were applied:
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(a) where the process was sinmple or indivisible so there
would be little effect on ancillary services
(b) where a large minimum scale was necessary, €.g. cars

(c) where certain special sites requirements were neces-
sary, e.g. shapbuvilding

(d) where the activity was already present tov a large
extent 1n the area

(e) where poor market prospects were expected

(f) where the group was too small to give meaningful
analysis.

After the exclusion criteria, preference criteria were apvnlied
to the {inal producers:

(a) dividing the remaining group into higher, average
and/or lower growth potential

(b) dividing wup into type of production, e.g. batch;
and giving preference to those which were most
likely to have the greatest effect on intermediate
producers and jobs.
Similar exclusion and preference criteria were then applied
to the intermediate producers, e.g. they were excluded 1f 1t
as thought that they did not have to bs 1n close proximizy
(1.e. not 1n lancashire) to the units that they were supplying,
and preference was given to those who would service a large
number of custoumers rather than a few large specialised cnes.
It 1s from these varicus exclusion and preference criteria
that all the choices were made. To some extent these criteria
seem to be based on intuation, subjective judgement and arbit-
ary classifications. Lxtrapolation of growth trends 1s used
frecuently and no proper attempt i1s made to find the costs

involved in creating the agglomerative forces. In facl, very

little actual analysis, but more description, 1s used. However

both studies, particularly the one reported by Tosco (189,
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do possess a wzalth of detail that suggest that there are
many costs in being separated {from linked 1industries 1n the
metals sectcer that cannotl be adequately measured by the pure
transvort costs.

Soime attempt has been made to try to put a more rigorous
basis to these indusitrial complexes. These can be described
as programming models. Paelinck (153 susggests an integer
geometric programming technique, which through the use of the
dual 1s able to select an optamal bunch of 1industries to form
a viable complex. However in order to implement this tech-
nigue 1t 1s necessary to know guantitatively the following
aatas
(a) investment and labour functions, 1.e. production

functions for each industry in the complex. He sug-

zests that they could come from engineering data,

althovugh these may be expensive to collect

(b) prices and related data - these are probably avail-
able but again may be expensive to collect

(¢) external economies - since this 1s an integral part
of 1ndustrial complex analysis, these data will
effect the final results to a great extent. However
Paelinck does not suggest any way to quantify their
imnortant data, anl as we have seen from the studies
above there does not secem to be a widely accepted
view of their quantification - the only concensus
being that they are likely to be imvortant.
This last point seems to make the model inapplicable despite
the ingenious programing lechniques demonstrated that would
give optimal complexes.
Ghosh and Chakravarti (55) propose a method for the location
of an 1ndustrial complex cast in lincar programming terms,
where the objective function can be the minimisation of prod-

uction plus transport costs or minimisaticn of capital costs.

The constraints on the model are the usual input-output
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accounting constraintsl. Further restrictions can be placed
on the transport sectors' and other sectors' canacities.
Additional cunstraints such as a minimum viable size of output
and various other refinements are presented. The problem
again with this technique 1s that the objective function con-
tains either simple transport costs (1n which case these do
not adequately measure separation costs), or 1f these were
replaced by true distance separation costs they would be
unquantifiable.

The 1dea of industrial couplexes 1s often associated with
Hirschman's big push or the concept of growth pol=s, because these
concepts encompass the dynamic effects of the backward -nd forward
linkages. Hirschman's big push has been given little location
significance, and so comments will be restricted to growth
poles with their implicit determination of location. However
1n a review of the subject Darwent (36) concluded that the
literature was not very fruitfvl because the concepts are
loosely formulated in normatlive statements, with little rig-
orous analysis and relying on intuitive appeal. Darwent claims
that the literature abounds in such statements as "1t 1s better
to concentrate investment in centres than scatter 1t arcund"
or "bipger centres will be better than smaller ones i1n the
amount of growth produced from a given level of investment."
The basic 1dea stems from Perroux whe says that a "propulsive
industry" will stimulate others and cause econcmic zrowth to
take place 1n growth poles. However, unless the theory is

fermulated nore specifically and rigorously 1t seems little

For a wore detailed discu-sion of Ghosh and Chekravarki (55)
see Appendix.l.

A further problem with this_technique 1s that all the functions
specified must be linear But this pyob em w111 e found again
ih connection with attraction theory (see i where t
functlons must be assumed linear 1f any emplrlca results are to

P |
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better than a tautology and can offer little as a development

tool. Consequently this 1dea will not be developed any further.
From the discussion d industrial complex analysis there

seems to be little to offer as a government policy aid, since

most of the studies have certain methodological weakness and

are often only appropriate for one specific case study, or often

require expensive data collection or even data that are impossible

to collect.

Studies suggesting various criteria by which to judge industrial
location decisions

In some forms of analysis, various criteria are put forward
by which to Jjudge the locational characteristics of an industry.
These can be classified as the ranking criteria and the cross-
hauling criteria.

(a) BRanking Criteria

This criterion involves giving various ranks of scores
to various locations and various industries, to reflect
their characteristics and needs, and then to try to
match them up.

Lowenstein (131) proposes a model for locating manu-
facturing industry in various parts of an urban area,
although presumably the technique could be applied on
an inter-regional scale. For each industry to be
examined a score or weight for each possible locational
factor 1s given. Tor example, if we were using a scale
of O to 3, where 3 represents very sirong preference and
0 very weak preference for a factor, then the textile

industry may score 3 on the cheap female labour
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charecterisiic, but zero on the availability or raw
materials. This would represent the surveyor's judge-
ment that 1t was vaitally amportant for the textile ind-
ustry to be located near cheap labour, but that loc-
ation d the raw material (say cotton) in the same area
was of no consequence. Various scores or welghts are
then apporiioned to the variocus possible receiving
locations for each factor. Thus location A will obtain
a high score for cheap female labour 1f that i1s pres-
ent i1n location A. An .1terative procedure is then
undertaken so 2s to minimi e the difference between
what an indusiry requires of an area for all locational
characteristics, and what that area possesses i1in terms
ol these characteristics. Thus industries can be alloc-
ated to various localions.

There seem to be two major objections to this method.
In the firsl place the rankings are purely arbitary

and depend very much on the subjective judgement of the
person undertaking the study. If thece scores are
altered slightly 1! is nossaible that comvletely differ-
ent results .ould be forthcoming. To obtain detailed
kno' ledge of the scores in an objective way, 1.e. to
ascertain the relstive costs of all the various factors
would be a difficult task, andsas we have seen above,
in comparative cost analysis there are numerous con-
ceptual ana practical difficuvlties of collecting these
data - most of which woulda be extremely difiicult to

guentify. The second objection 1s thal the model
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allocates indusiries 1individuzlly, but a- we have seen
above, the locational decisions of one type of industry
may be anfluenced by the locational decisions of another.
Thus the system must be treated simultancously and not
1nd]v1dua11y‘. The theoretical problems found when
locational decisions are interdependent will be dis-
cussed elsewhere.

A similar tyve of ranking weights and scores model 1s
demonstrated by Guigou (69). It 1s an extension of a
model by Ponsardl. Ponsard's model brought graph theory
and assoclated algorithms to bear on the location problem.
He does this by showing a graph of all possible locations,
with the costs of movement ‘here transportation i1s poss-
1ble, along each branch oi a graph. In each location

the material and labour inputs available and the demand
for fainal products is known. For each industry to

be located 1n the model the requirements of inputs are
obtained. The algorithm then tries to maximise the
nrofits of the individuel firm by a-signing 1t to a

verticular location and by working oub the cheapest

—~

1ortest) route through the graph for the inputs

H
)

and outputs from and to the nearest points at which they are
supplied end demanded. This 1s repested for all
locations until a zlobal optimum 1s found.

Guigou modifies this model, and 1n 1ls new form 1is

called oLLECTRA (Elimination and Choice Translating

Reslily Wodel). Instead of being unicriterional (as

1 ; .
For the details and reference to Ponsard's model see Suigoun

(op. 01t.)
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the Ponsard modelis 1n terms of profits) this model

can take into account multicriteria, 1.e. 1t 1s able

to handle many more important fsctors Lhat may influence
location but cannot be guaniified 1n the traditional

way. bxanvles of the factors that can be taken ainto
account are the gquality of the environment, lsbour
relations etc. Thig 1s achieved in a similar manner to
the Loewenstein model reported above, by assigning
arbitary weights to locations concern.ng these charact-
eristics and by assigning arbitary weights to the

strcngth of requirements of these needs for each

industry. The graph theory and ssorted algorithas are
then used to calculate the costs and vrofits of each
criterion at each location. Unless the trivial case arises
that one location 1s better on all craiteria for one
industry, the final choize of location for an industry

can only be made by assignhing further arbitary weights

to reflect the strength of each crilerion and so allow-
ing the comparison to be made. The methecd then becomes
implicitly a unicriterion one, 80 contradicting the author's
claim, Despile beung couched in terms of intricate mathemat-
1cal terminologvy, this method does nobt live up to the
author's claim of "a complete renewal of the theories

n ~

of optimal location." (Guigou op. cit. page 314). The crit-
1ciems raised against the Lowenstein model can be made
against this one, namely that the weights are arbitary

and subjectivc, and that 1t ignores the imrortance of

interindustry relations and the possibility of a sim-

ultancous solution for all industries. As wve have
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seen from earlier studies cited 1n the sections above,
these may be of vital importance in the optimal loc-
ation of industry.

Cross-hauling Criteria

This 1s a critermm used 1n two separate studies both of
which claim to be analysing the votential footlooseness
of an 1ndustry - both siudies start [rom the basis that
1f a good 1s Dboth exported and imvorted from each
region, 1.e. there 1s considerable cross-hauling, then
this would seem to be a good indication that the indusiry
in guestion is footloose.

Farness (52) applies this technique to a large number

of 1ndustries. The amount of cross-hauling 1s measured
by comparing the proportion of national output produced
in an area and the proportion of that area's output sold
in the various regional markets. For example, 1f an area
accounted for. 2(% of national output and 1f the pull of final
demand were zero, then one would expect that area to

have 20% of the market in cach region. Althcugh none will
fulfi1ll this 1deal some will come close. The i1ndustries
are deemed to be footlcose as far as demand is

concerned.

The i1nputs are then subjected to a criterion of the

rank of imjortance of transport costs, to see 1f the
industries are fcotloose on the supply side. Since

most 1inputs are transportable, 1t 1s possible to see

what would happen to the total transvort cost bill af

all inputs had to add 1,000 miles on to their Journey.

This cost 1s calculated for each industry for each
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input, and a ranking of penalty points is obtained - the
ones with low ranking penalty points being deemed foot-—
loose as far as supply is concerned.

A very similar type of analysis was applied by Spiegelman
(171) to the precision instrument industry. He showed

that cross~hauling of final demand was very extensive,

and firms regardless of their location, tend to sell all
over the country. The inputs side was investigated and
surveys concerning transport costs conducted. However
these costs were found to be negligible, since most of

the inputs were skilled labour and very small high value
intermediate products. On both these criteria the precaision
instruments industry was consistently ranked as footloose,
but there was significant clustering in this industry, which
lead the author to suspect that other factors are working.
A further survey was carried out asking firms to rank
important locational factors - apart from personal reasons
(a factor reported in most surveys) the availability of
skilled and professional staff secemed to be consistently
ranked high. In an attempt to test the results of the
survey some bivariate regressions were carried out with

the size of the industry against factors such as the
distribution of engineering students or the distribution

of skilled labour. However none of these appeared to be
significant. So it was concluded that the clustering was
due to a combination of factors at the site, and historical
and inertia forces.

Similar problems arise in both the above reported



(v)

- 52 -

studies, 1n that transport costs, when they are used,

do not reflect the true cost of distance separation.

There may also be significant locational ties of immob-
1le resources that are impossible to pick up by analys-
ing cross-hauling, as was encountered in the case of
precision instruments. Again, neither study is capable
of handling industries simultaneously, and without using
arbitary weighting there would be no way of determnining
the relative mobility of an industry that ranked high on
the cross-hauling criteria as far as demand was concerned,
but low as far as supply is concerned. This last problem
will occur in all cases except where one industry ranks
better on both tests than the ones with which it is being
compared. Because of the many objections raised to both
the ranking criteria and the cross-hauling criteria, there
seems little application of these methods to aid govern-

ment policy making.

Fconometric Studies

The term econometric is here taken to mean any statistical

analysis that has been used to test the locational characteristices

of an industry. A discussion d the wvalidity of the methodology

used will be left until after the studies have been presented.

For ease of presentation these studies can be subdivided into

single equation models and simultaneous systems.

(a)

Single eguation models

Single equation models have been a very popular technique
in trying to explain the growth, the output or the number

of moves in an industry or group of industries,
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by reference to a numver oI independent variables.
The model 1s expressed in the classical regression form:

1Y = ?o +$1 1X1 + p2 1X2 o +ﬁn 1Xn * 1U

where lY = the 1th observation on ilhe dependent variable

to be explained

lxl ...an = the 1th observation of the independent

variables used to explain the dependent variable

60 ...ﬁn

U
1

parameters to be estimated

error term,

and where observaticns are taken for each 1, which may
be from time-series and/or cross section data depending
on the specific problem in hand.

The independent variables that are chosen vary with the
problem 1n hand, but seem to depend very much on the
ingenuity and rescurces of the author. Some of the stud-
1es such as Townroe (190 try a priori to raticnalise the
choice of the i1ndependent variables and to predict the
si1gns of the coefficients. TFor example, Townroe 1in
trying to explain the totzl number of moves1 by industry
as descmbed  1n the Howard report (85), vuses the fcllow-

ing independent variables:-

(1) rate of growth of the industry in terms of
output and employment

(11) average size of establishment in ihe industry
(111) percentage of female labour employed

(1v) percentage of transport costs in total costs
(v) capital expenditure

(v1) labour intensity of production

Measured both i1n terms of number of moves and in terms of
total number of Jobs involved.



(vi1) floor space availability varisbles
(viii) a proxy for ties and linkages
(1) rates

(x) degree of concentration.

It can be seen that all the atove variables can be
rationalised either by showing that a priori there
should intuitively be a cauvsal mechanism between the
independent variable and the dependent variable or

that the independent variables are proxies for other
varisbles, which are not available, but 11 they were,
wculd intuitively have a causal mechanism. Tor example,
referring to Luttrell's findings (133, much mobile
industry seems to be searching for vockets of female
labour, and thus one would expect independent variable
(111) to be positively correlated with the number of
moves. In the anazlysis, only the first fcur indepencent
variables were of the corrsct sign and statistically
significant using a t-test. Independent variable (1)
had a positive coefficient, since one would expect
faster growing industries io generate more moves.
Independent veariable (LL) had a negative coefficient
since large plants are more able to absorb chanzes
within the existinge plant than smaller plants. Independ-
ent variable (1i1) was positive, as explained, and inde-
nendent variable (iv) had a negative coefficient since
inaustries where transvort costs are high are likely to

be less mobllel.

For other multiple regression stvdies trying to explein
Howard's results see Keeble (1®) (A1), Sant (163 or
Beacham and Osborn (9 ).
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A similar study was carried out by Fuchs (53) where

he tries to explain the "comparative gain (by region)
adjusled for inaustrial structure" for manufacturing
industry in the U.5.A, He uses the following independent
variables:-

(1) consumer demand

(11) raw materials

(11i) taxes

(1v) foreign trade shifts

(v) federal government dispersal nolicy

(v1) wage levels

(vii) exitent of unionisation

(vi11) space (land)

(1x) climate

(x) initial econcmic activity.

A summary and criticism of Fuchs can be found in Burrows
et. al. (22), Ch. 2.

Two other studies i1n a similar vein are one by Keeble and
Havser (112 w.ich tries to explain the movement of
industry in S.E. England measured in 18 different series
by reference to 45 independent variables. The second 1s
by Thompson and Mattila (183 who try to explain the
absolute growth of employment in each industry across
states 1n the U.S.A. by reference to 6C independent
variables., These variables are first reduced in number
by undertaking some correlation analysis, and discarding
all the uncorrelated cnes befcre undertaking multiple

regression.
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A discussion of the general problems invclved i1in the
above methodology will be found later, but one remark
must be made here regarding some of the above reported
studies. The single equation system of estimation has
been heavily criticised by Burrows et. al (22) and orig-
inally by Heitman (77), and 1s especially relevant to
Tuchs and Thompson and Mattila. Both Burrows et. al.
and Heitman claim that the independent variables are not
independent at gll, but are really endogeneous and form
part of a simultaneous sytem. Ior example, both the
above criticised studies found that high wage levels were
an unattractive factor to industry, and growth toock place
more rapidly in low wage dastricts. However, the wage
rate 1n a state (or reglon) w1ll oe partly determined by
the 1industrial expansion in that area, since this will
represent an increase in demand for labour. Thus the
wage rate 1s not exogenous but should be endoegenously
formed within a simultanecous sytem. If a simvlianeocus
system 1s assumed 1o be a single equation model and
estimated by ordinary least squares there will be bias
in the estimated coefflolentsl,

b. Simultaneous Systems

Because of the objection to single equation models cited
above, both Heitman (77) and Burrows et. al. (22) pro-
pose simultanecus models. Heitman also criticises
Thoupson ond Mattila (183 zor failure to give any theo-
retical base to their model. He therefore suggests the

following form as a model of the footwear industry:-

For a discussion of this problem see, for example,
Christ (32).
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Y, = Fl(Yz, YB, Z,» 23, 25, 2y Ul) I.c.1
Y, = L‘2(Y1, Y3, 25 24, U2) I1.C.2
Y}:fB(Yl,Y2,Zl,52,Z4,U3) I.C.3

Y. = percentage change in output in footwear

1
Y2 = average wage 7rate 1in footwear
Y3 = percentag= of footwear workers unionised
Z1 = percentzaze cf total lsbour jorce unionised
22 = numoer of footwear establishments
Z3 = percentage change 1in incoume 1n the region
Z4 = percentage cof total lsbour force unemployed
25 = transportation costs

Z6 = percentage change in popvlation

and where as with cconventicnal notetrion the Y's are
endo~eneous vari-4bl. g and the Z's are exogenecus.
Inclusion of each of the variables was Jugtified on a
pricri grounds. Unfortunately nc dala was zvailable for

Y., so equalioenL.C3was eliminated, and 4, substituted

1

for Y, in equationI.Cl and I.C.2.

(G¥]

~

The model was then cast in a lincar form (since 1t secemed
intuitively appealing and +as convenicui for estimation
purposes), and the raramet:rs of ths simultansous model
o.timaled 1n the vsuel ay. In the process oane of the
cquatione was cveradentified, but fortunately twc of

the exogencous varisbles .ere Tound to be i1nsignificant

and sc dropped oub, lecaving the equation sxactly 1deniified.
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The final results were:-

Y. = - 1.37, - 0.53, + 0.03, + 2.38 I.C.4
1 Y, 2, Z, z,

Y2 = (.70, + O.GBZ + 0.06Z - 3.6OZ I1.C.5
1 1 2 4

where all the insignificant varisbles have been dropped.
A1l the above variehle:. were significant and of the
correct sign and can be rationalised quite eagily. Z2

and Z3 are perhaps not so cbvious. 22 picks up any

external economies present in the footwear industry, and

Heitman explains Z, as a proxy for the general perform-

3
ance of the regional economy and postulated a priorz
that the better the region performs the more the shoe
industry will grow, However, this,-tc my minds could be
due to three reasons:
(1) groving strength of local demand
(11) ihe local economy grows becauvse of the increase

inh lzbour productivity and the shoe industry

picks up some of this extra efficiency of lsbour
(111) growth of agglomeration economies,
The fezct that Heitman found transportation costs to be
insignificant may seem to conlradiet reason (1) above,
but 1t 1s possible that although pure transport costs
are not a factor, 1t may be necessary to have close con-
tacts with customers, perticvlarly 1f fezhions are chang-
1ing rapidly.
A much more ambitious project was undertaken by Burrows
et. al. (22) who used 1950 socioeconomic data to explain
1960 outvut for each industry at county level (in the
U.5.A.), then using the parameters so estimated, they

had to predict 1970 county output for each induvsiry using

1960 socioeccnomic data.
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The model was postulated as follows:

i3 _ 41 1 1 1 . .

El,t = 1 <gt, Pt’ vt-l\ industry J I.C.6

county i

ij i j( i i iy s

B o= 0 (% B B L Vo) I1.C.7T
ij _ A3 iJ

O o R ol 1.C.8
i i i i i

Py = 4 (B G B %) 1.C.9
i i i

Vi = b (Epgr oo By n) I1.C.10
1 i i

Q,y = 9y (% Vi) 1.0.11
i i i

G,e = G (%1 Vi) I.c.12

where Ei g = employment in period t for county i industry

]

J in new establishments not present in period t-1

E; g = employment in period t for county i industry
H4

J in previously established firms

Pi = labour force (or 'size') variable for county
i in period t

Vi = industrial structure indicator for county i
in period t

@i Ei 1, ......Et I, an F dimensional vector of

employment rates by industry

gi = Qi,t ""’Q;,t = an m-dimensional vector of
socioeconomic characteristice of county i in pericd t.
This exact specification was used so that the system would
be recursive and consequently avoid simultaneity problems.
The authors admit that by this specification they probably

ignore some of the simultaneous relationships that should
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undoubtedly be present. Because of problems such as lack
of datal they simplify the approach by employing the foll-
owing”partially reduced-form equation
B =ndq P, B j=1...F I.C.13

In this procedure there are a number of statistical prob-
lems, such as autocorrelation of the error terms, and a
number of theoretical problems, such as simultaneity, and
these are discussed by the authors in Chs. 4 and 6. In

the actual estimation procedure, various changes are made
for resource based industries, for those dependent on local
demand and other special caaes. Altogether 168 independent
variables were tried in an attempt to explain the dependent
variable! The criterion by which the socioeconomic variables
were included was "solely whether the inclusion of a variable
significantly reduced the standard error of the estimate.
The reason for adopting this procedure was that the purpose
of our equation was primarily that of prediction and for
prediction one needs only worry about measuring the correl-
ations of the independent variables with the dependent
variables." (op. cit. page 58). The total estimates of
employment for 1970 for each industry were made consistent
with Almon's (4) input-output estimates for the national
economy. Despite this care, some results were nonsensical,
such as the estimate for Buena Vista City Virginia which had
0 employment in industry 17 (other transport) in 1960, but
was predicted as having 481,012 in 1970%
In addition to the problems mentioned in each individual

study, there are some serious methodological problems, both
with the single equation models and the simultanecus syst-

ems. One objection can be made on purely statistical

For other problems sce Burrows et. al. (22) page 24.
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grounds, that 1f 100 different independent variables are
used to explain & d&ependent . . variable, one would expect
5 of the indenendent variables to be significant at the

5% level, but since most econoiic series are, to scme
extent correlatedl, 1t 1s likely that this Tigure will be
greater. When one considers that Burrows et. al. used 168
1ndependent variahles and on average retained less than 10
of these i1n the final equations, 1t 1s not surprising that
they were significant staiistically.

A further objection 1s that correlation does not imply
causation, and as Burrows et. al. states (ou. cit. pages
58 - 9) "many of the variables retained had coefficients
whose signs were contrary to expectations. 4s all ret-
ained coefficients were statistically significant, the
explanation for incorrect signs 1s probably that the var-
1ables in question are proxies for other variables not
included as a result of lack of data. While this fact
does not affect thz accuracy of the model's prediction if
the relationships among the variables remain the same in
future time periods, 1t does impalir our ability to make
inferences about the true structure in general and about
cavsal relationships 1in particular. For example, the var-
1able 'proportion of lsbour force emncloyed in mining' in
the equations in which 1t appeared was almost invariably
negatively correlated with euwploymenl 1in non-mining
activilies. Cne cannot howevey, Juwp to the policy con-

clusion that the mining activity should be discouraged,

Lven to some extent in cross-section data.



as the reason for the negative correlation is undoubtedly

that mining-intensive counties 1n general have other

characteristics which are detrimental to economic activitly.

Reducing the level of mining emvloyment would probably

harm the-e counties as such a reduction would probably

not have an impact on the socioceconomic characteristics

which are the real cause of economic 1nactivily."

I have quoted this at length because 11 highlights the

grave problems that esist in the use of this met'iocdology. Esti-

mation without knowledge of the underliying structures of the

model, but merely estimating a hypothesised reduced form, has
certain dangers. The negabive correlation i1in mining activity

1

w1tn other activities can be

o}

seen to be a result of other
mechanisms, which are relatively obvicus. One could
suggest, guessing at the underlying structure, that 1f
mining activity declined, other activities, pariicularly
local service activities, would decline tco as a result of
a reduction in factor 1incomes, and vice versa. This would
sive & positive correlation between the activities. There
18 no reason to suggest that mining activity will always
be a perfect vroxy for the other 'socioeconomic charact-
eristics' that are negatively related to other acltivities,
and #1thout kno ledge of fthe underlyin. structures, pred-
1ction can be dafficult, as the above examvle concerning
factor incomes shows. The mining example 1s relatively
2asy to undersiesnd and so there is littls chance of making
a wrong policy decision to discourase mining sc as to

increase other actavity. But this 1s net to say lhatl a

|

.

1nilar mrstake covld not hapren vith other variables

where the siructurc 1s nct so obvious.
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Thiz type of preobler 13 discussed 1n more general teoxrms
tv Strcissler (174 and Koopmans (116). Besides a wide
di-.cussion on the general problems 1n =conomeirics,
Ctreissler stresses the dengers of the above methodeology.
He uses the analcgy thet the birth-rate and the number of
storks 1n Austria were highly ccrrelated, so providing
suprorling evidence for one particular thecry of reprod-
uction. Eowever, recently the number of storks has con-
tinved to decline, Lut the birth-rats is now increasing.
Could this be explained by ithe increasing productivity of
storks, and a dummy variable or proxy series be introduced
intc the estimation to allow for this' The voint he makes
18 thet 1f one searches long enough one could find very
good correlations. This 1s especially dangercus when red-
uced form ecuatlicns are estimaled directly without any
knowledee of the underlving siructures, and a computer is
uged to rick the stalistically significant varrables
(Streissler on, cii. page 34 - 5). He also takes exception
to what he describes as the Friedman view that "1t 1s enough
to find 2 gcoé eouation; don't borher what 1t means. Cnce
an rqualion has proved 1tself 1t can be used without
hesitation; and the proof of the equation 1s in 1ts fat."
(op. c1t. page 39). However he ccntends "this rosition
would, ho.ever, only be correct 1f economic and social
systems were basically stationary stochastic processes”

but this 1s certainly not true. Excepiion was also
mcde to the tendency tc linearise economic models Just
because 11 1s convenient (op. cit. page 47). But he parti-
cularly draws attentzon to the dangers inherent in simult-

anecus models (ov. cit. page 71 - 2) which must be
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specified correctly since, os he says "I like to put thais
problem i1in a nutshell.simultaneous econometric models do
not only require precision statislics - these are already
required for single eqguaticn regression moacls - they reg-
ulre precision theories as well. The errors due to mis-
speciiication again become more troublesome in forecast of
continuance. ¥For nere the wrcng parameter 1¢ likely to be
magnified as 1t 1s multinlied by an ever-larger value of
ihe variable."

A similar type of discussion can be found in Koopmans (119,
and although this 1s specifically concerned with bussiaess
cycles, Koopmans does stress the need for a nroper speci-
fication of the structure before statisiical testing can
take place.

The criticism made against the ahove methods of research
into locational determinants, do lay the usefulness of the
resulls open to serious doubt. This 1s not to say thet
econometric tools are not useful in this localion field,
but thal the tneories neced to be determined, and the
structures rigorously formed. Without this, 1t 1¢ doubtful

1f much reliance carn he placed on the resuvlis, Llhat claim

.

to exrlain the locational determinants and mobility of an
industry. However, desrite these serious ressrvations, 1t
1s intcresting to note that in n-arly all the studies rep-

s 1
orted above all the industries studied were adequately
"exnlalned! by the "independent'varisbles that were employed,

implying that none of the industries are footlcose. In the studi

that dealt with the movement of manufacturing industiry in

- 2
Feasured in terms of R



the U.K., again economic variables and government controls
seemed to 'explain' the dependent variable, This would
suggest that industry is not as mobile as implied in the
Chataway statement.

Postscript to econometric studies

It may seem surprising that no mention has been made of

any of the larger number of regional models or simulations that

have been carried out recently.l Although these studies may be

admirable for the purposes for which they are designed, they are
of little use for the problem we are trying to tackle. This can
be seen from the methods that they use to handle the productiocn

sectors of the model. These approaches have the following char-
acteristics:

(1) they are very highly aggregated in the traditional
Keynesian manner

(11) they adopt a very simple view of location, such as
the economic base theory, which hypothesises that
certain indusiries produce solely for the local mar-
ket and their size 1s determined by the basic sector,
which depends solely on the stimulation of demand
from outside the local market area (1.e. exports)?.
It is hoped to show that economic base studies are a
very speclal case of attraction theory. Also in
many of the econometric studies carried out, using
base theory for the productive sectors of the model,
they cften make further simplifying assumptions that
the basic sector will maintain the same proportion of
national output over time

(iii) where high levels of aggregation and base theory are
not used, a regional input-output table is often
plugged into the econometric model in order to obtain
estimates for the individual industries. Again it
is hoped to show that this is jJjust another special
case of attraction theory, in that it assumes that

For a survey and review of seven large-scale regional forecasting
models see Milliman (140). For a very lucidly presented econometric
model of Ontario and review of six other regional econometric models
see Haronitis (73).

There are many practical and theoretical difficulties in conducting
economic base studies. For a discussion see Richardson (158).



industrial growth and therefore location is dependent
on external demandl. Whilst this may be true of a
very small open region, the larger the region becomes,
the less likely is this assumption to hold, since the
region will start to develop internal dynamics of
growth.

This section is not intended to be a criticism of regional
econometric models as such but merely to suggest that the sub-
sections dealing with location decisions have been too simplified
to be of use to government policy in the context that we are dis-
cussing. To look forward somewhat, it may be suggested that
perhaps attraction theory could be plugged into regironal econometric
models in a similar way that regional input-output tables have been
in the past.

(vi) Other Methods
(a) Area Studies

The locational characteristics of certain areas are often

studied in an attempt to gain some insight into the det-

ermination  industrial location. (Surveys such as those
done by Keeble on N-W London and Cameron and Clark on

Scotland are examples of one type of this study - these

have been reviewed above.) Usually the views expressed

tend to be very subjective, and built up as a result of

first hand information and long association with the area

in question.

1
Thus ignoring any supply effects - these have been postulated by
various authors (see above) to be of critical importance to certain
industries.

2

Similarly Richardson (158) has also criticised regional econometric
models for relying solely on external demand to generate growth,
and thus implying an over simple view of location.
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Lichtenberg (12§ has comvleted such a study of the New
York area. The method of analysis 1s highly eclectic

"we havse placed some weighl on ouvr reading of history,
some on our more preclse measurement of recent trends in
location, some on the anslysis of ccllsagves in companicr
volumes dealing with such factors as labour and trans-
portetion, and sowme on the indusiry case studies made by
st111l othesr pesrticipents in the Mew York Metronolitan
Region Study". (o-. cit. page 37) For most of the
industries found in New York, Lichtenberg places great
emohasis on the external ecounomies available 1n the

area, both of a general and sectoral nature to use Tosco's
terminolegy. The a parel i1ndustiry 1s given as a good
example becauvse of the flexibility needed 1n the prod-
uction vrocess. Lichtenberg states "the technical req-~
urrements of {his production are such thet producers must
be able to cater to an ever-changing cemand LIn the

sense oi fashion changes as well as volumi; by speedily
tooling up (or rapidly drawing uron an established net-
work of subcontractors and suppllerb) and turning out
their product in a short veriod." (op. cit. paze 58).
The need for ravid chanse 1a this industry means th=t
stocks heve to be kept lov, l:bour hired and fized
raprdly, oxtra rented spsce taken on and dropped at

short notice =tc. There nceds 1o be access to other
inductrial services such zs finance, designers and adver-
tisers. These facilities can only be provided when the
industry 18 haghly concentrated so that the fluctuztion

in demend of all the various 1ndividual firms means that
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on average the suppliers of these ancillary products
and services face a reletively steady demand. Also,
manv of thece s=2rvices can only be provided where lLhe
market 1s large - 1or example, an individuzl firm may

pe a poor risk for a capital loan, but 11 the financaal

[0

vurce lends to many in lhe industry the risk will be
minimised. Again, Tfor many of the transactions descraibed
above, 1t 1s necessary to have face-to-rezce contact,
which again requires lhe inductries to be conglomerstea.
It 1s probably the need for flexaibility to meet rapid

change that requires industrial conglomeration, because

oY

1f the product became standardi<ed and long production
runs could be undexrteken, then the apvarel indvstry
would probably move oul of New York in the search for
ch~aper labour siies, since the necessity lor external
economies would be gone.

A similar conclusion ~bout the imroirtance of external
economies 1n the New York economy is reached by Chinitz
( 3D when he comvares 1t with Pittsburgh. The latter
lacks the industrizl structure to enccuras= the growth
of ancillar; products and 1ndustrial seorvices, so there
1s 1i1tlle 1ncentive for nsw 1ndustry to establish 1n
Pittsbursgh. Tovnroe (191 suggests that similar advan-
tages can be round in Lendon for the furniture trade and
in the W. Midl -nds conurbstion for the metal trades, both
of «hich "bz2nef1{ from access to a ccamon pool of labcur
vath specialised skilils from the gvailabilaity of srec-
1alined servicess, or from ih~ concen®ration of bhuyers"
(sectoral external economies)- and which also benefit

from using "common Tacilities of commerce and banking,



- 69 =

of technical services, of education, of subcontracting
and a wide range of adaptable skilled labour" (general
external economies)l.
The weakness of these studies is that they lack any
analytical base and tend to rely on judgement and qual-
itative statements. They do, however, confirm our sus-
picions that industry may not be as footloose as once
regarded.

(b) Individual Industry Studies
In discussing techniques to evaluate the mobility of
industry, many individual industry studies have been
mentioned. Some of these studies have no discernable
methodology. Often they present a description of the loec-
ation of the industry under study in map form, or give views
on what are thought to be important locational requirements
of the industry. Although these views may have an intuitive
appeal, they are not backed up by any analysis or rigorous
testing with hard data.
The industries studied in these loose descriptive terms
cover a wide field - for example cars by Hurley (88), glass
by Bain (7), pulp and paper by Hunter (87) and iron and
steel by Alexandersson (2). These studies may have some
value in that they may point out factors that should be
incorporated into more rigorous theoretical developments -
foe example Hurley mentions the importance of external

economies of supplies for cars, Bain stresses the importance

1 Further references to area studies can be found in Brackett and

Stevens (17).
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of labour without any traditional union prejudices of

the older glass-making areas, and Hunter stresses the
length of time that it takes an industry to adjust in

the face of changing technology, which alters the source
of supply of raw materials in the pulp and paper industry.
However, Stevens and Brackett (17) in discussing individual
industry studies in general state "despite the number of
industry studies, there is a distinet lack of definitive
research. Many of the conclusions about cause and effect
are intuitive and go well beyond the evidence presented
by existing data" (op. cit. page-13). They therefore

seem to be of little use to the problem in hand.

Conclusions

From the studies that have been discussed there seems to be a
lack of any adequately formulated practical models, that can be used
by a government in a location of industry policyl. They tend to be
either impractical or of very limited use or have serious theoretical
drawbacks in their formulation. Therefore it seems necessary to look
at the more general and more rigorously formulated theoretical work
that has been done on industrial plani location and optimal spatial
patterns, in an attempt to obtain some guidance for a government loc-
ation policy. However in all the studies reported, some explanation
of the locational characteristics of each industry has been put forward,
and in almost all cases the industry was found to be explained by these
characteristics. In very few cases was it concluded that industry was

as mobile as Chataways's statement implies.

1
Consider also Spiegelman's (170) conclusion after reviewing location

analysis "In general, existing industry location studies fail to pro-
vide meaningful statistical testing of hypotheses on location-
determining factors.... Mostly, locational conclusions were based on
examples and assertions....There is a great need for more profound
work in the establishment and testing of hypotheses as to the causes

of locational patterns and the reasons for changes in this pattern."
(nace 26



CHAPTER IT

A Review of Some Theoretical ILocation Studies

IT.A Introduction

1

In the previcus chapter an attempt vas made 1o review some prag-
matic approaches to locatiorn srceblem. It was seen that many of these

eliance could

™)

works lackcd a rizorous theoretical base and that litille

be put on the results. Il was suggested that their use lay in an ad

w

hoe description ¢f fretors of location thal mey znlloconce the location
decisions of economic activities, and therefore these factors may be
worth studying in a more rigercus way.
IL 1s necesszry to examine lhe theorstical works on location for
a number ¢f resscns:
(1) 1deelly we srould like a general theory with general
functional relatioprshipns to be emparically testable
and we must see 1f any woxk has bz2en developed so far
that will fulfill these condations. It will be shown
that there are no such theories 1n a spatial context,
(11) the study will hopefully highlight the problems of
deriving general resulis and show that to obtein any
results 1t 1s often necessary to make soecific assumnp-
tions about the functional relationships, cr to make
exogenecus, certain variables thet ideally should be
formed endogeneously in the model. This may help to
explain why certain assumptions are necessary
in attraction theory ir order ic obtain a concistent

and testable molel.
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(112) Tt will bz shown in Chapter TTI thati one of the
basic assumptions necessary for attract-on to te
consastent 1s thet industry 1s optamally dis-
tributed over the country and that this, 1n the
context of the United Kingdom, must be done largely
by 2 decentralised decision-meking process based
upcn proiit maximisation. This problem has been
the suhject of many studies and it will be shown
what conditions are necessary to arrive at such
an optimum, thus bringing more to light the nececs-
sary condilions and assumptions of attraction theory.

To review the whole of location tneory will be a monumzntzl task
and rost of 1t would not be veory rewarding for the purposes of sval -
uating a'traction theory. Scme crastie sruning of the subject is
therefore necessary. The general spstial equilibrium models1 will be
1gnored since they have little hope or ~mparical application. The

study of equalibraum in s»natizlly separsted markets - as originally
formulated by Cournot2 - w11l not be discussed since they recware
inTormation that will not be generally available and so have little to

Fad

contribute to atbttraction theory. The classicel works of Von Thunen,
Weber and Losch, dc heve bearing on atirzction theory but they a1l

not be studied here because they have been extensively studied elsewhere

1 . .
That 1s the geneval equalibrium models of Walres, end Arrow and
Debreu ( 6) placed 1n a spatial context - sece for example Fuenne
(122 cr Tavayema and Jud-e () Chepter 15 and 16.

2 L . R = -
Thesc preblems heve besen extenlied and =olved by Samuel.cn (Kﬂ) and
Takeyams and Julve (B ) Chapter 12 - 14,

3

See 1in p.rticular Been (11), Isard (89) or Von Boventer (16) or
for Von Thunen in perticulsr see Hartwick (75) or Alonso ( 5)
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ard some of the mcre recent stiuvdies reviewed here take many of their

niques.

roaches frem the clzssics and avrly more sophisticated tech-

The Lvrne of works that I shall diccuss can be divided into two

dastinct categories:

(1)

the first apnroach 1s to treat space as a continuous
variable 1n either one (a strasight line) or two (a
flat plein) i~ers1370] space. This 1 1n the trad-
itinn of Von Thunen, Losch and Chrirtaller, and the
aprroach has been adopted by Bos (13), Serck-Hanssen
(15) and Tinbergen (1) whose work will be examined.
In all there studies there are common underlying
features -~
(a) there are usnally economies of scale in pro-
duction that gsive rise to a tendency for pro-
duction to take plesce i1n the same spot. Thas
may be replaced by or added to the assumpiion
that industries need the output of other
industries in oxder to produce, so again there
1s a tendeacy to conglomerate because of (b),
(b) Tesources are consumed 1n transferring products
over svace —these are usually termed transport
Costs1 s
(c) certain activities consume cpace as an iaput -
such as &_riculture and forestry - - and these

surply 1nnuts to and/or demsnd cutput From the

1

Although of cour<e the costs may include much more than transport
costs (e.g. communication costs)
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non-space consuming activities. This force
tends to decentralise production.

Some of these models and the results obtained will be discussed
but there are some points that,I’considef“;o be germane to this type
of study: Nnxﬁh

(a) general results are very difficult to obtain and in
order to obtain any results very specific assumptions
must be made for example concerning the production
function or the hierarchy of trading patterns,

(v) because of the simplifying assumptions used, the
results would suggest that as transport costs dec-
rease and the agricultural sector becomes of only
minor importance as a supplier of inputs and dem-
ander of products, then all non-space consuming
activity should be concentrated on one spotl.

However there does seem to be evidence to suggest
that urban diseconomies from both the consumer and
producers point of view will become a major force
despite perhaps continued economies of scale in
production and the external advantages of being close
to other producersz. To allow for this force would
probably mean that no general results would be pos-
sible despite many other simplifying assumptions.

(ii) The second approach is to treat space as a series of discon-

tinuous . points between which commodities are transported

but where they can only locate at a number of pre-determined

Because of the economies of scale in production and the dependence
on the output of other industries as an input.

For a short bibliography to some of the literature on urban disecon=-
omies see Spiegelman (170).
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points. Again a number of points are common to most of
these studies:
(a) transporl costs are incurred in transferring

resources OVeEr space,
(b) economies of scale or indivisibilities are

present
(¢) wpoint (b) 1s either replaced by or added to

the fact that there are consiraints on the system

such as constraints on the capac;ty of production

at each location, constraints on primary inputs

(e.g. labour) or intermediate input (e.g. mineral

de9031t) at each lecation, constraints of a cert-

ain minimum final demand to be met at each location.
Thus there are two conllicting forces - voints (a) and (c)
giving a tendency towards dispersion of economic activity,
and point (b) gving a tendency towsrds concentration of
cconoiin activaty. When point (b) 1s dropved and outvut at
each location 1s given, the vroblem beccmes cne of simply
determining the optimum flows of goods between the producing
and receiving locstions subjyert to the 1articrlar constraints
of the prehlem,
Th~> framework of discenlinucus space dercribed zbove readaly
lends 1lself to progranning anclysis and 1t was 1n this con-
text thet lincar prosramming was dceveloped. Hewever wxth
prosrawning no geaeral reszilts are possible in that the sol-
utzon derends on the parameters Izd i1ntc the model, urich cf
ccurse 1nplics vhat we koo the parareteors. Heowivor Lhac
tyoe ¢f avpiocch 1¢ ofter uzed to determine shelher the

market w1ll give an optimun sclution, or give any ctable
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sclubtion al all., Scome furiher interect.ing results can

be deraived fran this approach. These will be daiscussed.

The i1nte ration d asttracticon thecry ard the studies to

be di=cussed 1in this chapter will be attempted after the

attraction model has be2n discussed i1n Chapier I1TI. How-

ever, as mentioned above i1n the reasmns for stuvdying theo-

retical works on location, the meir areas of zomparizon

between attraction theory end other location thecry will be:

(i) the abxlity of a decentralised decaision-making
procecs Lo sustain an cptamal distribution of

economic activity

EN

-
L

(11) the geneselity of the assumptions and functional
reletionshivs adopted

(111) the degree to which the model 1< 2 partiel model

1n taking endogeneous variables as exogenecus.

II.B Discontinuous Space

One of the earliest applacations of activity analysis was tc trans-
. 1
portation problems involving discontinvous space . In thece vrcblems

an efficient transvortation system could be devised. This type of

(o N
ot
13
5
W
%]
'3)
4
b
Q
ck
—
C
st
=

analysis was extended2 to i1nclude both the prouuncing an
activities. When the doal of this prosramming analysis and the Kuhn-
Tucker ccnditions for an optimal sclutionare employed 1t 1s possible to
see implicitly marginal analysis in the interpretation of ihe results,

3
which can be given concrete economic meanings™. This tyre of eprro_ch

1 See “or example Kooomans (17)
2 Notable by Beckmann and Marshok (1G)
3

For an introduction tc the dual and Kuhn-Tucker conditions see

Baumol (8 )
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also shows what conditicne are necessary for a deccntrslised decision-
makin: process (e.g. profit maximicers Jurded by e price system) to
bring abcut this optimum sclution.

One of Tekayama and Judage's (18D pazes 65 to 73) simpler examples
of activity analysis will pe given btc 1llustrate both the zpproach of
Lhis tyne of analysis end the econcomic interpretation of the dvel and
, . IR -
the Kuhn-Tucker conditions™, Thie example will also form the baszis of

th

[0}

annlicetion of the Kuhn-Tucker conditions to attraction theoryz.
The protlem 1s as follows: we are siven in each of n regions a
known quantity of a mobile primary or intermedicte product, which by
vassing threngh a production process 1s converted intc & final com~
modity. The technology is known and fived for each region. The reg-
1onal demand for this final commodity 1s assumed tc be fized and known
and this demand must be met. Bach region has scme cepacity for pro-
cessing cach type of primary or intermediste produect. Each region
may have a unit plant cost for zonverting each type of primavry or
1intermedigte commodity intc a final commodity and these costs oxr
regional cost differertizls are konown. The production processes are
in constant preoportion for all output levels and these nrocesses me

vary from resion to regron.

L?d

U‘

crensl prolucing vliants are ccnzicered 1n the catcgory of an

immghile praimary commodity. All other comnodities arse'assumed mobile

and all possible paivs of reg

[}

1ons are separcted by a transrort cost

whaich 1s tnewn. It 1s furth=r assumed thel. when the lctal regional

e

suoplies of primary or intermediate products are converted into a [inal

comrodity, the r-sulting totsl potential supply of the final commodity

135 egnal to or grester thar total demana for produvclion ard for con-

sumption purposes. Eoch tyne of 2rol ¢t 12 assumed homo:ieneous and

1

See also Otevens (176 and Kucnne (122) for 2 more limited discussion.

See Section ITI.K.
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thus producin~ firms and consumers zre 1ndifferent as to their s~vrces
of suprly.

Je new vish Lo formwulate a wmodel which can be used to ascertain
the level and location of vrocessing fer vrimary or intermediate com-
modities and the volume and di—ection cf 2ll >rimary intermediate and
final proavects flows, that will minimise th= aggregete transnort and
production costs. We are lhus seeking the a2llocation and pricing
cvstem which will maximise the retuvrns to each producer and/or resource
hold~r and minimise the cost to consumers and rescurce users, subject
to the constreints postulated.

Vie uvse the following notstion:-

r,o denote reLions Ty = 1y 2iieeaan

I denote the fixed minimum demand requirements for final
demand cormnodity k in region r‘k = 14200 0004K
aenote the p2iven nventity of a mobile primary or inter-
nediate product p avairlable an region v (quantlty availl-
able before in shivments, cuvtshipments and use for pro-

duction of final commodity )p =k + 1, k + 2......R.

X. denotes the given quantity of an immobile primary
commod1ty L (for evample cawacity of a producing
plant) in region r.L =R+ 1, R+ 2.,....0.

re¥ denotes the variable quantity of the mobile primary or inter-

el

n
1

mediate product p, shipped from region r to & to be
used 1n producings a final commodity.
r”%( denctes tne variable quantity of 2 mobaile final product k
shipped between regions r and s.
t denotes the unit transport cost for a shipment of a

rrimary or intermediate commodity p irom region r to s

vhich 1s independent of volume and direction.
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rstk denotes the unit transporl cost ror a shipment

of a final commodity k from region r to s which

15 1ndependent of volume and direction.

denotes the rate (constant proportion at all out-

put 1evels) at which a mobile primary or inter-

mediate proauct p is convertrd per unit of the

process into a final product k 1in region r.

X denotes the rate (constant proportion at all ovt-

put 1eve]s) at which i1mmobile nrimary product L 1is

converted per unit of the process into a final prod-

uct k 1n region r.

denotes the level of production of a final ovroduct

k 1in region r.

c, denotes the unit plani cost of producing a final
product k 1n region r. These unit costs involve
outlays not otherwise included and they are assumed
to be independent of the scale of vlant operation.

e denote the net availabilaty (amount remaining

%k’ L
after production, imports, exports and use) of the
commodi1ty a2t each stage of production or use 1n
region r; .

Consider the case of one final pood, one mobile primary or inter-

mediate good and one 1mmobile primary oroduct. The problemn is to

maximise -

(X)) =-2 2 . f -3%

. t . x
rs kK rs’ k rs prsp
r s

)3

- 1
2 er'rgk I1.B.1

(1.e. minimise total transvort and plant costs)
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subject to

2% T B T g rsfk 2> 0 for all r I1.B.2
(1.e. the amount of the final oroduct k, region r

sh1ios to i1tself and to other regions 1s eoual to or less
than the amount produced by ihe plant 1n region r)

- X _Z - - r T
rep z N ’ (?Sxp erp) rﬁpk'rgk 2 0 for all r TII.B.3

(1.e. the quantity of the primary cr intcrmediate vpreduct p

used 1n producing the final commodity k in region r minus

inshipments of the product 1inte region r, plus outshivments
)

of the rroducts from rezion r must be equal to or less than

the native availability of the product in region r)

e. = L - & 20 for all v TI.B./
L T vy rﬁLk ™k ¥ 4
(1.e. tne guantity of the immobile primary commodity vsed
1n produsins “he final commodity bty She plers in r1eziorn 1

S _f - F 20 rorall II.2.5

(1.e. the shipment of the final commodity to region r from

1tself and fro other regions 1s equal to or greater than

the demand 11 rejica r.)
g £ x 0 fior all r and = IT.B.6

¥’ sk’ rsTp ¢

(1.e. 211 the decisicn wsriables »oluiing £ tae rrodicirg

acd flev act.villies st be noern-ncrative)

Follo ing the Mihn-Ticker conditions ve w311 leck at the necescary
conditions for II.B.1 to be a marimum subject teo constraintz IT1.B.2 to

I1.8.6.




Form the Lagrancean

) U%é P exty * er}é'r’gl: ! %% J?'rsxp)] I1.B.7

and Mo Aot Py N N % DN 20 for a1l me 11.B.8

; = 1 . -
For an optimum sclvtion (X /\) the fellewing necessary nsuhni-

Tucker conditiors must hold
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For 211 r and s

The above resulis can be given = reanin_ful economic i1nterpretbaticn.

We can defline the)\'s 1n the Lagranzean I1.B.7 as =fficiency

or market

prices and rents. Then conditicns IT.E.%to I1.B.9 )7 spell all the

cherzcteristics of the internal wrice and rent system thal are consisi-

ent vith an efficient production and allocation prograinme,

In general

these conditions state that in order to derave an officient production



and allocation prosramme, rezicnal marke
such that
(1) vrofits are zero on all production ~nd flow ;ro-
cerses gnd no Jrocess may show a roc1tive profit
(cenditions I1.B.9a, 9b, 90). (This refers to the
actions of arbitracers relher than rent that i<
tied to a 1ocatzon.)
(11) iarket prices of the mobile primzry or 1n'ermed-
1ate gnd final commodity may excezd zero cnly 1f
their regional net availlcebilaty (rek’ € snd _e
are rgual to zerc (conditicns II.B,94, Qe, 9g) .

(1~1) Tents o irg plants or immobile prinmary cor-

o
Y3
1<
O
g}
Q
0
6]

rodities may excced zero only 1Ff the capceitie

[0

in
each ce-e ere frlly utilised (condition TILB.9F).
condztions specafi~d by TT.B.9a to II1.B.J3 are

The optarall

T
v

1y

thus seen to yield soluticnes for the pricing and allocation vroblen
that are consistent with zero orofit conditions of a perfectly compet-
1tive egualibzaum .

Lo~king at the conditioas an particvlar IT 9a states that 1f any

flow of the final product takes place between region r and s (that 1s

£ 70) then beceuse of II.B Sh (the legrengean counterpart of
rs k rs’H
- 1 - ond —_
£) =0 and 9¢ = N - N, -t =0C. Ifve interiret A, and
rek f;— </ A 1 rs k 34
< 5‘?\(

}1 as the merket vrices of the final preduel of the demard andl suprly
M I i
- = t.
4 rA1 rs k

Thuz the difercnee 1n market wurice betweer demznd and sunply points

(producnng} points resrectavely and chk7'c then
=]

oy |

Livewise when no flows take vlace

0
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How 1his 19 lefined cen Lo found 2n Toleyama and Jude

] [
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f = 0 then

A~ 2z ) i
relk §4 " 1 rst Because of cundition I1I1.B.9g the

K
market price of the final product at demand location r (£X4) can only
be positive when the amount of the final product shipped to region r
is equal to the demand in region r. Likewise because of condition
IT.B.9d the market price of the final product of the producing point
r (?31) can only be positive when the sum of the amount shipped ffom
region r to region s, for all s, is equal to the amount produced. Thus
if excess supply exists of any producing point, the market supply price
is zero.

Conditions I1.B.9b states that of the primary or intermediate

product transformed into the final preoduct in region r, that is >0

8k
then because of II.B.9i 5&6 (the Lagrangean counterpart of rék) =0 and

the market price of the product at the plant (producing) point ;;1 must

be equal to the value of the primary or intermediate product of the
plant rﬁ;k'£12 plus any internal rent (measure of profitability) that

may accrue to the plant at that location rﬂik'r33 plus external unit

producing costs rck'

cost of the primary or intermediate commodity may be positive only

Because of condition II.B.%e r)2 the opportunity

when the supply of the primary or intermediate product in region r is
fully used. Likewise because of conditions II1.B.9f plant rent ;33 may
be positive only when the capacity of the plant or the available immob-
ile primary commodity is exhausted. Thus, as before, the plant loc-
ation earns no rent and the supply point is imputed no return unless
capaclty or availability is fully used.

Condition II.B.9c states that if the primary or intermediate prod-
uct flows from region r to region s, that is rs§p>-0 then because of

II.B.9j réx = 0 and the difference between the market price of the

7

mobile primary or intermediate product in the two regions is equal to
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t . dhen no flows

1

the it transporteticn costl, that is qg - )?
s T

rs p
take place ¥ =0 then - ST as a condition parellin hat
[ _— . S)b r>> rs'p? a co par ing tha
Tor the final comwodity,
For the totel conditions, tale the sum of (B$ \ rsfk’ \> 7L
ars Kl rﬂK

and(?é > rsXp over all 1 and s while remembering conditions
X

IT.B.9d to IIL.B.9g. This summation gives the following outlay and

mavket price corditions:-—

Z r%fk = é sZ s&,rsfk - l?Szr/\L'rsfk - ZSZI“ Bs rsfk =0

orZ Z rstk'"sfk - Z% s’4'rsfk - erkl'rsfk Ir.8.10

d - < -
é(;igr%<: fr%fﬁ%"é EPJJZra< Z k1A3ﬁ%

ig

or Z’Z'T“tp'rsxp - %’é’SAZ'rsxp - Z’S'TAQ'ISXD II.5.12

for the optimum g, x, X. At the optimum, tohal revenve from erach of
the vroduvcing and flow activities i1s exactly egual to the total trans-
port and vproduct cecst outlays. For examvle, the lefti-hand side of
II.B.10 1s the total transvort outlay on the final product. The richt-
hard side 1s the total oxcess value of the shipments of the final

vroduct 1n the demand locations. Thus for an erfacient or optimum
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shipment pattern, the excess cf delivered value over surolus moint
value 1s equal tc the total wransvortation outlay. Therefore, there
18 rno surplus remaining that can accrue Lo an arbitrager seeking to
make a vwrofit by rearranging the shioment nattern; the surnliers
maximise the returns to each supuly source and the commodity 1s dis-
tributed 1o the consumers at a minimom cost.

bimilarly IT1.8B,.11 can be intervretted and the total value of the
final product equals the cosi of mohile inputs plus the cost of the
immobile inputs vlus faxed costs. I11.B.12 18 interpretted similarly
lo T1.B.10 only this 15 shipments of mobile invutls instead of final
~oods., Thus the solulaion can be defined as an eff{icient one.

The dual of this Lroblem can be given an economic meaning. Re-

write the Lagrangean IL.B.7 1» the following form:-

*(g,x,\) - - (é J:k'rAﬂ - £Z£X\5r>§ - %rng°r%2 - fzrok'rA])

\

+ % Z’rsfk (g>4 - r>] - rstk) * f’er (1)1 - rﬁfk'r%Q B TBLk'nAB - rck)

VAL O VD W IT.B.13

o

shiere the non-nrealively constraints waill be 1 mored ror simplicity

eni where _o, 1s the reesl number zerc, .17 means that a2ll production

1.
ER o %

Jovels 1n JI.B.2 are —ariable for ztl r.

The Lasranc=en TI,B,13 “--< he ba 1~ o2 “he spenafication  F
, N A e i el s A e L v ! v ~EL L ILIE WiY‘C"\l'V"\
vet LS T el AlD wlbae CHPTeLS1ITH Do cur LA BV S VSO C P L & PLXCOLLT

s = -{2 ey - ? IXL';)\“ "2 Koo - z oy LB

subject to

5)4 - L)l e by < 0 IT.3.15

eh T oebcehe - L N oo %o I1.3.1.
- r -



}o e t_ <0 fcr all and s I1.B.17
e 2 r/2 e T

(\ VR L ocor 11 T s g0
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T A 2 >%

Urdaz the eccacmic 1alerrtretizlicn given Zo1 Lho Lagrangean

mottiolizre, the due®l prosramwmneg  rehlen ag Lo Mind ‘he set of
irovted pricts 2ot ronte (A)which cr211 aeni 1se the “cotal revenue and

the demend points for the finsl product cver the totzl costs at the

Lo The praicains and rent restricticon of the

& [

pl-rnts or prearation nein
dwal rrogramming preblem ave rell-cted 1n condaiticne IT.3.92 to TI.B.Sc
warch stale the conditica that prorits must be zero on 311 producticn

and flow processes used and that no process nay permit :

Q)

positive profit,

Az roted previ.ucly, rent accrues 1o a plart location only 1t the plant

[3v]

cepacity 1s uasea. In sumnazy then the A vari.bles of the dual »rc_rom-

ming rreblem are 1aterpretied as impuled grices at each demnzna and supnly
i
i

«

point lor the nrimary >r intermsdi=zte end final wro'ucts and rent on
vlant locaticns, rrgiconzl marke~t svrply prices fer mobile praimary cv

ar zlement of rent reflecting the

[\V)
-
03

interme.iate rroducits nsy cont

locetlicral velue of dspesits, and the fact thet profits after payinsy cost

™
o0

are zero for each 7irm in the indusiry. The rents to immobile Factecrs
(or f?ctorle&) ould give an indication of where Turther expansion of
canaclty woLld 1ve the restest returns.

a2 relziively simple ezansle wos civen in order tu illustrate
the underivain_: economic concerts. The model can he extonded to include
multi-prosucts and vroductiion furctions rez-mbling Leontief's and
cencerbually the prebl i doec not chenee. Implacit in the analjsis g
thatl fainel demard 1s nerfectly inele<tic, 1.~. the Tirzl dorand wush be
m~t, A ote pgozexal arrroech vo 1d be to hav: a more eneral dumind
function, thus re-reztin, the Couvrnot problem, reccntl: reformulated

by Samuelson (161. Takayama and Judce (181 do go on tc¢ include *his in

the1z aralysis - ho cver since this 1s not relevent to aviraction therry

-

That is to say maximise profits.



1t vill net be dasicuseed here™,

The ove trpe of analysis has been used 1n certain aprlied stud
to work ouvt optimzl paiterns of zcolds flors. The date requirved for the
irmlimentbotion of theooe models veries dependin: on the speciiic problem
in hand, but as descraibed in the zbeove 231 ple, 11 gernerally requires

(1) transooert coste between rzgions

(11) caracities and/or cocty of mrcduction i1n each

region ant/cr 1npute needed per uvnit of outrul

(z11) demand r:qiirements to bc met at each locaiion.
The probler then involves minimising transport cosis (usually plus costs
of ~roduction). Studies of this type car te fcund by Henderson (78)
who fornwlates the optimun ilows of ccozl betwcen regicns of the United
State:, or by Ghosh (54) ko similzvly formulates the optamam flows cf
coneny hetween regionsg of Indis Tre laiter alse uses the dval feormolatba
10 calculate 'vroyelties' which ~re the rents on ihe 2mmobile 17sovurces,

PrEevIcus
trangnort

functionally linked actavities. Wha

rece -zten=10on of caracity wo 14

chapter hewev-r “-ricus dorl

costs covld =ffectively

vhen applaed to the clandardised vewlar [loving sceds soobh as coment
and ccal. 3t 18 1m7er Ying 0 neio th ot Thegh (84) whon corpering the
totimum' flow of cements (ecalellated on prosiction rlus transport cost:
with the {lows that acticily took pluce, fairly ls—gs discropencistL are
fornd te exasti. This may we éue, oo Ghesh suzgests, 1o tht 1mperfeeilly
~ocrpetitive sliuvcture of the cement incustry, bvut a Tnossible exnlanation
1= that transi.rt costs are nnt an adequate exnlonation of sepcistion
costs = 11 vould bte <rzzeted thet this probl<m sould become more sexricur
1 R s o .
A rp 217y comn gl comrg o - L Mo to heve the suovdy ond demard
schedules Tormed endo ~neouslv 'n th2 system, e.g. the demand for a
cood 18 a function of all censumer activity and demand for all other
rcode.  This 1s taking the problem into the realus of zeneral eqguil-
1brimm analy:=is [Cirst develeorped for a spaceless ecornomy by walras and

shown 11 Arrow and Jebreu.s ( 6) work. This has heen extended to a
apatisl econemy bv Icard and Ostref? @00\ and Telkaovama and Judee (183
Ch. 16, The practical spnlircations of this type of work are limited

o7

1
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in the iype of indvstry discvssed bv Tosco (189),
When the cutvut at cach location 1s 2 vericble 1n these =2clivity
analysis location studies. they become the ricorouvs counternart

of comvaretive cost studies. Both compare coct: al each location which

1nclude transport cocsts. ho-ever becavee the s tivityv analysis stiudies

€

2re forrulaled 28 a lin=ar pro rammino oroblem ther zre 2ble to hendle

(\7

A'

s oregber numb-+ of vari-bles and greater gernersliriies - guch =s
the interderendence or location, in thal prodvoing at cne outpub will

cavse demand for intermedizte inruts at thet location and also cause

)— -

competition 1n the final demand market, thus
intermediate and primary nroducts.

A more ambi‘ous stvudy along the same lines 1s given bv Voses (147
where he 2utempils to determine the optimum {lows of all zoods between
211 regicns of the U.u.k., The aum was Lo winimiee labour inpute (the
only primary Jood which was needed tn produce both transport and all

1

oth: 7 goods) subject to the consiraints of regionzl capescilies, rep-
. ~ 1
1onal technologies and requiremente of regicnal final dewmand™ . However
again we face the problem when tryins, to apply the linear vrogramming
model, that traansport costs probably do not adecuvately mzasure distance
cparabion.

In discussing tne exanpl~ of Takayama and Judge (see ahove) 1t was

shown bhow the nrice system under certain assumriions couvld bring about
2 R

an efiicient allocaticon of rescurces . Hoa2ver under a dJifferent set
of basic zsswuwntions 1t 1s poesihle to show that the vrice systen will
1 an efficient one.

not even bring aboutl & stable zoluvtion, le lon

O

(W]

Thig problem was first roised by Koopmans and Beckmenn (119)when they

&

1
Thas 1< vary similar te the sttempt to formwlate the solutiun tc the
interregional inyut-cutnvt model as a lincary programming nroblem
that wi1ll be found an Bection IV.F.

2

The importance of this result lo attraction theorv will be diccussed
in Ch, IIT.

fecting the price of final
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22t up the model as follows:

(1) the economies of scale or i1ndivisililies are
such that in the compet.tion for sp-ce only one
plant can occuny cach locaticn and that plants
cannot ne divided betlween two different locations
(th>re are the same n mber of plants as locat:ons)

(11) the vrofits of each vlant depend on the location of
other vlants - this may be ncthing more than the
cost of buyinz inouts from otii~r nlants vheve the
transcort costs mpaid on these inputs i1s a varaiable,
dewending on how far the two locations are apart.

The model 15 ca<t formally as

. or . X e}
may = I‘Rk'J"EK > 2 rst'rsxkh I1.8B.19
kr kh rs

N

where +6%%h reprecents the flow of zcods from location r to
locatron s of the commodity which 1¢ suprlaed by
nlant k to plant h
t represents the cost of transport -ner unit fronm
region r to regicn S
Rk 1s the Revenue (before paving transvort costs)of product
k at locaticn 1
25 18 the size of plant k =zt Jovation r.
Thus we are meximising the revenue or Tirms in all locations minus

trans .crt costs of fleowsg of goods hetween them, The restriclhions ou
ihe nroblew ave
g b + X = .0 + bid N
k" kh 2 er'vh ~ v8h'kh z Yh'rs 11.5.20
2
where k¥, h, 1 = 1,......n
1 1 ot L 1 IS A + .
TL 1. ocoum=d =t o (- evenres) and t (trancpert cochte, 2re
1ndevzndent ¢f the lozz2tion oF plants,
2 + a + E -
It 18 zesumed thel *the 1nput end ouvtervt flows of 1ntcrmediate
gocds to <nd Ivo o

a plent at & particular location are proporsi.nal
0

to the size (q £ the »lant at that lcocaticn.
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[ - U, 2 - L Fal - [ - _
LrhEre b = g 1red cormouaty flows freom rlanl k 1o plont b
]/J—l e v =
in weizsht units
bt T Rl Lo of L e \ 4 Lan
rn1eh oteotee that the Lotal inolovw of Jhe intiracdlote co uiodiity

eguals the votal ovtllov frex v plus 1ts corneurption at thzt zanc

lccalion.
2 4 = 1 =1 o]
o6y 1 K=l,evoaan IT.B.21
T
gZoo= =1 I.3.22
Er”‘k 1 =1, ,..0..0 2

where 11.B.21 exvresses that precisely one plant of each kind 1s to

be cesined and IT.B.22 that each leocatior can cnl:y accomrioiete cne

vlant
Tgkéqrsxkh 2’0 rrxkh = ( IT.B.23
kh,r,e=1,2....01
waich are the voral non-negstively constraints.

Both g and X are varisbles

r-k re’kh

Y

nd the R, b and t are datum,
Witheat furlher rectrictions Lhe cbove problem allows divisible

vlants anda 1s a normal linear »rosramrang problem for whicn a decen-

tralised price mechanism would give arn citricient solution. Hovever if

a fuarithesr censtraint 1o aaded
T,gk =0 or1 kyr=1,,......0 I1.8B.24

which says thit vlants are not divisible fthen the problem 12 converted

intc a guadratic aszignment wroblem to which there 1s no solution Ly

Y
-
n=tket mect -nism, 2 Kcootmans and B-ckmenn (119 state (page 69) "No

2

Lt1es 1n all localions

rrice svstem on plants on lorations and on commclii

that 25 remaxded as -iven by vlant owners, say, will sustain zny
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acsiorment.  There wi’l always te an incentive feor someone to <eek

1

1on othir then trho one he helds'". For the actual argument of
why lhere can te nol even a stable solution see Koopmans and

Beckmann (119), pages 68 - 70.

Fal

This non-overation of the —~1i1ce wmechaaism where indivisibilities

(economies of scale) are wresent, .o « 17 Lher wor rying fealure in loc-

1

ation theery . Vietor of the 1naivisilibites

=
UJ
—
S
jon
-
Ji
]
[
W
D]
RS
[
)]
o]
=
o

and econcrizes of scale thet are : 2rticrlarly impcrtant in cnatial
analysis and will result in the non-convexilies that caus= the break-
torn of the price syster, since marginael adjustm-nts can no longer be

O

graranteed to Iring zbcut o globzl oplymun. an sleorithm to solve the

Kocpmans and Beckmarn rrobl<m has been formulated by Reiter and Sherman
(%), where the a1 orithm consists ¢ an  1teraiive procedure, wnen
2ach step of this cunsaists of an 1tverataive procedvre ybsclf, Thags

zan be recarded zs findinz a local ontimum conditicn Ly merginsl

ad Jusiments (the sub-1tecrctive p¢Ciju1r) ana thon disturbia the
equ:librium (the orame-1terative prorst?O) and allowing the sub-
rterations tc provide ancother local optimuw. This 1s done a number

of times to oblain scme 1des of the vaiues of dictrxabition o lora2l
cptimum. This al-nrithm a2llows feasible calculalion of vrsctical sized
probhlemgy whrreas enumerziing all po sible sclviicns even Lo moderate
=d -~roolems vould be infrasible. EHovever 1f snalony wilr the nrace

4
S

he sobhe

-

nechniism 12 mede te trhig alzorithm, 1t 1s that in cslcuvleting,

«r

1berations =ach mover (factorv) must not only know his o»n benefits fron

4’
the mov:, Sut ne must Ynow thz socizl henefits/coste(1.e, Lhe effects
on <11 other factories toaether) and lLake these into recount 1n his

decicicn., Whilst the aleorailhm 1« insenecus, this Lvne of decentrelisea

decisIon-makin, crocess seewrs tnlikelv to orerale 1n a free marbert,

See also Koowmans @18) pa, ec 15C - 154.



Same more ootimistie resolic ere 1epctad by Veorne Q3@ where
a decentraiised Pri1ce m chanicm can be thows to oneral=s even where
ccang ecorcmies of scale, Ervever in this example
the econnmie=s of scale are rapr-ozented b~ 2 fixed ceost of oreozuction

znd t'ien ¢ ccenstant waverinal coot. Of cource the fived cost 1s not

t oacy lotztacn., Al the? preblem 1s

ford
in
(@]
<
=
+s
n
ol
}.J
]
o}
3
o]
[
o]
—+
|_J
o)
5
p._l
w
N
(@]
]
@]
ja¥)

et

et UL, 11 15 ciite simple, 1n thal certairn finsl lemind. gre to be
mel 1n certain lovations. Trencrexrt coste, faived co-ts, and nerzinal

feFam

p=

e %o et Tare21 dempand

mirr e ir e Lreawment cpeta, f1ved costs and meroinal costs (1

]

Le
exannle given, marzingl costs gre 1 nored since they are assuned the
sane al each location and ro they will not alter the result - drovprine

this aesumntion vould nel substanti1ally elser the nroblem). A one

~

move at a time alcorithu 1e than presented for which there 19 an

analozy .i1th a decentralised nrice mechanism - sco Meane 039) r2ges 219

220 tor the details. Because of the fix=d costs of proaucticn, marginal

rosts nricing cannot be pursved 1n each rhet ctherwise every factory

veould coerate at g loss and coetimwn ovirut would be zerc. Thus the

O
fed

~+

glzorithm nas som:z ents of discriminstory pricing i1n 1t and 1n this
sense the solution mav not be regarded as 3n e-(2crent solulion. How-
ever, oven a centralised decisron nrocs=ss world hzve the nrohlamg of

wajin for the fived cowie of vrcauvetion by some means, and the m-ch-

anism surgested b - Mana- doe= nave the advantz e of manimisine iotel

costa,
A similer type of problzm to Lthe one rosed by Manne can be 1ound
1in Boe (13) Ch. 5, but 2 lon er di:cu-~ion of the same nvoblem can be

s-en 1r . -rck-Hanssen {105 Ch. 7 where 2n altempt 15 mede Lo devise a
am of 1ncentives given by cetral anthorities such thet fotal costs

are minimis~d snd the solviien 1s efficient — one of the conditions
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1
bein- that marzinsl cost 1s cherzed 1n each location .

2ummary to discontinuous space

(2)

(11)

Purely iheoretical vork - 1t nas sncwn that where there are

conctant returns to scale (and certain other simpliifying
assumctions) thal a decentralised nrice svsiem wi1ll load to
an e"ficient use of recources, but that ecoromies of scalea
indivisibilitlies may prevent this - although under certain

; 29} 1
circunctances (sece Wanne (139)) thas may not bhe so.

Arplicavion of theoretical Jork - thig hwes been limated to

working out ontimal flows anil ccbtimal outout under simpla-
fying assum tions - not the least of which i1s that transrort
costs are an adequate description of the costs of overcoming
distance. This raises the whole guestion of Klazassen's dist-
inciion between primery factors and secondary factors as an

R 2 o
influcnce on Jocatilon decisions . The type of works we have

viccussed can only reslly measure the primary {sctors, such

o
—

as merginal and fixed cost ot nroauction and transvort costs,
and necessarily secondar: factors are 1gncor=d becauvse 1f we

assure, for exanwle, that transvori costs are not an sdequate
measvre of sevaraiion costs, then ve face the >roblem of how

l
hese 1ntan

o+
o]
=
1]
Y]
Ial
o
ot

e}

ible costs of separation.
It should be -ocinted ocut thet all the sludies that have been
described are partial short-run models, since some variables

arc teken as ziver that 1deally should be formed endosenecusly.

Tor a different aorioach to decentraliced decision-~making in spaltial
I3 0st

analvsis see Tung (192) where

versus cenvralised docisicns and the cos®ts ond bencfits of vartic-
ipation and non-narticipalicn are exnlicitly tsken inle account in a
gnatral frewework. However the scope of our study dees nob encompass
this type of analysis.

See wection I.B, above for a digcussion of 1his distinction.



II.C

Hovever full sguilibriuvm or even dynamis modsls have
not been discussed because they have livtle »ractical arnlic-

ation or relevance to atlrsction Theory.

Conlirvousz ovace

he hislory of ccntinuous space analvels czn be traced back 28 far
as Von ‘Thupen, threugn i-per 1c Loscn >nd Christaller™, Howeve» these

will rot be diccussed here sinc  the
etiracticn theory 2nd most of the essential clements of these clascanal

stndaen e te Tound in Lthe thr e ctvdaes thof 177 e di1cu-erd helow -
Tonkrwren (13%, Bos (13) ard Corck-Fansser (1)) . Mot the whole

of the lalter twc's studies ¢l he daiccussed, but 14 1g acped to brirg,

the dioficuliles encouniered 1n Tols tyse o work and

'

vhere cosiblz peinl oul ciralaritiessalsierences to attracticn theury,

cuvvt 1 evealy epresd. The {actoriss are te zumli goods o ne

1

azriceliural vepuloliorn at o d-nsily of o1 Tecrive rav materiosls

moving f.ods end ke wdividuel Jaclories ext

The aim 15 to suroly the Z=mand :hrlstl mipimi_ing

~+
wd

co « The cocl finct.on 13 given as

n

y = constant variable croducticn costis ner unit of wroduct.

-

1

w
o
wm
k_J
I
W
—
—
ol
!
="
w
-
w
"
e
-
h

for s dascussion o7 there ¢ or «vamplse, Been

1
(1)), Von Boventer (1lo) or Tsard (£9).
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How let £ = variotle Llrenosroriaticn cost e unat of nroduct
and ner upnit of Lis.ance
varl.ble ri=raximum curnly distance on cne <ide cf the industry
I,2: n 1" t " O—L-her. " " " "

Therefore

P

s
d-.
=
A
K}
-
G¥
=
(f.
~
2

s nl z
, dr -§r4t(('+rl> I11.C.2

V= M (rl + pg) I1.C.3

Ty end r, cubject te IT.C.2 =rd IT.C.3, bHubstituting these two

<S5 :T;; =0 11.C.5

ne fand rl =T, where a har 1< optiaun value, 1.e. the ovtinum
sunnly dietances ar< egual or both sides of the rreductiun centre
(which 1s expected) and 11 follows that the oroduction units are

located on lhe market line at esoual Jaistsrces of 2r to also {and

that
Vl ‘%
Tr :(—"“— II .C o6
r.t
whnich mezanz that! the market area ¢ xelzled Lo the gi1z2 of the fiwed

a~ea. 4Alvo the cize of the werket ar-a 18 1nver<ely related to trans-

port cogsts and the densiwy ¢f demand. From the-e restlits we can find
. N .

the optimum size of oroduction mnit (v) totel transsert ceoste in the

ontamun selution (T) and optimum zverasgze costs (k). Bos extends this
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~cular market areas

p
»

analy.1s =0 cover clrcular markel aress, ho
(e.or. hexzzons), whoere = icviture no* cnly remands the prodvcts of
industrer sut surrlies 1nnute as well 1n terms of raw meterizls znd

cl=c 1o a2llow 7ot disc

O

ntiravities 1n demand, since we c¢3n ne longer
aszame demanc to be the same 11 ovrr because th- Tactor: workers
v111 demand som~ cf tke orefuet thetl is beine vrocuced - this over-
aemes one of th- seaknrsses of Loick'e enalysis.

An zttemnt 1s then me e btv Bos to extend the above tyne of
an=lys13 to 1neclude morse than one tvpe of inoustrv. Since inivelries
are allowed to trade with cach other, the dimenrions or the problem
banliz1ly and Bos shows 12 Ch. 4 that no zeneral

~

conclusion can be drawn from this type or analysis a-

)

ritle some fuvrther

gimplifying gesumption ', In farct the reevlis show tha

her r, (M=1,2....H), and only a trial
1on Lo the »robl=m emists,

Cne of the  robleng of grneralising the ubove analysis was that

Fad

ge the numdb:r of indugTri-s increased, the nunber of oceceible tynec of

N

¢ ntres (collections of differert fv-es of inducizie<) 1acl :ased rapinly

1 an~ 2) 2re

(R

(3
[}
~

r'or exan Hle, considrr & cystem where oply iwe 1noustr
Tound, 1hen 311 1319 Lossible to heve three types f centres. thewe con-
ta1ning 1ndvstity 1 shove. thote contzan . re dncu tey 2 above and toosc
cantainin_ both inductiries 1 ang 2. Yith the=e thres ty.es or ceonire,
fave ~veteme of canlres are —ossinle - 1, 2, 12-1, 12-2, 12-1, 2-12 -

mere o dash =ensrgtes sratems of ccaolwrrg end 3 conma senarzles the

tvpes of cenires in a system. Irn an attempt Lo renuce the dimensions

i

of this mroblem, Bos leoke at the Tinberpen (185 hvrotrecis of spatial
disteraicr ~n? atte 1 4 ge- 1 het careomsiton =s 1 o ooed

arran—_ment, of ~copnonac activisy Covld be ertim.l, T shzall describe
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the Tinbergen hypothesis (taken from Bos (13) pages 20 - 22) in detail

as 1t 18 not dissimilar to the Loschian, Christaller patterns of hier-

archial centres.

Corsider a plane cver whose surface 2 ricultural production

T 1indu-trial 1nput3) and orulation (1.2, demand

fer apaustrial pronucts) 15 spread evenly. All other troduction as
organized 1in znternriscs and =sach entesrrise produces only 1 commedaty.
A1l cntersriser cf the seme nduvetry are asswn=zd Lo hsve the ssme min-

iwunt sive at which 1bhe prodvctiion cosis ver vnit of »rouuct are at =

minimum and do pol 1ncreare at hicher production lev:ls. The price of

by

to 1. ihrouvgh the cheoice ¢

(O]
Q
port
[\Y]
erd

all cormodities are niforn and mede
the units of guantiivy of each product and where is the assumption that

are ~2141 by 1lhe rreluvcer. Qusnvitics therefore

iranznoriaticn cost

W

renresent valie., All commo™iTies 2xe ccnsume T gnels o
orticrs L to A of incune are a=gumed to be =nent on zcricvlivral
[¢] =< -

rroduct O 2nd the olher wroducts ¥ (k=1, 2....k). With 3 -1ven incone

sequentiy the total number n, of »rocuction mnits of minimun s1ze

=3

he 1ndu<triesg can be ranked

according to their number of pnro.uciion vnits o, 1n such a vay ithat

N, 70,70, cveees n, =1

1 2 3 X
It an71 the zrea of the economy can be split vr anto n -wvallzocr areas.

- - h

An industry ho 13 =aid 1o be of hicher ranring that industiry k if ﬂh‘:nk'
Inavstiy 1 1s of the lowest rank and indusiry h of the highect.

Th= prohlem 1< to combine the vroduchtion units of variocvs industries

inte centret 9o as to minimizce the ricduction and trans ortaticn coots

=
=
o
O
3
C3
[
o
n
o
—
J
O
&
o
D
mn
‘_J
4]
}_J
0

(a) In sach centre with an 1nlusiry of given rank k, all

iniustries of lower rany ars also located.
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(b) There 1s cnly cne nroduciicn unit of the hiehest
rankin. 1rnaustry in 2 centrs., This 1adustrv is

the only cn= 1n the centres ex ortins to other

centres and the ccriculturcel a2rea. The producticn
of 211 cther 1nlustries 1n the ¢ ntres 1s consured

Con<guently there 13 2 hierarchy of srours of centr-s. There
gTe oF many IToune of cen.wrcs as thzvo are i1ndustries. Tach groun

can be aasbinquished according 5 the hi hest-ranking industry ~resent

in 1t and 1s siven a corrvespcnding rank., Centres of th: lowezt rank

CON81I3T 2 A I L f ne lLowe-t-— 4 < 1WUS A%
consist of onz nrodvction unit of the lowest-ranking industry

Thev export mart of ithoir vrocuction to the agricultural ares

Lo amnort all other nroducts from -entres of the hicher rarke

onlv,
and h-ve

and fromw

cgricaliural areas. The centre of the n-<t-lo e 1 rank 2 consists each

of orne enlerrnrise of i1ndustry 2 (exrortln( nart of 17s procuction to

- ~

centrrs of rank 1 and to the agzricvltural area) snd of proluvction unids

of indugtrr 1, w#hich suprly only the pomilelicn of centres 2.

number of centres in each zroup of a

-

The

1ven rank dam_nishes zs the rank

of the cenires 1ncreases. There 1s only one centre of ihe hizhest rank

in vhich are located production of all industrizs. The production units

0f the 11ch-ot ranking industr- exrorig to all lower c=ntros and to the

=
¢

[ald}
)

rcultural area. This centre's only im-oris are zgricuvliural vrod-

vets, Witn iwo industiri-c (1 and 2 vnder Tinbergea's hyootnesis there

wonld be two tyne- of cenires - these contzinin. 'ndusiries ]

and 2 2nd

. ]
those conteining only 'ndustrv 2° . Centrast thrs with the tctal pcse-

1ble nuaber of centres liswed above.

However even 1lh verirme 1t Terent L e of transocrt cost fwactions

Bes 18 vnable to mrov- cenerslly thet the Tanlergon hymothew:

mlIves

Vhere 1nnvstrer 2 19 of the Joveo bt rank
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th

e oplimum Joreticn o cennomic actilvity: 2% 1s conly wath very
speciiic assun.tions not ~nly <bout the transvpoert cost functiorn but

-]

2150 asswationt chevt the relitav Lrer~ ort 2ozt~ of ‘ac v. -~ cos

coods than Tivh roen'= =-30- 0 v orpmamyy o cen. Tor o cxamplog

hen 4 =%t = C oaro 1 f C a Tirkeror h

(AN

- - Ao — -~ -
otber con~1nol-ons cf systians unsa 2:Trtain cof

5
(=
Vo
—
—
O
o)
n
w
3
D
>
!
-
-
—
-
D
2

concerriac the values of thed's (ses Ch. § of Bos).

1n 4 nro_ru_une format.,  In order fe de this tne a-sur-ticn bout

b nroblem brcones similaxr

1 Al
o
D
jay
wl
]
ot
e}
<
hY
o
[oh]
o
o8
o
)
)
D
n
[+
3
-+
=
i

menbarycus so
to Lhe evemple caven trow Takayema zna Judze above. The formaticn of

N

the p.ieblem 1n cuch terms does indicate dafficiltaies of obtainin

2

=

“eneral results 2rd thet the solulior deperds on an 1teraiive procedure

where the actual nerarmetere must be fed 1nte the model 1p order Lo cbizin

cezvlte, The eccnomic envireorment of the model 1e similse to thet in

Tinversen's hyrothesis except the trancocri costs r1i-1n a cernire are

geuvmedq zeroe,

Dota cf model

Y = total nationsl incone

- - ;7 - - \
Y] totlal nationsl conu~ticn of srnaustry X (k=0, 1, 2....X)
_(.
Y? minimum nro'vetion @ a prozucticn wnit of 1ndustry
. L

k(k=1,2,...K), 1. . ccononies of scale eifect

rYo acricultural production 1r centre r(r=1,2....M)

Unknewns of medel

Y ncone of centre v
nroduction of ¥ in r

rsEk eyvorts of k from cenire r to s (r,s:l,Z....M) for v # s
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Coa 11cients of Model

N \
promens1ty to svend on k (2 X = 1)
k = -
k ¥
r"tk cost of trantrorting cne wnit of produvct k from centre
3
r to s

Yy = ., v+ 2 E -3 1 (r # s) I1.C.7

vihick says prodvction of k 1n r ecuals demand for ¥ in r plus

extorta tc certres s mipus 1nnote froem olher cenires s

T QO or rs C T O

mn

Y =X .Y+ 32 E -3 & (r £ s) I1.C.8

<
pe

which 18 internretted as the same as above only [or & rrciliure

which says 1ncume of centre v ecvezls arricultural plus non-agricultural
nzoduction

=Y
= rY - IT.C.10

he sum o the 1ncomes of all centres eguels *otal nationzal i1ncome

rl k IT.C.11

The totzl production of caveedily k 1n all centrzs equalc the total

national nodo-tion of k

* L v - Y. = 11.0.12
e Y &Y, or Y =0 II.

which sarvs thst the productiond h 1n r must be above the fiv2d
“animum 3nc helor tebal national produc tron of h or must not be vro-

4

zatave and the aim 15 to miramise tolal

A1l vorisble~ musi be nen-negz
transrort costs

T=222 %,

r sk
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However, not all the equations in the model are independent. II.C.1C
can be derived by substitution of IT.C.7 into II.C.9 using the equal-
1ty between total exports and total imports for all centres together

for any product h. BSo -

S Y=2 1 53 Yy =% ¥ ; 423t Y=2 Yy 433 F 3
r rY T rfo + r k rlk T rko + % rko * rk k rY r rYo +‘i kr rY
or

zZ Y 1

rr =T Fo 2 ¥ II.C.14

C.11 can be derived from II.C.7 and II.C.14 since

[».8
Z y =0 Z vy = k = Y
r r r

rk k r ] X ° r o 11.C.14
k k

1 ITI.C.7 and II.C.8 can be substituted into

Slnceo<o + =2

k k
I1.C.9 so that
25 =22 g -
k s rs "k rors IT.C.1lo

or exports equal imports for each centre.

5o we can now omit 1I.C.1C and IT.C.1l1 from the model. If the
inequalilies are made equalities then the number of equations 1s rKM +
2M while the number of variables i1s HM(M-1) (K+1) + 6K or K + Mo - 3N
degrees of freedom and as long as K> 1 and M»1 1t 1s positive, and
so no general solution is vossible but one to be solved by iterative
methods. The model cen be altered so that the economies of scale
resemble those postulated by Manne (139), 1.e. a fixed cost and constant
marginal cost. Presumably the assumption could also be relaxed tnat
all factories are vertically integrated producing only final gcods,

and intermediate (or Leontief) type goods allowed. This again would
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CHAPTER IIT

The Theory of Attraction Models

IIT.A. Introduction

In previous chapters we have examined empirical and theoretical
models of location as a tool for the government's location of industry
policy. 1In this chapter attraction theory1 will be explained. It is
hoped to show how attraction theory can be used to identify poten-
tially mobile industries and can ghereby contribute to location policy.
It is also hoped to make explicit the assumptions that are necessary
for attraction theory to be consistent. An attempt will be made to
integrate attraction theory with interregional input-output analysas,
and attraction theory with the main body of location theory. Finally
it will be shown that some of the theories used in regional analysis
are just special cases of attraction theory.

Although this chapter will be concerned solely with the theoretical
developments of attraction theory, the availability of data will always
be borne in mind so that the structural equations of the model can be
estimated. Consequently, theoretical considerations such as dynamic
attraction models2 will not be considered. The empirical implementation
of attraction theory will be presented in Ch. V, and the estimation of
input-output data for each region (the basic observations of attraction

theory) in the U.K. will be given in Ch. IV,

First developed by Klaassen (113) and Klaassen and Van Wickeren (115),
but the latest and most comprehensive study of attraction theory is

found in Van Wickeren (197) and consequently most of the references
will be made to this work.

For a discussion of dynamic attraction models see Van Wickeren (197)
Ch. 6, published separately by Van Wickeren and Smit (199).
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IIT.B. Definition of total communication costs — the basis of attraction theory

Let us start by defining a typical 3-industry (1, 2, 3), 2-region
(r, s) input-output system that trades with the remainder of the worldl.
This is shown in Table III.l.

Let the term communication costs represent all the cost of contact
per unit of flow between two sectorsz, and assume

(i) communication costs for trade within a region are zero

(il) communication costs for trade outside a region are

positive.
Now let us define total communication costs for industry 1 in

Tegion T (rTl)’

d d a d ad
rTl - rstll°rsxll M rst12'rsxl2 M rst13°rsxl3 + rtle'rel + rstlf’rsfl +
s s s
srt1l syl sri2l sriel b osrtiltertal III.B.1
where rstij = unit cost of communication for industry i in region r to

export one unit of product 1 to industry j in region s. The superscript
d is to emphasize that this flow is being demanded from industry i and
srtig = unit cost for industry J in region r to import one unit of prod-
uct i from region s. The superscript s is to emphasize that the flow
is being supplied from industry i.
The other t's are the unit communication cost of the variable
associated with the flow of goods to which the particular t is attached.
It must be noted that:

(i) for simplicity labour is assumed to be a non-

transportable good and will therefore not generate

1 For a fuller discussion of interregional input-output analysis see

Ch. IV.

This term will include not only transport costs but also any infor-
mation or separaticn costs. For a discussion of the type of costs
included, see Ch. I, or Van Wickeren (197) for some examples. Some
further specific examples of communication costs will be given below
in section III.M.
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Table III,1l

A two-region, three-good input-output table

Final
demand
. exports
Int d d
ntermediate goods abroad in in
1l 2 3 1 2 3 r s
opf®11 | odfi2 |erf13 || 2s™11 | 2s™12 [2e¥3)] %1 | 1| =Tl
2 rrx21 er22 rrx23 rsx2l rsx22 rsx23 r°2 rrf2 rsf2
3 rrx31 rrx32 rrx33 rsx31 rsX32 rsx33 re3 rr 3 rsf2
1 srxll srx12 srx13 ssxll ssxi2 sle3 sel srfl ssfl
e srx21 srXZZ srx23 ssx21 ssX22 ssX23 s%2 srf2 ssf2
3 srx31 srx32 srx33 ssx3l ssx32 ssX33 se3 srf3 ssf3
rml rm2 rm3 sml sm2 sm3
2 | £P3 0 0 0
T
(
Efr:‘“ 0 0 0 sP1 | sP2 sp3L
1 B2 83 & %2 &8

Notation (i)

(ii)

™
i

H o0 & YW B
H

intermediate goods

= primary inputs
total output
= exports abroad

= final demand

= imports from abroad

subscripts before a variable indicate regions,
and subscripts after indicate industries.
more than one subscript is found together the
direction of flow is found by reading left to
right, e.g. rSX23 means the flow of intermediate

Where

good from industry 2 in region r to industry 3
in region s.
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any communication costs. Thus we will be dealing
with inter-industry relations only. This assump-
tion will be relaxed later.

(11) It is assumed that imports from abroad are of a

non-competing nature with home production and the
cost of communication is fixed per unit of import
regardless of the location of the importing industry.
So they can be ignored since they will not influence
location decisions. This will be discussed further
in Ch. V,

Definition III1.B.l applies to the case where there are only 2
regions (r,8). Practical problems would arise had we included more
than 2 regions because separate t's would be needed for each region
depending where supplies came from or output was sold to, e.g.
rltij’ 2 ij’ r3tij etc. l. This would be impracticable when 1t came
to the empirical testing of the model because:

(1) when it comes to testing the equations it will be seen

that there would not be sufficient degrees of freedom

to permit this

1 rstgj can stand as a definition even when there are more than two
regions and would be the aggregation of the individual regional t's.
However if we are to estimate the coefficients of the moael and use
it for prediction, there must be certain restrictive assumptions
made about the t's and the communication cost function. It is with
this estimation and prediction in mind that the assumptions laid

out above are discussed. See also Section III.D. for an explicit
discussion of the assumption necessary for the coefficients to be
estimated from cross-sectional data.
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(1i) the data to construct interregional input-output
flows to and from a system of n regions (where
n>2) is not available. We are constrained to a
system where n = 2. 12
In thas framework with only two regions, region r represents the
region under study and region s represents the whole of the nation
minus the region under study - henceforth called the Rest of the United
Kingdom (RUK). Since each t will only be subscripted with rs and sr
this seems to imply that the communication cost function is composed
purely of a fixed cost per wnit of output, that is invariant with
physical distance.3 It seems as though it is irrelevant with which
region the trade is being conducted. However if one assumes that the
interregional trading coefficients (and therefore patterns) are con-

4

stant’, between region r and all the other regions that make up region

d
s (i.e. R.U.K.)S, then, for example, the t .

of all the t's with all the regions that compose R.U.K.6, and so will

represents the average

For the details of this data and why 1t is only possible to have a
model for each region (where the only region, apart from the region
in question, is one composed of all the Rest of the UK aggregated
together) see Ch. IV.

This is an example of the generality of our theory being constrainted
by the desire to obtain an empirically testable model.

Bos (13 ) Ch. 5 uses such a function in one of his models.

See Ch. IV for a discussiond the concept and problems involved in
assuming the constancy of interregional trading coefficients.

I+ will be shown later in another context that a necessary assumption
of attraction theory is that the trading coefficients between region

r and s are constant. This is a weaker assumption than the one made

here that the coefficients are constant between r and all the regions
individually that compose s.

6 a 5 4
That is rstll = Ezl rk 11 where there are K + 1 regions and the
K

(K + 1) th region = region r (i.e. the one under consideration).
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not change. Thus in the definition we have used it seems necessary to
assume either:

(i) @& communication costs zero inside the region but for trade
outgide the region they are positive and invariant with
distance, or

(ii) constant trading coefficients between all regions of
the systeml .

Now let us make one further simplifying assumption, that the cost
of exporting one unit of output is the same regardless of the purchas-
ing sector (i.e. intermediate industries, exports, final demand). Thus
all the tp's for one industry will not be the same, but we leave the
ts's to vary depending upon the sector with which trade is carried out.
This assumption is made for the following reasons:

(i) the number of degrees of freedom in the equations to

be tested would not permit us to estimate a separate
demand effect for each sectorz,

(ii) it seems intuitively reasonable that demand costs
can be described as an homogeneous term, and we are

interested in its aggregate effect on locationB.

Van Wickeren (197) paze 4 states that he assumes that communication
costs vary with distance, therefore, he must implicitly assume that
trading patterns between all regions examined are constant, if a
definition involving specific regional terms is used. If national
coefficients are used this problem does not arise. (For a discus-
sion o§ specific regional and national coefficients see Section
III.F.

It will be seen from Ch. IV. that we have only 11 observations -

one for each region of the UK. This is because we can only estimate
one interregional input-output table for one year for each region,
with the present data availabilaty.

For example, from an increase in demand of a similar magnitude by
either final consumers or an intermediate consumer in the region,
we would expect to see a similar effect on the industry under study.
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However we are interested in each supply industry
individually as a locational influencel, and since
a priori we suspect for each industry that only a
few of the larger suppliers will be important, the
degrees of freedom problem will mt arise.

Using the above assumptions, equation III.B.l can be re-written:
To= 4 (7 { £ )
r1-ori1d Wl Ther®l Y orr®12 T oerf13 7t rr 1/

* ot (ebraoe®y = orf1) + 2t o8 = %)
2
)

+ rt31 (r631'rg1 - rrx31 III.B.2

where the r B's are the regional specific constant Leontief input

coefficients and ; o

rﬂij'rgj Z rr*iy *osrtiy )

which says that to produce a given output of industry J(rgj) a certain
amount of industry i's production is required, regardless of the region

of origin of this input. The amount of input is determined by the

For example, the industry that processes raw sugar beet uses as
inputs both sugar beet and paper bags. However a £1lm. increase in
supply of each of these supplies would not have the same i1nfluence
on the processing industry; since raw sugar beet cannot be moved
very far because of the high communication costs (in this case due
largely to high transport costs) the processing industry will tend
to locate near raw beet, but paper bags can be moved interregionally
to the processing industry at relatively low communication costs and
so will not influence the location  the processing industry. These
ideas will be discussed in more detail in Section III.M.

2 a _ a _ d _ .4 _ a .
Where rstll = rst12 = rs¥13 = rb1e © rstlf by assumption and now

called rtld’ and both the superscript and the subscript s are

dropped from the Srtle since no confusion can be caused by re-~

naming this rtij'
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technological requirements as shown by rﬂig' Thus equation IIT.B.2

says exactly the same as equation III.B.l1 except that equation III.B.l
sums all the costs of communication by exports of demand and imports
of inputs, whereas III.B.2 says thal total communication costs consist
of exporting what is not sold within the region of production plus the
costs of importing what is not bought within the region of production.
By definition of total output these two formulations are necessarily
equal.

It will be noticed from this definition of communication costs,
that

11 Y oerf12 Yo er13 Y ) III.B.3

does not equal the total demand in region r for product 1, but is the
demand in region r for product 1 that is produced in region r. The
total demand in region r for product 1 includes this, plus that part
of total demand which is imported from region s. Thus total demand
for 1 in r 1s
rr11 o1t rrxl3 el Tosrfi2 srX13 * rrfl * srfl
III.B.4
Now contrast equation III.B.2 definition of communication costs
with the definition of communication costs given by Van Wickeren (197)
page T:
ITI.B.5

- b3 - .
SO = BalsB ~ 3% * Tk (Ehk'agk *yk ;,gh)

(Only the part of the equation underlined is relevant to the argument.)
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In this egquation:

n . .
jdk = h§1 Jrkh + Jfk = total of intermediate and final demand

for product k in region j. III.B.o

Thus the jdk in ITT.B.5 and I11.B.o is identical to the defin-

ition of total demand for the product as used in III.B.4.1 However
this definition of total demand is not appropriate to use in the def-

inition of total communication costs. Subtractlng 1t from total output

- —- A 'l 2 ot s
: . = . 3 AW
underestimates communication coét5/31nce some costs have to be paid ?L),f

\a__,}

on that part of intermediate and {igal«déﬁénd that 1s imported from
outside the region. Thus the costs involved in transferring the goods
shown in the bottom left hand quadrant of Table III.l1 are ignored.
Using total regional demand in the definition of communication
costs leads to certain problems that can only be solved by imposing

arbitary constraints. Consider the example shown in Van Wickeren (197)

page 28:
o= bl = a) + 2 b (B g —eg g TITBLT

which is constrained

(i) hdt A

(ll) Jdks jgk "’(C‘{: PN L '
. ”
(iii) hi* 380 € Bhk'jgk

(iv) tkd and thk equal for all regions.

Only constraint (1i) interests us at the moment, and this says that

the total demand for product k in region J(J.dk) cannot exceed total

This can be seen again more explicitly in Van Wickeren (197) pages

11 - 12 where each term of hz jrkh is written separately as
Bll'jgl + 612'jg2 + BlB'jg3’ which 1s total intermediate demand for

industry 1 in region j in a three-industry model.
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production of product k in region j. However there are many cases
where the demand in a region exceeds the production in that region.
This constraint has to be introduced 1f we are to avoid absurd
results when the equations are finally estlmatedl. Without thas
constraint (using total demand), 1t would be possible to find that
industry had a negative attraction to demand. But by defining com-
munication costs as above in equations III.B.1l and TII.B.2 we know

thatl rdd £ 8, in all cases where

1 ~r rddlgzrrxll + er12 + rrx13 + f..
rr 1

The double dd is used tc distinguish demand i1n a region for products
made 1n the region from total regional demand. Thus by using a inore
defensible defainition of communication costs, we avoid having to put
arbitary constraints on Lhe equations. It thus seems preferable to

rather than Ven Wickeren's 4

use rdd 22

1

III.C. Derivation of the eguations to be est1mated2

wet us re-write equation III.B.2 as

n
= - . g - .
rtl'rgl - rtld(rgl rddl) + 131 rtll(rﬁll r°l r il rgl)

IT1.C.1
wvhere n = number of industries 1n the gystem
rtl = average coumnunication cost for one unit of output of
industry 1 in region r
roﬂl = the proportion of output of industry 1 in region r that

is sent to industry 1 in region r. That is to say _o

, ril’
g, = X for each 1i.
roi rr o1l

1 The equations to be estimated will be discussed in bection IT1.C.

2 What 1s termed 'equations to be estimated' in my model are called

'reduced form' by Van Wickeren (197). However a reduced form
equation implies that 1n each equation there is one endogeneous
variable explained by one/several exogeneous variables. However
I will show that attraction theory 1s a simultanecus system (see
Section III.D.) and that there are endogeneous variables on the
right hand side of the equation, so that reduced form i1s an 1nap-
propriate description.
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Multiplying out equation III.C.1

n
- - t .. . -

51081 = pP1a0e81 T ptigedd L3 char 8

a oL

121 rtil'r 11781 I1I1.0.2

Collecting terms with 251 to one side and dividing through by

n
s . - ;
(;b1g * 21 pbya-oPiy = o) gives

g, = rtld rddl +
173 ot . F. - 4
rldt i EF3ral’ril " rl
n
s b1 %41 r81 III.C.3
1=1 n 8 -
rtld + 151 rtil'r il rtl
Now let
rtld
0 = 214 to be called the demand attraction
N - -
rtld + iil rtil r'i1 rtl coefficient
and
rtil A
(-————-——7;—- = 11 to be called the supply attraction
rtld + 5 rtll.éPll - rtl coefficient

Also let us define a new coefficient to partially replace rddl

%
1

- r .-
Y. Can T { a0 \1’Lr Lo
LR
N

" x, gl; where réil represents the unit input of good i

. = S
Define rril  rail'r

produced inside region r, per unit of output of good 1 in region rl.

1 . . . -
Contrast this with the Leontief coefficient where rrxil + srxil =
rBil'rgi’ The difference betwecen the Leontief and the above is that
paxrt of intermediate demand in a region that is imported from another
region. When imports from another region are zero (i.e. srxil = 0)

= &
then and only then does rﬁil 241"
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Therefore equation III.C.3 can be re-written for 3 industries

&

g =A £+ 5 12°28 * r813.rg3) +

r°1 1d°rr'1 Ald(r 11°r%1 o

AM10P91 281 Y A1 v 82 M1 r%31 08 III.C.4

Let us assume that the A\'s can be estimated empiricallyl and then re-
write equation III.C.4 which is for a single industry, for a whole

system of industries (l, 2 ....n)

S (ITAN Q}y*k\ﬂ\\xcg +) “-% 2 III.C.5

n x 1 vector of gross outputs in region r

where %¥

n x 1 vector of final demands in region r for

“1
-
(S
n

products of region r
\ = n x n null matrix, apart from the main diagonal
which consists of the demand attraction coeffic-

1ents Ald i=1, 2....n.

BN
)

n x n matrix of the & elements for region r

n x n matrix composed of the transpose of the

Il

supply attraction coefficients (AiJ i, 3=1, 2....n)
and its associated coefficient of internal regional

supply (fxij i, =1, 2....n),

1 This part will be raised later in Section III.D.

2 A bar _ under a symbol indicates a vector.
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where for a three-industry system

1
MitFu M M3
1A = Mo1tr®21 Aeet®er 233
M10r%31 M2t A3
From III.C.5
CT-A-s ey =N g
II1.C.6

where I = n x n unait matrix. Therefore
i~ "’\ n
- R i
T3 ‘EX“\rk"bﬁﬁl \rr% II1.C.7

where ‘:_I; - R VE5->\_$Q;~} B will be termed the attraction
matrixz. This attraction matrix contrasts with Van Wickeren's (197)
attraction matrix3, which is shown to be [:'1_‘ TR - \~§qg*\
These two attraction matrices will only be the same when ?S-rﬂ\ ’
which is only true in the limiting case wheie there are no imports

of intermediate inputs. That is, the bottom left-hand quadrant of

Van Wickeren (197) defines LA as I have defined (LA)Y , but I
think the transpose notation causes less confusion because it
adheres to the conventional subscripting of matrices, and reading
left to right on the subscripts maintains the direction of flow of
goods.

The attraction matrix shows the composition of the multiplier in a
similar way to the Leontief (I-B)=l. However this point will be
discussed later in Section III.G.

See for example page 87 Van Wickeren (197).
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the interregional input-output Table III.1 will be emptyl. This will
generally not be the case. The discrepancy between the two attraction
tables comes about because of the basic differences in defining total
communication costsz, an&Ai&ﬁ;ve argued that the definition involving
rddi rather than Van Wickeren's rdi is a more accurate description of

communication costs, and therefore more likely to lead to accurate

results,

ITI.D. Some theoretical problems involved in the estimation of the parameters
of the attraction model

In order to use the atiraction model, it is necessary to determine
statistically the A's of the system. It is only through estimation
of the A's that we can obtain any knowledge about the various t's in
the systemB.

It is proposed to use regression analysis to estimate these)\‘s,
and this must be done from regional cross-section data4. Thus for the
estimates to be consistent, the parameters must contain only elements

that are constant across all regions. We defined

1 For this to be true of all regions, then the top right-hand quadrant

of Table I must also be empty, so making each region completely
independent of all other regions.

2 See Section ITII.B. above.

3 We showed in Chs. I and II that knowledge of these t's is vital if
we are to obtain any knowledge about the mobility of an industry.

4

Cross-section data must be used because, to date, there is only one
input-output table from which estimates of regional tables can be
made. It is unlikely that we shall ever be able to use time series
data to estimate an equation for each region separately, because the
time intervals of which the Census of Production{the basis of the
input-output tables) are produced 1s so great, that many things that
we can assume to be congtant in the short run, will become variables
in the long run.
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Therefore to estimate these parameters we must assume:

(i) that the B's are constant across all regions, i.e, we
must assume that each region uses the same technologyl.
Therefore from now on, we will drop the regional spec-
ific r in rﬁig because we assume them to be all the same.

(ii) That each t is constant across all the regions, i.e. we
must assume that regardless of the region of origin or
destination of goods, there is a constant unit comm-
unication cost for each good (excluding of course the
intra-regional flows which were assumed to be zero).

Thus the t's must be invariant with physical distanc92
if cross section data is used. This assumption may be

3

relaxed if time series data were available™, but this

theoretical possibility will not be discussed.

As will be seen in Ch. IV, this assumption was necessary in order
to construct the interregional input-output tables. Consequently
we are introducing nothing new by making this assumption here.

We saw in Section III.B. that this was one of two alernative assump-
tions that we found necessary to define total communication costs
for an individual region when using specific regional coefficients.
It is now no longer an alternative, but a necessary assumption.

Thus Van Wickeren's (197) claim, page 4, that communication costs
vary with distance is inconsistent with the use of cross-section
data for specific regional coefficients, and can only be used when
national coefficients are used. For a discussion of national vs.
regional coefficients see Section IIIL.F.

3 We have argued above that this is unlikely.
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We are also forced to make one further assumption. Consider
Table I1I1.2, where the normal interregional input-output table is
shown, with the t in the left of the cell representing the communic-
ation cost per unit of good that is paid by the buyer of that good,
and the right of the cell representing the cost paid by the seller.

Now i1n the actual estimation of the results it will be shown
that most of the tid's are p031tive1, but only a small number of the

2

t. >0 but t21=0 . For

ij 2d

this to be consistent we must assume that in selling a good, the seller

's will be positive. Thus, for example, t

pays a fixed unit cost (tid), regardless of which sector is buying that
good. But for some of the sectors to which the sales are made, the
cost of the transaction per unit of good will exceed this cost (i.e.
tid) and consequently the buyer must pay the excess (i.e. tij)' For
these sectors where there is no excess to be paid by the buyer then

tij = 03.

Having made the above assumptions, the attraction model can then
be estimated from cross-section data, since the coefficients to be
estimated are constant across all regions. However, the Ordinary
Least Squares estimating process cannot be used; without the results

45

being biased, because the attraction system is of a simultaneous nature .

1 See Ch. V for the results of the attraction analysis and the demand

coefficients. See also Van Wickeren's (197) results page 80 - 1 for
a similar conclusion that most demand attraction coefficients are
positive.

This will be shown by Apg”? O and Apj = O, which means that good 2 is
influenced to some extent by demand and so the flow must have a cost,
but good 1 is not influenced by the supply of good 2 since this is
costless -~ see also Appendix III.

2

3 The problem of different costs accruing to difference sectors when

buying the same good will be examined theoretically in greater detail
in Section III.K when the Kuhn-Tucker conditions are applied to the
attraction model.

4 van Wickeren (197) uses Ordinary Least Squares - see pages T1 - 78.

2 See for example Christ (32) Ch. IX section 11 for a discussion of the
bias when Ordinary Least Squares is used to estimate a simultaneous
system.
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Table III.2

Communication costs incurred by buyers and sellers in
interregional trade

11 R e 5
1a 1d 1d
21 t22 A t23 %
24 24 24
1 B2 |ty
3d 3d 3d
tl f t12 f t13 ol
1d 1ld 14
Yoy | tag | Py
24 2d 24
b0 | T2l | Mg
3d 3d 3d
Notes (i) The figure i1n the top left of each cell represents
the unit cost incurred by the buyers.

(i1) The figure in the bottom right of each cell repre-
sents the unit cost incurred by the seller.

(iii) The "t"'s no longer have any specific regional sub-
scraipts since they are assumed to be constant over
all regions.

(iv) The top left and bottom right hand quadrants are

empty because the communication costs associated
with intra-regional trade flows are zero by
assumption.
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The simultaneity in the system can be seen intuitively from a small
example. Suppose the output (or location) of industry i is influenced
both by demand for its output and by the supply of product j. Suppose
product j is partly influenced by demand. Now assume an exogeneous
increase in demand for product i, which will stimulate its output in
the region. This will cause either directly or indirectly an increase
in the intermediate demand for product jJ, which mn turn will stimulate
product i through the supply effect. If the system is stable, these
rounds of interaction will convergel, with the two 1industries operat-

ing simultaneously on each otherz.

III.E. The validity of the attraction model as a predictive system

It is necessary to consider if we can legitimately manipulate a
definition such as III.C.1 into a predictive equation such as III,C.T,
without, so far, having made any behavioural hypothesis. This is done
by Van Wickeren (197) by the "normalisation hypothesis" which says "in
reality a sample of activities spread over a seiected area has such a
spatial structure that deviations from the optimal structure do not
have statistical significance" (page 63). Thus an optimum pattern of
location is assumed3, and there is an implicit minimisation of commun-
ication cests in the system, and counsequently we can turn a definition

into an equation expressing output in a region in terms of fixed

This point will be discussed in greater detail later in Section III.G.

See Appendix II for a more rigorous formulation of the attraction
model as a simultaneous system. A proof that each equation in the
system is general overidentified by the order conditions will be
given, and a discussion of the practical and theoretical problems
involved in estimating the attraction model as a simultaneous system
will be found.

For the conditions necessary for an optimum pattern of location and
trade to exist, see the application of the Kuhn-Tucker conditions,
to the attraction model, below in Section III.K,
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coefficients and supply and demand factors. If the normalisation
hypothesis holds true, then the system, in order to keep communication
costs tc a minimum, will be organised such that where the t's are very
large between sectors these sectors will be attractive to each other
and found close togetherl 2. In the short run the t's will probably
hold constant, but i1n the longer run, especially with changing tech-
nological relationships, it is likely that the unit communication

costs will alter relatively, and so the A's will no longer be stable.
However for predicting in the short run it is necessary to manip-

ulate an equation such as

~

\—CB \.M%_ -kr\\.\i& °(§ +KU\\"‘Q§;

) !

into

TQS LT rm'(\*ﬁ\lj‘\'i v e %‘

This is similar to manipulating the Leontief definition

BX+ F =X
into
x=(-38)"1

which is predictive.
This can be legitimately done because the elements of the B matrix
are constants - they are constant because that is the only way that a

bill of goods can be produced, so there is an implicit minimisation of

1 This concept will be expanded when the relevant region is discussed
in Section III.M.

2 It is shown in Appendix III that the larger the communication costs
between two sectors, the larger the Xcoefficients. A discussion of
the range of values and interpretation of the A's will also be found
there.



- 124 -

the cost of inputs expressed in the B matrix. If we are to manipulate
the attraction system in a similar way we must assume that the r‘s and
A matrices (composed of § and X coefficients respectively) are constant3,
in the short run.

This 1s perhaps the most restrictive assumption made so far in
attraction theory, but can be rationalised by claiming that because
of the cost32 in the system of changing geographically either the
sources of inputs or the destination of sales, industries will tend

to adhere to the same patterns of trade, as described by the E>andc#\

coefficients,

III.F. National vs., regional coefficients3

In the above arguments we have defined total communication costs
for each region in terms that are specific to that region, and then
shown what assumptions are necessary if these specific regicnal defin-
itions are to be used in cross-section analysis. We have also remarked
that certain of these assumptions are not necessary if national coef-
ficients are used. It is to the problem of whether to use national
or specific regional coefficients that we now turn.

The problem stems from the fact that the A's have to be estimated
from cross-section data, and consequently the XN's must be composed

entirely of terms that are constant across regions.

1 We have already assumed that the A's in the T and L matrices are
constant i1n the short run by the normalisation hypothesis.

Such as information costs

3

Van Wickeren's (197) discussion of national vs. regional coefficients
can be found on pages 8, 15, 26 - 31.
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Using specific regional coefficients the equations to be esti-

mated can be wrlttenl
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Using national coefficients the reduced form can be written
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The equation presented here is the "reduced form" found in Van
Wickeren (197) page 15. This is done merely to permit easy cross-
references. The extra P term is included by Van Wickeren merely to
constrain the coefficients to sum to unity. Neither the inclusion
of this P term nor the use of Van Wickeren's reduced form will affect
the relevance of the argument (to be presented in this section) to
the attraction model derived in this chapter.
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where the K's and R 's are estimated directly from national input-

output tables and the t's are national averages.

There are three basic arguments used by Van Wickeren to favour

national rather than regional coefficients:

(1)

(i1)

(iii)

since we are using cross-section data to estimate

the coefficients, we would ideally like them to con-
tain terms that were constant across all regions,
rather than variables. When national coefficients
are used, this problem 1s solved. However, we have
shown that by making certain assumptions concerning
the regional technolegies (p) and the communication
cost functions (t), specific regional coefficients
can be used since the parameters to be estimated
will be constant across regions.

A second argument, at the practical level, is that
regional data is often lacking. However in our

case this does not apply, since one of the basic

aims of the study is to investigate whether the
attraction model can be implemented with estimated
regional data.

A third tneoretical argument is "economic activities
are supposed to be dislributed over the ......
country in a national way ,..... From this it follows
that differences between jxhk and(xhk could be caused

only by a non-normal distribution over regions"1

1

Van Wickeren (197), pages 8 - 9.
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This last argument seems dubious, since jﬂhk w1ll depend on

the structure of industry in thal region and on the technology used

1
in that region™. Now the structure can vary from region to region

2
because of raticnal economic causes .

(a) Certain industries will be footloose and their distri-
SN—————
bution between regions will appear random. This will

—T N
exogeneously create different supply and demand factors

between regions depending on where they arb1tar11y3
choose to locate.

(b) Certainindustries will be attracted towards certain
natural resources, which are randomly distributed.

e
This again will create different supply and demand
factors between regions.

(¢) Exogeneous final demand will vary quite markedly from
region to region, since 1t 1s composed of 1investment
expenditure, government expenditure, exports abroad
and consumer expenditure. This last factor will vary

considerably since 1% will be affected not only by

consumer incomes and transfer payments, but also by

2

We have already assumed that technology does not vary between
regions and so the (th w1ll depend on the structure of industry
in each region. J

Van Wickeren (197) admits this (page 25) and suggests some reasons
such as comparative advantage and economies of scale. Iven without
recovrse to these "non-linear" arguments there are still rational
economic reasons for the variation in structure. These reasons

are given above in the main text.

If their location decisions were not arbitary, then they would not
be completely footloose.
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different regional tastesl. Consequently, using the

national pg across all regions will give a false

impression because this is an average of all the assumed

raticnal regional distribution of goods2, rather than

ihe actual regional ones under consideration, and so will

give a false definition of total communication costsB.

It thus seems possible to defend regicnal coefficients in favour
of national ones from the attacks made on them. It also seems possible
to fault the use of national coefficients and these faults do not seem
to apply when regional coefficients are used.

(1) Van Wickeren (197) states "the argument in favour

of specific (regional) coefficienls 1s connected
with the arguments already mentioned (this concerned

regions having different structures due to rational

reasons]. If estimates based on (internationally)

1 Consider a simplified numerical example. Imagine that 10C units of

good 1 are produced in each of two regions. This good 1s used only
as an intermediate product in the goods 2 and 3 - both of which are
purely demand orientated, i.e. they locate where demand is. Now in
the first region consumers purchase good 2 and no good 3, and vice
versa 1n the second regiocn; this may be due to difference in tastes.
Agssume good 1 needs also some intra-industry inputs in order to pro-
duce. The system for the 2 regions and thé composite national system
can be shown as:

National
Region I Reglon II A_verage
Good no., 1 2 3 1 2 3 1 2 3

Units of output
received irom 2¢ 80 © 26 0 8G 40 80 8¢

Good 1
Coefficient 0.2 .8 0 ¢.2 0 0.8 0.2 0.4 C.4
2 .
dhk = J%l_iiﬁk where there are m regions.

It 1s surprising that in Van Wickeren's discussion of regional vs.
national coefficients, that even in the definition of communication
costs using national coefficients, the regional definition of demand
(jdk) 1s used. If the above argument concerning the use of national
coefficients 1s valad, then the intermediate demand of each region
should be the same as the national average since the structures are
1dentical. However, we have tried tc show thazt this argument 1s not
valid.
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false observations are carried out, their results
will not be very reliable."1

(ii) A further problem arises from the fact that the
industries classified in input-output tables are an
aggregation of non-homogeneous industries. This
means that the central diagonal elements of an input-
output table are relatively large figures, and cannot
be 1gnored a priori in the attraction analysisz. How-
ever if we use national coefficients, the "reduced
form" to be estimated for industry 1 over the k var-

ious regional observations is:

_ oly, Ao
‘%\ = \\A \ *\' T;‘\%\ \1\Ei\$\1+ \“Vim~\%h
\ ESH\
_ d Vi EL AN
k%\‘kﬂ Kd\*;\ﬁﬁlﬂi‘«kﬂ*;‘K%lT A Ao
‘XS\ W}l\ A \\an
By

Consider the coefficient.kll and its associated variable. There
QL“

Ru

i=1, 2....k, since %1 and 611 are national coefficients and do not

is a perfect correlation between igl and LOB\ over all i,

vary over regions., Consequently in the estimation procedure, the )\11

Van Wickeren (197) page 32.

For example, to use Van Wickeren (197) page 36, the textile sector

is an aggregation of weaving, spinning and finishing sectors, where
the inter-industry flows between these sectors may be important in
determining the location of one or more of these sectors. When they
are aggregated these inter-industry flows become intra-industry flows.

This is the reduced form used by Van Wickeren (197) page 37. Using
the one derived in this study would not materially affect the argu-
ments presented.
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gé\\
would be set to o 1 and all the other coefficients zero., If

the regional coefficients jxhk were used the problem would not arise -
unless of course an industry 1s attracted to nothing else but 1tself
(which is a priori unlikely), in which case we would expect this pec-
uliar result to arise from the analysis.

Because of the inconclusive nature of the arguments against reg-
1onal coefficients and the fact that there are botﬂ theoretical and
practical problems involved in using national coefficients, I propose
to use regional coefficients (as shown so far) in the rest of thas

study.

IIT1.G. Interpreting the multipliers

We have shown above how to estimate and interpret the X's, and
how the system can be used for predictive purposes. The assumptions
that were necessary to make these steps have been discussed. We now
turn to the attraction matrix [:1”~Rfj§:'(LJWY.T{\ and show how this
can be interpreted in a similar way to the Leontief (I - B)'-l matrix,
which shows, as a result  an exogeneous change in demand, how the
multiplier is composed. Thus for example, the cell row 2 column 1 of
the attraction matrix shows the direct and indirect effects on industry
2 as a result of expanding the demand of industry 1 by 1 unit. This
effect is composed of two parts:

(1) the demand effect - this is similar to the Leontief

2

demand effect, except that the A xa € 1% and Jshk SQthk -

1

all = 1 in the case discussed here.

e
11

2 See Appendix IIT for proof of this.
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s0 conseguently the demand effect is generally
less than the traditional Leontief demand effectl,
(ii) the supply effect - this shows that when the out-
put of say industry 1 expands, some of its prod-
uction (depending on 5112) will be available as
an intermediate input to industry 2, and this will
have a stimvlating effect on industry 2 providing
M2 > 0
Both these forces then interact and have a direct and indirect
effect. This can be demonstrated as follows. It is well known that
the effects of the Leontief multipliers can be shown round by round
by a power series2.

I + B + B2 + B3 P + B

This can be done since

(I - B) (I + B + B 4 .....B%=1I - B

Now because all the column totals of B are less than 1 and non-negative,

each element in B gets smaller as n becomes larger, and so the error

This can be demonstrated by a small example. Assume that good 1
needs some inputs from good 2 of say 50 units 1n order to meet a
final demand requirement. Generally good 2 will not expand 1ts
production by 50 units in the region, but the expansion will depend
on how much it 1s attracted by demand (i.e. de). If industry 2 is
not influenced by demand (i.e. A2d approaches zero) then most of the
expansion of industry 2 will take place i1n another region where the
factors that influence its location (in this case supply factors)
are available. This is because if AZ = 0, then tog = 0 and demand
can be moved beiween sectors costless&y and so no locational influence
will be felt.

2 See for example Waugh (196) or Yan (203).
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in using the power series as a proxy for (I - B)-1 gets smaller,
since I - B" approaches I, which 1s the result one obtains by post
multiplying a matrix by its inversel.

If the attraction model is to be stable and not to explode, it
seems possible to estimate the inverse by the expansion of a power
series. This round by round effect of the multiplier will be useful

for exposition purposes of how the multiplier is composedz.

Let K. . tl 3;%2?
WLa) = WO

Therefore _
TT-Toh-0y Ve (1-z-w) = [T- (2|

We can estimate the inverse as:

(1-@+W] 1 T+@+W+@+Wo+ ..+ (@+wW)

as n
=1 +2 +W round 1
2 2
+ 2 +W 4+ ZW + W2 round 2
+ Z3 + ZZW + ZWZ + ZW2 + WZW + WZ2 + W3 + WZZ (3) round 3
etc.

Any term beginning with Z can be interpretted as demand effect,
and any term beginning with W can be interpretted as the supply

effect. This can be best 1llustrated by a small numerical example.

The exact conditions for the power series to converge are known as
the Hawkins-Simon (76) conditions. For an introduction see Chiang

(30).

2 It will also prove useful in the analysis in later sections.

3 Note that generally WZ # ZW since W and Z are matrices not scalers.



Assume Z = 1, 1 0.2 1,2 0.1 1, 3 0.0
2,1 C.1 2,2 0.0 2,3 0.2
3, 1 0.2 3, 2 0.1 3, 3 0.0

where, for example, row 1 column 2 (1, 2) shows that for each unit of
product 2 produced, the direct effect on product 1 in the region is
C.l. This is because product 2 requires (demands) some of product 1

(in proportion to j612) and product 1 is attracted by this demand (in

proportion to its demand attraction coefficient .de).
Assume W = 1,1 0.1 2,1 0.1 3,1 0.2
1,2 0.2 2,2 0.1 3,2 C.0
1, 3 0.0 2,3 0.2 3,3 01 U

Where, for example, 2, 1 means that when product 2 produces some
output 1t sends some of its output to product 1 (in proportion to the
supply coefficient jd2l) and product 1 is attracted to this supply (in
proportion to its supply attraction coefficient XZl)'

Now consider W2 matrix multiplication

1,1 = [(0.1)(0.2) + (0.1)(0.1) + (0.2)(0.2)] 1,2 = [(0.1)(0.1) + (0.1)(0.0)
(0.2)(0.1)] etc.
2,1 = [(0.2)(0.2) + (0.1)(0.1) + (0.0)(0.2)] etc.

This shows because from an initial demand effect shown by Z there
w1ll be a feedback stimulus through the supply effect. For example,
the cell 1,1 of the WZ matrix shows that from the demand for inputs

from product 1 for products 1, 2 and 3, these later will have a feedback

1 Note that W = (LA)/ y S0 that the ordering of the rows and columns is

transposed in order to be consistent with the notation.
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supply influence on the location of product 1. This works in the
following way: product 1 demands as intermediate inputs some units of
product 2 (shown by j621) and attracts a proportion of this demand
(shown by‘Aed). The result is that product 2 expands production in

the region by C.1 unitsl. This 18 what the Z matrix shows. However
once product 2 has been attracted to the region, it will create sup-
which will be attract-

21)
ive to product 1 (shown bynkzl) and this results per unit of output

plies of product 2 for product 1 (shown by jd

of product 2 of an increase in 0.1 units of product 12. Thus from
the 0.1 units of product 2 attracted by demand the supply effect on
product 1 is (0.1)(0.1). This is shown as the second term in all 1,1
of the WZ matrix. The other two terms in this cell (0.1)(0.2) and
(0.2)(0.2) can be explained in the same way as above only using prod-
ucts 1 and 3 respectively instead of product 2. They all have an
influence on product 1 which can be found Yy adding the terms together.
Thus the WZ matrix shows the supply effects generated in that round.
Now consider ZW matrix multiplication:

[(0.2)(0.1) + (0.1)(0.2) + (o.o)(o.o)‘)l,z = 1(0.2)(0.1) + (0.1)(0.1)
(0.0)(0.2) ] ete.

2,1

[(0.1)(0.1) + (0.0)(0.2) + (0.2)(0.0)]  ete.
This shows from an initial supply effect shown by W there will be
a feedback stimulus through the demand effect for example, cell 1,1
means that from the supply of 1 to other products and the stimulation

to these products (namely 1, 2 and 3 with effect 0.1, 0.2, 0.0) through

1 See Z matrix row 2 column 1 (2,1)

2 See W matrix row 1 column 2 (2,1)



- 135 -

supply, these products are going W demand per unit of output some
output of product 1 (shown by 0.2, 0.1, 0.0). Adding these terms
together will give the total demand effect on product 1 resulting
from row 1 of the W matrix. Thus the ZW matrix shows the demand
effects generated in that round.

By sim:ilar arguments any term beginning with W can be called
the supply effect and any term beginning with Z2 the demand effect.

We are now in a position to interpret the whole power series.
The I represents the initial effect if the product is bought directly
from a firm in the region or if the firm is placed there by government
policy. If there 1s just a general increase in final demand (perhaps
as a result of an increase in consumer incomes) the I will have to be
scaled down by the appropriate )‘kd's’ because not all the expansion
of the industry will take place in the region, but will depend on how
much influenced by demand that industry is. This is 1n fact the gen-

eral case arrived at in equation ITI.C.7

B ek U N (U

| &

S0 the initial effect will depend on the type of policy that is actually
implementedl.
After the initial effect we can proceed through the power series

round by round:

1 If A d's are very low and a government merely increases final
demand say through transfer payments in a region, then most of the
effect will leak outside the region, and the employment created
even after the multiplier will therefore be very small., However,
if a government buys directly from a firm in the region, all of the
initial effect will stay in the region and employment created widl
necessarily be larger.
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Z = direct demand effects as a result of initial expansion
W = direct supply effects as a result of initial expansion
Z2 = the indirect effect on demand of the above Z effects
W2 = the indirect effect on supply of the above W effects
ZW = the i1ndirect effect on demand of the above W effects
WZ = the indirect effect on supply of the above Z effects

etc,

Tracing through the multiplier round by round may be useful in
estimating where bottlenecks in excluded factors, such as labour, may
be encountered. ¥From a practical point of view, expansion of a power
series to estimate the multiplier may be more economical on computer

time than inverting the matrixl.

Interregional feedback effects of the attraction multipliers - an
integration with interregional input-output tables

In interregional input-output analysis,; the feedback effects
between regions can form a significant part of the total multiplier,
since feedback effects can alter not only the size of the multiplier
for each sector but also perhaps the rankings of the effects of diff-
erent types of investment programmes, if some industries have a larger
feedback than othersa. It would thus seem to ve important to try to
integrate them into the attraction model.

As shown above we can obtain an attraction multiplier without

feedback effects of the effect on production in one region, by:

1 The results of this, and other experiments on the attraction tables
will be reported in Ch. V.

See Chapter IV for a discussion of interregional input-output
systems and feedback effects.



- 137 -
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Now let us consider the leakages from this system to RUKl. This
can best be analysed by examining the leakages as originating from two
sources?

(1) During the initial stimulation of the regional

economy by the exogeneous if, not all of that
which is demanded is produced in the regionz, but

3, as indicated by f ’

only a certain proportion
the remainder, I - | , being produced else-
where in the nation., Now at each round of feed-
backs from RUK some products are being demanded
as intermediate inputs, but again, not all these
will be produced in the region3, only that prop-
ortion indicated by { , the remainder [ - § ,
being produced elsewhere in the nation. Let this
leakage be called leakage type I.

(ii) Of that product that is produced in the region as
a result of the impact from an exogeneous ﬁ (and
after the leakage type I) there will still be a
further leakage into RUK. This comes from that
proportion of intermediate input that has to be

imported into the region from RUK( i.e. the bottom

left hand quadrant of Table IV.I). Now in congtructing

1 RUK stands for the Rest of the United Kingdom and means the whole of

the United Kingdom minus the region in question.
As would be the case in normal interregional input-output models.

3 Since industries are not generally wholly demand orientated.
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attraction theory we assumed that the rh matrix
(i.e. the top right-hand quadrant of Table IV.I)

is composed of constant coefficients. We also
assume the technology used 1s constant (i.e. the
Leontief B matrix). Therefore the (B - Q\)
matrix is constant - this is the bottom left-hand
quadrant of Table IV,I. Thus we can estimate this
further leakage - let it be called leakage type II,

From these two components of demand on the RUK, we could estimate
the effects, not only on the RUK itself, but also on how much will be
demanded back from the region. This last effect is shown by the top
right-hand quadrantl of the matrix in Table IIT.1. The process could
then be repeated iteratively, until the system converged.

It may seem at first as though we are ignoring the supply effects
in RUK because the coefficients in the top right and bottom right-hand
quadrants of Table III.l1 also show supplies from the region and from
RUK to RUK economy in a similar way that demand did., But this is not
so, because we only wish to know how many goods are going to be prod-
uced in RUK in order to meet the demand that has leaked from the region.
This is purely a technological question2 of how many intermediate goods
are necessary physically to provide for the given demand. Introduction
of the supply effect would only be necessary if we were to subdivide
the RUK into regions, and wanted to know how the leakage from the
initially stimulated region was allocated amongst the other regions.
Then we would have to know the coefficients of supply to each of these

other regions, and then each of these regions would have a demand

1 This quadrant can be shown to be composed of constant coefficients from

the assumptions already made, in a similar way that the (B - . &)
matrix was shown to be constant.

That is once the trading patterns are fixed. They are by assumption
in the short run - see Ch. IV for a discussion of fixed trading
patterns in input-output.
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leakage in a similar manner to the original region. However, this
would be beyond our data capacity and so will not be developed.
Rather than estimate the feedback process round by round as in
the expansion of the power series, it was found easier to tackle this
problem i1n the following way. Using Table III.1 as the basis for the
elements and matrices of the interregional input-output system:
(i) let the coefficient of the intra-regional flows in
the top left-hand quadrant be rzs and each element
rSiJ
(ii) let the coefficients of the flows from the region to
RUK, i.e. the top right-hand quadrant be called <
and each element Jij
(iii) let the coefficients of the flows from RUK to the
region, i.e. the bottom left{-hand quadrant be called
rd , and each element rdij
(iv)  the coefficients of the intra-RUK flows, i.e. the
bottom right-hand quadrant be called £\ and each

element &5, ..
1

So that B=< =0  and B - A= T

Summarizing the notation so far:

A\ o
(15 (5,
el A
(%) (5,
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Let (1) T

= an exogeneous (ex) increase in demand in the

1 rex
region (r) for product 1. (E;ex = a vector of such
demands)
(ii) fjl oy = 20 exogeneous (ex) increase in demand in the

RUK for product 1. (Eex = a vector of such demands)

(iii) f:l r = the increase in demand for prcduct 1 in the
region (r) as a result of the feedback effects from
RUK (E; = a vector of such demands)

(iv) j;1|5. = 1ncrease in demand i1n RUK for product 1, as
a result of the demand for intermediate inputs in the
region (¥, = a vector of such demands) i.e. Leakage
type IT

(v) frl)\ = increase in demand in RUK for product 1 as
a result of the direct demand leakage from the region
(E?A = a vector of such demands) i.e. Leakage type I .
Also leﬁ;g, = vector of gross outputs in the region and
g} = vector of gross output in RUK.
The feedback system will be shown for industry 1, before writing in
general matrix notation. All the variables will be in terms of
increases, so this 1is omitted from the notation for the sake of
clarity. Assume a three-good economy.
(i) The direct effect on product 1 in the region (rgl)
as a result of an exogeneous change in demand in the

region (A ) and/or as a result of feed-

la- § lrex

back from RUK (>\1d~§: r) and/or as a result of

1
the effect of intermediate demand and supply of the

output of other industries in the region, can be
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written

A \\(\ rg\\ —\_\\c\ V%\’Lk\“%')—*!\\(}‘vg)\"; \-Ck?)

“\‘R\\‘Vd‘n T A +R1\ Vd\l\'Tcll-\*\B\ r ?%3 +l\\\5§\79\

*f\\é %\v

(i1)

The direct effects on RUK (gl) as a result of

4
Type Ifl(flcg and/or Type I ‘flhg leakages from
the region and/or as a result of intermediate
demand in the RUK, and/or as a result of a change

in final demand in RUK (f, )
lex

%\:CD.\ ‘3\*6\1 Q¥ %\3%3 N %\‘T \—%\\ ! E\Qﬂ\

(iii) The direct effects on product 1 in RUK as a result

(iv)

(v)

of the leakages of intermediate demand from the

region, i.e. leakage Type IL

%\0_ =0, VQA\ Yoo S \—%—L\'V\T\E VQS\S

The direct increase in demand on product 1 in the
region as a result of the leakage of intermediate

demand from RUK

%\v T 0L WY Oy %‘1*6\3 Q&g

The direct increase i1n demand on preoduct 1 in RUK
as a result of the demand leakage from the region

i.e. leakage Type I

S = Q\‘\&B © o0 <Ky *Q\—X‘é\\ ©2\a Y
PN B s A G (oA



- 142 -

Re-writing these five equations respectively in general matrix

notations:
' L) e s NF e
< TSN N ) T v\ k
¥ 3 TN o III.H.1
L S ~e+F s IIT.H.2
Ec‘ -9 B III.H.3
SIS Y IT1.H.4

SRR C R T NG S B N (O RS

Substitute IIT.H.3, III.H.5 and III.H.4 into III.H.2

%_ = N\ Q} T(-D-\_%’\‘Q_i—'(> V‘S‘T QS_J'&—EJ\\\’g:CQ‘(\
S GTRARCATIEE N

III.H.6

and substitute IITI.H.4 into III.H.1

ey =\ RN e A +Q\_%\'c@}\f\6‘3;\\ ¢

From IITI.H.6 we can obtain an expression for without a (?S on the

R.H.S.

(1-0-0 <0 s’\%sz,\.%*ﬁi-'\\\ N
~(T-NHEC .S

< en MEVIPN III.H.8

1 Remember (LA)/ is a matrix where each element is Aij'rdij
rather than the result of matrix multiplication.
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Therefore
A R R RN
+ D W e

ITI.H.9
Define (I —‘\\) as q)
~ =)
and ("[—g~0ﬂ'\”\51 as\jf
then substitute ITI.H.9 into III.H.7
.\.%_ - N o Y J\-QL(\\i ;QXS—&'\ gvex
*\G‘PE‘ST\%*Q)‘"k‘%—\'(\}gwx*gai III.H.10

Multiplying out and collecting terms with 1‘S:‘S‘l',o the L.H.5. gives:

[’\'_"\\ T\~Q\~(\\‘"‘K S Q(VG—-’\\ (T,\\) AP r&\(%:

IIT.H.11

Therefore

et LT N -AN-T o e ST s g F\Q'\

E“\<G \\’ &Q'Exex \-‘\ G’\\/ Eu\*%\ Evcle

ITT.H.12

This can be seen to be an equation for rl’ expressed in terms of an
initial matrix composed entirely of constant coefficients post multi-
plied by three final demand vectors (which are themselves pre-multiplied

~
by constant coefficients). Multiplication by the \ O \\) A? U e
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~
and \ ‘;‘WLK‘ vectors will tell us the direct and indirect feed-

back effects on output in the region as a result of a change in final
demand in the region. The PY Edvnlxvector shows the effect from the
initial increase in final demand i1n the region, and ther\\ N Q{ QQ Erm\
vector shows the effect from the initial increase in demand in the
region, some will leak out to R.U.K. straight away but this will have

a feedback effect on the region.

The R‘ N % S;&»%A vector will tell us the direct and indirect
feedback effects on output in the region as a result of a change in
fingl demand in RUK.

Alternatively we could obtain an expression for Q%_ instead of

?%: This can be done by collecting all the terms containing ‘?Yto
T r

the L.H.S. of equation III.H.T

~

(ZTL ’K f‘k-_a\k\%ogch ?5:; rR‘QS ?% ~ \

— TR IIT.H.13

Therefore

N (U\\\Y‘\EN\'S' }J‘h\ Sean)
ITIT . H.14
Define (7. -\ N\ - (L?\\'\y\ as O
and substitute III.H.14 into III.H.6
N N K A O
RN R N e Ceantd 0 g

ITII.H.15
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Collecting all terms with 23 tc the L.,H.S.
CT-N-. 0 O\ T - PN O A G-Q,G‘l%:

o~

G, \'va\ N d} (K @ \ Erkxﬁ EW\ *vé? Er@‘

III.H.16

Therefore
A

G lT-N-cS0 TS - WO g-h o)

S \ EC@&&?VKG'P\ qux+g&)*&gtﬁg

IIT.H.17

Which shows output in the RUK in terms of constants and changes in

final demand in the region and RUK.

One practical method of using the attraction model to identify footloose
industries*t

It is well known that the ordering of industries in input-output
tables is purely arbitary, and by exchanging the relative position of
any two rows and similarly exchanging their corresponding columns, the
information in the table is unaltered. Now it may be possible to
exchange the rows and columns of a national input-output table, such
that the resulting form is triangular, where all (or most) of the
elements above the leading diagonal are zero. Such a scheme is shown

in Fig. III.1.

1 The concept of footloose industries in the attraction model will be

discussed in Section III.M. See also Van Wickeren (197) Ch. 4.
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Fig. I1I1.1 A triangularised input-output table
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This 1is often done at the national level in order to identify 'basic!

S5 e

industriesl. Let us apply this type of analysis to the regional
attraction model.

Consider the case where demand was the only factor that influenced
location, and examine the { T - .<t>‘()—9\“]§\ where (LA)I is a
EE}l’matrix. Now if this matrix could be triangularised in the manner
described above, we would be able to identify the industries near the
beginning of the ordering (e.g. 1 and 2) as relatively footloose, and
those near the bottom (e.g. n and n-1) as relatively non-footloose,

1 and 2 are relatively footloose because when stimulated exogeneously,
they will influence the location of others through the demand effect
(which is shown by the relatively full column 1) since other industries
have directly or indirectly expensive (high) communication costs (t's)
with sectors 1 and 2; but when other industries are stimulated exog-
eneously, there is no effect on industries 1 and 2 (which is shown by
the relatively empty row) since industries 1 and 2 have no expensive

communication costs with other sectors. Consequently, the location

1 This is daiscussed in Yan (203) and examples are given in Simpson and

Tsuki (168). A specific computer algorithm for minimising the sume of
the above diagonal elements is given in Ramsey et. al. (155).



- 147 -

of industries 1 and 2 is not dependent on the demand from other
industries and may be described as footloose with respect to inter-
industry relationsl. These industries would be good candidates for
a regional development policy because not only are they relatively
footloose, and so can be moved cheaply, but also their columns tend
to be full, so giving them a large multiplier effect on the region.
A small numerical example will help to show the point about the
industries at the top of the ordering after triangularisation being
relatively footloose. Suppose the following are the rS coefficients

for a 3-industry model:

1 2 3
1 0.2 G.2 0.2
2 0.2 0.2 c.2
3 0.2 C.2 0.2

These coefficients have all been made the same, so that when the final
result is produced it will be easier to see to which factors the
ordering of the industry is attributable. Now assume the following

demand coefficients have been estimated:

’
; /

‘
, -~y

7 P ,,,‘;0:4“.,"13&’4\ i
vy &l 7T {
vy

industry 1 2 3

demand coefficient 0 C.5 1.0

Now a priori we know industry 1 to be footloose as far as demand 1s
concerned, industry 3 to be totally locationally tied to demand and

2 ~
industry 2 is an intermediate case . The (- &5 matrix is:

Remember only demand 1s being considered in this case.

2 See Appendix III for a proof of this and how the various Xkd's are

related to their respective t .'s.

kd
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1 2 3
1 0 0 0
2 0.1 C.1l 0.1
3 0.2 0.2 0.2

Where, for example,cell 1, 2 = 0 because when expanded industry 2
will demand some of industry 1, but there will be no effect on
industry 1 in the region, since 1ts attraction to demand is zero

(1.e..>\1d = 0) since t q must = 0.

1
Y
Now the { T -\ ‘k\ , showing the direct and 1ndirect require-

ments isl

1 2 3
1 1 0 0
2 ¢.143 1.143 0.143
3 0.286 0.286 1.286

This matrix is already on its most triangular form (i.e. ordered
industries 1, 2, 3) and we know a priori in this simple example
industry 1 is footloose and industry 3 to be locationally tied.

We can apply a similar analysis to the supply side as we did
with demand. Consider the case where supply is the only influence
where q vh&is a null matrix, If the attraction matrix could be
triangularised, then industries near the top of the ordering can be
described as footloose, since the direct and indirect effects of all
other industries on these is small, i.e. industry 1 is not attracted

by the supply of others. Conversely industries near the bottom of

The inversion was estimated on a small programmed calculator and
so may be subject to small errors. In any case the figures are
rounded to three places of decimals.
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the ordering are not footloose since they depend on supplies of all
the other industries. Again industry 1 would be a good candidate
for regional development since, not only is it footloose, but the
column tends to be relatively full, so making the multiplier effect
larger.

A small numerical example will help to make the point. Suppose

the following are the coefficients for a 3-industry model are:

1 2 3
1 c.2 0.2 0.2
2 C.2 0.2 G.2
3 0.2 0.2 C.2

Again, these coefficients have all been made the same, so that when
the final result is produced it will be easier to see to which factors
the ordering of the industry is attributable. Now assume the follow-
ing have been estimated:
CN T O.pohyy + O.pohy + 0O cdy, .

c Ry TO S kit OS5, v O 6 d 4

V'§53 =\ o St +\ 0 oy T \-O e 3y

A priori we know industry 1 to be footloose as far as supply is con-

cerned and industry 3 to be locationally tied to supplyl.

1 See Appendix III for a proof of this and how the various<K .'s are
. . \ ij
related to their respective tij S.
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The (LA)/ matrix is:

1 2 3
1 0 0 0
2 C.1 0.1 .1
3 0.2 0.2 0.2
This is identical to the W V.E; matrix shown above and so it is not

necessary to repeat the inversion. We also know that in the triangul-
arisation process, the optimum ordering is 1, 2, 3 where a priori we
know industry 1 to be footloose.

Now these arguments can be combined and the full{T - vts‘(Lﬁfl—\
triangularised, since we know that this is composed of a series of
supply and demand effectsl. If this matrix approaches a triangular
form, we know that the industries labelled 1, 2 etc. will be good
candidates for a regional development programme for both the reasons
mentioned above (i.e. they are both relatively footloose and have
larger multiplier effects). However it must be stressed that they
are only footlcose as far as the influence of inter-industry relations
are concernedz.

A small numberical example may help to make the point clearer.

Assume the following have been estimated:

‘_%\ - O [\6\ ‘\'O (\J\\\ a o'vd\l\ + O '\"QL'E\
cy. = OB A&l*osvd\mkbﬁfd\n*b‘irdgl

S SRR CH IS SR O dy +\ qukn)r\ovtj\33

1 See Section III.G. above.

The introduction of other factors into the attraction model will be
shown below 1n Section III.J.
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Jhere we know a priori that industry 1 is footloose and industry 3

locationally tiedl. Assuming the rt5 and © matrices as above,
~ “\
then (ri- Ve N *(LQQQR\ is:

1 0 0
0.476 1.476 0.476
0.905 0.905 1.905

Which is again in its most triangular form when ordered 1, 2, 3. Thus
triangularisation may be seen as a useful tool to select footloose

industries2, and so play a part in regional development programmes.

IIT.J. Introduction of addition factors into attraction analysis - a study
of the influence of labour on industrial location

To date, we have been concerned with the mobility of an industry
relative to inter-industry relations. However, as we have seen, other
factors have been suggested as important in determining the location
of industry3. One of the principal factors singled out has been the

availability (either quality or quantity) and price of labour. It would

Again see Appendix III for a proofl of this.
o P

It must be stressed concerning the above analysis that the triang-
ular ordering of industries shown above may not give the ordering
of i1ndustries with the least communication costs. This is because
we cannot solve absolutely for all the t,4'S and tji's but they can
only be solved relatively for the individuval industries' i, - see
Appendix III for this. Thus although an industry may only have a
small element above the main diagonal and so have a high position
in the ordering, it is possible that the t's may actually be quite
large and the industry may in fact not be footloose. But, ceteris
paribus, 1t seems that indusiries high in the ranking will more
likely be footloose because they are influenced much less by other
industries,

3 See Ch. 1 for example,
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thus seem possible to increase the generality of the attraction
meodel, by introducing labour intc the analysis. However, in doing
this I shall take a slightly different course from the one conven-
tionally adoptedl, so that 1t will be possible to see how footloose
an industry is with regard to inter-industry relations and labour
together, and then to introduce the effects of consumption into the
attraction multipliers.

Labour can be introduced into the normal Leontief input-output
modelz, and provided that certain restrictive assumptions are made
concerning the consumption function, labour can be treated as a
normal intermediate good., However, labour cannot be introduced into
our formulation of the attraction model quite so easily. This is
because of certain restrictive assumptions concerning labour were
necessary to construct the interregional input-output data. These
weres

(i) labour is a non-transportable good, i.e. in the

short run there is no interregional migration,
thus in an interregional input-output table, we
need two matrices of inputs of intermediate goods,
since we need to know the origin of the goods, but
we only need a vector of primary inputs, since we

asgume all labour originates in the region;

The conventionally adopted approach is taken to be Van Wickeren
(197) pages 47 - 51 for a static model and Ch. 6 for a dynamic
model., This approach is slightly different because Van Wickeren's
aim was to predict the amount of labour that would be required,
rather than the mobility of industry.

2 See Ch. IV for a discussion of the introduction of labour and

consumption into input-output.
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(ii) there is no substitution of inputs in the
Leontief production function, although with
intermediate goods the region of origin may
be varied, the type of good may not.
Now let us introduce labour into the attraction model (using the
two assumptions mentioned above) treating labour as a normal inter—

mediate good.

Define:

teorBie = bao8y - 44) + hzl Yo Prere® ~ P r®n)

+ th(aLk’rgk - rng°rgL)

where all the symbols have their usual meaning, except: rgk runs from
1, 2.....n, L where there are n industries and L = labour sector.
tk = unit communication costs (or extra production costs that
now includes a measure of lsbour cost shortage in the
region rather than just referring to interindustry relations)
th = unit communicatiocn cost per unit of labour into industry k,
when that labour is not at hand in the region.

= Leontief coefficient for labour demand from k in region r.

Lk
rde = supply coefficient from L to k in region r.
Using the usual methods the equation to be estimated is:
= . dd, + hk 7 + th o4
rfk = dk —ﬁ-'r hk *r€h 'Tﬁ".r Lk ‘8L

= z -
where M = tkd + 21 thk.ﬂhk + th.ﬁLk ty
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In estimation, % is regressed on

n
AMea r8% * b31 Mk netr®h T AT LerfL
in order to estimate the A's.

However, using assumptions (i) and (1i) above, 1.e, that there
is no interregional trade and no substitution for labour then
T o8y, T ﬁLk‘rgk always,
i.e. an industry always gets the labour it needs in the region.

But ﬁlk is a constant across all regions, by assumption. Thus

the regression will always estimate ﬁiLk'rgL as the important factor,
ignoring all others and set )‘Lk =_1 1. This result is consistent
8
Lk

with the assumptions (i) and (ii) made concerning labour - that labour
is immobile between regions (i.e. that 1t has infinitely high commun-
ication costs) and is needed in fixed proportions (1.e. it cannot be
substituted). All other inputs can be brought into the region at a
cost, that although positive, is much cheaper than that of moving
labour. ©So induslry always locates near labour.

In order to obtain meaningful results concerning lsbour, it is
necessary to relax one or both of our assumptions concerning labour.
The immobility of labour betweern regions seems a reasonable assumption
to make i1n the short run since 1t seems unlikely to migrate between
regions instantaneously in response to local changes in demandz. If
the immobility assumption holds true, then it is necessary to relax

the substitution assumption and it seems possible that we can do thas

1 This is similar to one of the problems encountered when national,

rather than regional, coefficients are used -~ see Section III.F,

In a long run model this assumption would have to be relaxed. See
for example Creedy (34) as an explanation of UK interregional
migration.
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meaningfully. We can assume that if there is not enough of the
correct type of labour avarlable in a region it can be substituted

for capital, or other types of less skilled, wrong aged/sexed or
overtime labour, which costs more (th) per unit of output. So
can be defined as the extra cost per unit of output involved in having
less labour of the correct type than the optimum Leontief coefficient,

such that:

6Lk’rg.k § dek'rgL
rather than:
ﬁLk'rgk = raLk'rgi as was assumed above.

Thus, substitution of labour seems reasonable, if it cannot be bought
from inside the region or imnorted. Labour is not, however, an
homqﬂgeneous good as is, say, iron-ore, but can be subdivided by qual-
ity into perhaps three meaningful categories on which data ia available -
skilled, semi-gkilled and unskilled. If labour can be subdivided
into these categories, it makes the abandonment of the assumpiion of
no substitution even more plausible, since there is more flexibility
introduced into the system.

If the above analysis is used with labour, then the equation to

be estimated is

n 3
8 = Mea %% * nZ1 e rnkern * 21 Mk ik r8L

where L = 1, 2, 3 if there are three categories of labour. Unfortunately
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fok'rgL cannot be measured directly, and a proxy measure must be
taken. Various authors have suggested proxy measures for the tight-
ness of the labour market and these have been related to vacancies
and unemployment rates and/or the absolute numbers of employed,
unemployed and vacanciesl. If a proxy can be found that is highly
correlated with the unmeasurable variable, then there will be no
problem in the estimation.

Placing labour in a whole system of equalions can give two
alternative forms:

(i) where labour previously was the only exogeneous

demand so the system is now closed

T WY )i =0
where a unique non~trivial solution can be
obtained by arbitar:1ly predetermining one of
the g's (say the total labour supply) and solving
everything in relative termsz;

(ii) where there are other exogeneous demands, such as

government spending then

N S A (RN 3

-

In both systems labour is included as an intermediate good. For

a 2-good, l-labour type system the (LA)/ matrix would look as follows:

See for example Dow and Dicks-Mireaux (39), or Davies (37) for an
argument for the use of absolute numbers rather than rates.

2 See Appendix IV for the technique of doing this, in the context of
a conventional input-output framework. But the analysis is easily
generalised to include attraction models.
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ok
A1 Aoy %01 AL ™
Aoer¥o A ooty Ao
011 o1, Orp
- J

where the bottom row consists entirely of zeros, since labour is
immobile in the short run and so is not attracted by the supply of
other goods. The last column will have some positive figures, since,
a pricri, labour will be attractive to some other industries.

The T matrix presents some problems, since ALd will represent
how much the labour supply will expand as a result of an increase in
demand for labour. Thus 1f 1t is assumed that the supply (from say
the unemployed and non-employed) will increase by half of what 1s
demanded then ALd = 0.5, However, attraction theory, as presented
here, does not purport to explain labour availability, but the figure
will have toc be estimated from micro-labour market studies. This
figure 1s likely to vary from skill to skill since, say, unskilled
labour is more likely to be forthcoming to meet demand because of a
pool available. It will also vary from region to region because it
will depend on local labour market conditions. This figure will nec-
essarily be subjective and therefore it seems worthwhile to conduct
some sensitivity analysis to see how it will affect the various
multipliers.

We have assumed already that there is no interregional trade in

labour therefore the r43 matrix will be as follows:-
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2% rb1o 81
%1 r &0 rbo1
Pl Bro 0

The last row is the same technology as the nation since all labour

is demand inside the region. The last cell of the last row 1s empty

because labour does not consume labour directly.

In many ways the introduction of labour into attraction analysis

is unsatisfactory because:

(1)

(i1)

(iii)

we cannot estimate an equation directly for the
labour industry since its equation would be

t

b8 = tralp8y - 4dp) + (e

n
21 *hn(Phi ozl = hr %)
which given our assumptions concerning labour is mean-
ingless. We have therefore to resort to a pragmatic
solution to the problem which leads to (ii).

A subjective value is placed upon,‘kld} and if the
results prove to be sensitive to this figure we will
not be able to predict accurately.

The (LA)’ matrix has certain unsatisfactory implicit
assumptions concerning the internal regicnal labour
farket, since the last column assumes that the labour
sector sends a fixed proportion to each other sector.

This is extremely unlikely to hold, even m the very

short run.

However, despite these serious objections, it is probably worth
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including labour:

(a) in order to obtain some idea of the importance of
labour in determining the mobility of industry -
for example, using only interindustiry relations, when
the equation is tested for an industry it may be that
there 1s no explanation of the industry and so one
may be tempted to think the industry is mobllel.
However, the inclusion of labour may substantially
alter these resultsz. In the estimation of the equa~-
tions for each industry when labour is included to see
how footloose an industry is, it is not necessary to
employ the most restrictive assumptions concerning
labour market behaviour embodied in the constant ™«'s,
This assumption is only necessary for predictive purp-
oses, so an important part of the labour analysis can
be carried out without using the most restrictive
assumptions.

(b) The feedback effects of consumption may substantially
alter the multiplier effect. 1If however the values of
the multipliers are not much affected by Ald and
) N aLk(k=l, 2, ....n) then subjective estimates of

Lk'r

A and unreal assumptions about the local labour

La
market (embodied in )\Lk.rde) w1ll not greatly affect
the accuracy of the results, but including them (even

if only based on informed guesses) may be more accurate

than excluding them.

For a more detailed discussion see Section III.M. on the relevant
region,

2 See Appendix VIII for possible misspecification problems when
labour 1s omitted from the analysas.
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A comparison of the results of including and excluding labour
wi1ll be given in Ch. V, where all the other results will be presented.

If the attraction model was to be used as a subset of a larger
econometric model, as regional input—-output tables sometimes arel,
then it would be preferable (because of the problems discussed above)
to exclude the labour sector from the attraction analysis altogether
and to include it in another subset of the model. Feedback effects
between labour and industry eould still be preserved without making
use of the assumptions mentioned above2.

Recently input-output techniques have been used to encompass
'goods' not traditionally regarded as being within the system - such
as envirommental factors. It may be possible tc do this with
attraction theory, since certain sectors may be largely attracted by
the environment (e.g. tourism) whilst others may make large negative
effects on the environment (e.g. chemicals). Thus negative attraction
may develop due to these links ~ so introducing a chemical plant into
an area may have a positive effect on other industries, but from this
must be subtracted the hindrance to the tourist trade. Taking environ-
ment in its widest sense to include urban amenities, we may be able to
explain the location of labour by reference to the supply of goods.
The London area is attractive to certain types of labout not only
because of the demand for labour but also because of the unigue cult-
ural facilities available there. The South Coast 1s attractive to
the elderly because of the climate etc. However, we will go no further
than mention the possibilities because of lack of data, not least of

which is the high aggregation of the UK input-output data in the

1 See Milliman (140) for a discussion of models of this kind

2 This is mentioned as a suggestion for future research, since I do
not wish to discuss regional econometric studies in this work.
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service sectors. Although with the growth in real incomes, these

types of factors may become more important in future research.

Cost minimisation, profit maximisation and the assumption of optimally
located industry

In attraction theory we have assumed that firms try to minimise
communication costs, and that this leads to an optimal pattern of
industrial location and production. It is normal practice to assume
that firms try to maximise profits, rather than minimise costs. How-
ever it will be shown that these two objectives are exactly the same
when it is assumed that:

(i) there 1s a perfectly competitive market structure,

(ii) unit production costs (excluding communication

costs) are the same 1n all regions,

(iii) there is a certain fixed final demand to be met
in each region and this demand will be constant
regardless of price, i.e. demand is perfectly
inelasticl.

Concerning the assumption of an optimal pattern of industrial
location, we showed in Ch. II that given certain conditions a decent-
ralised decision-making system based on profit maximisation will lead
to an optimal solution. However, 1t was shown that this was not gen-
erally the case, and plausible situations could be hypothesied where
a decentralised system would not lead to an optimal solution. It will
be shown below that the attraction model will lead to an optimal sol-
ution.with firms meking decentralised decisions based on profit maxim-

isation (or communication cost minimisation which will be shown to be

1 The problem of more general price formation models will be discussed
in Section III.L, although it may be noted here that in its present
formulation the attraction model is probably incapable of incorp-
orating more general price formulation models,
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the same thing within the framework of the constraints mentioned
above). The problem can be handled by casting 1t as a linear pro-
gramming problem and applying the Kuhn-Tucker condltlonsl. In this
way it is hoped to show the connection between attraction theory and
traditional location theory and also point out a further assumption
that is implicit in the formulation of attraction theory.

Assume a 2-region (1, j) 2-1ndustry (1,2) model - altering the
dimensions of the problem would not involve any conceptual diffi-
culties, but the problem is cast in such a small dimension so that
the results will readily be interpretable and even with such a small
dimension to the problem the full formulation is rather long.

The notation 1s the usual input-output/attraction theory notation
with the addition of:

(1) (P and P are the total supplies of immobile primary

input (e.g. labour in the short run) in a region r
and s respectively.

(ii) 5p1 is the Leontief coefficient for primary inputs
per unit of output of product 1.

(iii) JF, is total given final demand for product in
region 8.

(2v) srfl is the variable flow of product 1 from region
s to region r for use in final demand.

(v) tfl is the unit communication cost incurred by con-

sumers importing a unit of product 1 for use in

final demand. This corresponds to the cost of

This approach will be seen to be very similar to the location
problem formulated by Takayama and Judge (181) and described in
Section II.B above.
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importing intermediate good - thk - the use of

this will become clearer later.

Givens P [3 F t

Variables g X f
The aim 1s to minimise total communication costs subject to a number
of constraints. This can be formulated as a maximisation problem by

multiplying through the objective function by -1.
Mer Z e ) T Lo (B bl oo v +
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i.e. the technological constraints on intermediate inputs

1 Since unit costs (excluding communication costs) are assumed the
same in each region then these can be ignored in cost minimisation.
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i,e. an industry cannot supply to other sectors more than
it produces itself

5. Non-negativity of all variables

\i

0 for all g
x = 0 for all x

f = 0 for all f

Now form the lagrangean i the usual way - see Baumol (8) or Takayama

and Judge (181).
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The Kuhn-Tucker conditions for EE(fgﬁgsss 1o be a non-negative

saddle point are 1 2.
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Yot oll the pert.el deraivatives will be given, only those relating
o ood 1 ar region » and s. The results thus obtained will be
fficient to scxrve as i1llustrative purposes.

(/‘

(S

all tne variadbles g, x, £ and N snould have a bar (7) over them
to i1ndicate an ontinum value, nowever ilhese are left out for sake
of claraity.
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Interpretation

Let us interpret the following A's as:

15 = marginal unit cost of product 1 in region r

= ”" " " " " l " n

A
Al? s
A13 = unit price of primary input in region r
A = " " n " " " s
14
A 1 = price of product 1 in region r for final demand
A = 1" 7" 1 " L ) 1"t L 1
3
)Y 5 = " " 1 " r as an input in product 1
A 9 = " " 1 1t 1" T 1" " " 1] 2
A 7 = " 1" 2 1t " T " " " n 1
A 6 = " n 1 " L s " " " 1" l
A 8 = " " 2 114 " s " L " " 2

- " " " 1] 1" " " "
)‘10 = 1 8 2

(a) 1If 8> O (1.e. strictly positive) then from A\ 19 ‘Efi\y , >ﬁ9 =0,

This result holds for any variable that is strictly positive,

its associated lagrangean = 0 (i.e. a strict equality). When
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the variable = 0, the associaled lagrangean > 0. Now if
L& > 0 and A g =0, then from " P, T 0 and gl&bv% =0,
it follows:

S T R R S W

which using the interpretation of the A 's above says that if
any output of product 1 is produced i1n region i (rgl y O) then
the marginal cost of product 1 in that region ()\15) is equal

to the cost in that region of all the inputs (P 11.)\ 5 + B21 A

+ 6p1. %13) .

> Vz
F‘J:'omK’gi—‘3 =0 and \3 &"gm\s\ = 0, }\\3 can only > O
when P - ﬁpl'rgl - 6p2’ g, = 0 and )\ = 0, when rP - Bpl‘rgl -

Bp2'rg2 > 0. Which says that the cost of the primary input
can only be positive when that input is fully utilised, or con-
versely when that input 1s not fully utilised the cost (or marg-
inal product) of that input = C.
Ny Dz

From N = 0 and \\&-{)\\\ =0, if )\1>O, then

f. + _f. = _F. which says that when final demand of product
rrl sr’l rl
1l in region i has a cost then there will be no free dispersal
of that product, i.e. the original constraint holds as a strict

equality. Thais result can be shown for any variable and 1ts

associated lagrangean (price). For example, from

D= z

"ﬁ’f\:, = Oand\‘BKB}“B = 0 when )\15 > 0 then 81 = o1

rr¥12 b ops¥11 t ors¥12 + rrfl + rsfl’ which says that where
the marginal cost of product 1 region r >0 then there 1s no

free dispersal or surplus product.
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(d) Assume r¥11 > O 5> 0 and £ >0, then from

rrrl
Oz >z =

- 3 =" —_— . .
e DX D.oX,, and their respective

associated lagrangeans we can obtain the following results:

A=
rg = Ms
N = s

Ay =Ag = X = A which says that as long as

good 1 flows from region r to all sectors in region r the
price 1i1s equalised between those sectors, and equal to the
marginal cost in that region. This 1s to be expected since
the cost of moving goods inside a region s assumed to be
zero.

Similarly when 0> 0 and sz > O then

8511 > 0, ss™1

)\17 _—.,\3 =,\6 -.-)\10.

(e) Problems arise however when goods flow interregionally.

1

Let us assume that g, and 48 both >0 (i.e. good 1 is
produced in both regions) but region r produces more than
it consumes and region s does not produce enough, thus
region r will export to region s and no cross-hauling will
take place as this would be inefficient. Assume further

that )Omdmﬁ>0,hmr%mnr

rsxll >0, re¥12

ships some of product 1 to each sector in region s, rememb-

ering that sr¥11

cross-hauling assumption. From
Oz D= Dz
rsg\ TS (D\"s u 'byBL\\ 'DSQQ\I 'beg\

and their associated lagrangeans, we can obtain the foll-

=0, sr¥12 = 0 and Srfl = 0 by the no

owing results:



(1) A, =A_ + ..+t

i A
(ii) 1+)‘28 <l7+t1d+tf1 a,nd)\28> 0

(1) AN, =A _+ t .+ t

+
>
Fal
cf
+
ot

(iv) A
(v) A=t o+t +A

(vi) A g * A42 <Ctggt o, +‘A17 and A42 > O

and from previous results obtained in (d) above we know

that (vii) > =>\9 =A5 = ,\15 and (viii) Ay = hg =20 =A

Let us first lcok at conditions (i) to (vi) indivadually.

17°

Condition (i) says that the price of final demand for good

1 in region s 1s equal to the marginal cost of production

in region r plus the communication costs involved., Similarly
condition (iii) says the price of good 1 as an input to good
1 in region s is equal to the marginal cost of production in
region r plus the communication costs involved. A saimilar
argument can be repeated for xlo with condition (v). Con-
ditions (11), (av) and (v1) show that back-hauling would

be inefficient because the marginal cost of production in
region ¥ plus the communication costs exceed the price in
region s. However with regard to conditions (i), (iii), (v)
and (viii) taken together, we find that for all these con-
=t

ditions to hold tf 30 the pattern of trade

17 b1 Tt
that we have described can only be optimal when these con-
ditions hold. This may at first seem surprising since a

basic postulate of attraction theory is that generally
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tll = t12. Novw let us assume that in this case tfl =0
(generally acsumed in attraction theory since tfl is

not mentioned) and for the sake of this example let

t12 > tll » 0. Now a priori for an optimum solution

(in the conditions we have described with region s
having an import deficit in good 1) we would expect

the sector that 1s most expensive (sector 2) to supply
by imports (i.e. where the communication costs were
highest) to be supplied by region s's production. Then
the next most expensive sector (sector 1) supplied and
so on until all of region 8 production of good 1 is
exhausted. The remaining unfulfilled demand would be
satisfied by imports from region r, since with these
remaining sectors the communication costs are relatively
1 = tll = t12 could region r supply some

of product 1 to each sector in region s and this series

low. COnly if tf

of flows still be optimal.
Let us examine a system of flows where t12 > tll > tfl =0

and assume the flows of goods to be as follows:

(1) Xy > 0 (1) %0 20
(11i) ety 0 (iv) re¥11 = ©
(V) Le%p =0 (vi)  gfy > O
(vii) ss¥11 ? O (vaai) se¥12 20
(1x) £, =0 (x i =0

(xi) 511 = © (xii) X1 = 0
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This system shows that region r supplies all its own req-
uirements of good 1 (1.e. it imports none) and that it
only exports to final demand in region s, sectors 1 and

2 in region s being supplied by internal production.

This 1s a priori reasonable since the communication costs
associated with final demand are smallest and consequently
it 1s expected that any exports from region r to region s
would automatically go to final demand first of all., From
conditions (i) to (x1i) we can obtain the following (in)
equalities respectively:

(1) >‘1 =A15

(ii) ,\9 = ,\15

(iii) Xy = A

(iv) /\6+)\ & Mg + b+t and A

15 % tia t 'y 3320

(v) A+

10 <t +t2+)\:L and A

5 34 >0

(vi) A 3t )\15 + g * te

(Vii) )\6 = >\17

(viii) Mo = A

(ix) /\3+/\27< )«17 a.nd,\27>0
(%) X +>‘28 < A” * ot t ;1 and Apg > O

=A and A

(x1) 41 <Pt ot =My

+ A

5 sa > °

(xii) )\9 +A42 g ot t ,\17 and Mo > C

The prices in the exporting region r are all equal:

AN, = Ao = Ay = A

1 5 9 15
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The prices of the non-interregionally traded good in
region s are equal and both equal to the marginal cost
of production:

}6 = AlO = A17

Now the price of product 1 as an input to final demand
in region s:

)\3 = )\15 + tld + tfl

but from condition (ix)

- A
/\3 < Al’? 27 where /\27 » 0
Therefore
- A = A
ry < Pyg 6 Mo Mgt Yg t iy

And from conditions (iv) and (v) we know

A‘6 < A t..+ %

* Yy 15 % Y1a t 2

a + tll and AlO < A

15
S0 the price of good 1 for final demand in region s is
less than good 1 as an intermediate input in region s's
where the final demand is imported from outside the reg-
ion. This may seem odd at first, since intra-regional
trade flows are costless, one would expect the price of

a good to be equal in all sectors in a region. In the
above situation, without further restrictions, an arbi-
trager would buy as final demand good 1, and re-sell it

to the other demanding sectors 1 and 2. Since there are
no communication costs internally and the price is cheaper
in the final goods sector than the intermediate goods

sector the arbitrager would make a profit, and this would

result in increased efficiency since sectors 1 and 2 would
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obtain the good cheaper and the price equalised in
all sectors in the importing region. However, we
saw 1n (e) above that when the prices in each sector
1n the importing region are equal and some are imp-
1= ' T b

However our assumptions in this section are that t

orted into every sector, then tf

12
t,, > tf = 0., But by allowing an arbitrager to re-

11 1

sell goods that were imported as final demand to inter-
mediate sectors and letting this re-sale be costless,
ve are implying that the cost of impcrting a good is
equal for all sectors since 1t can be most efficiently
done by importing to the sector with the cheapest comm-
unication costs and re-selling intra-regionally and
costlessly from this cheapest sector. Thus in order
to have a condition that communication costs can vary
between sectors, we must also assume that once a good
is imported by a sector 1t cannot he re-sold by that
sector to another sector in the same region. This con-
diticon is necessary for attraction theory to be
formulated.

(g) 1In section (f) we gave an example where in the importing
region, the imported good was supplied only to a sector
that was not supplied by internal production. ZLet us
consider a case where imports are supplied, not to all
sectors, but (in this case) to two sectors, one of
which is supplied solely by imports (final demand) and
one of which i1s supplied partially by imports and part-

ially by internal production (sector 1). This would seem
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to imply as in the case above tl2) t 0.

112 % 2

The system of flows described here 1s identical
to the ones given in (f) above, apart from (iv)

where > O rather than rs¥11 = 0. This

rs¥11 s*11

changes the associated inequality (iv) into an

15 + tld + tll'

system of flows we obtain:

equality (iv))\6 = A From this
A= A= = iti
(1) 1 9 .%5 XIS’ the usual conditions of
price equality in all sectors in the export-
ing region,

(ii)xl7=)\10=)\6=,\ + bt .+t >A

and

)\13 =)\15 + tld + tfl

and

%10 < >~15 + tld + t12 ->\34 and )\34> c
therefore

Mo <Mt gt Yy

Thus the sectors to which product 1 (produced in

region s8) 18 sold, the price in region s is equal

to the marginal cost of production, i.e. k17 = AlO = Ab.
Now product 1 is also imported as an intermediate prod-
uct into sector 1 and the price of this is k6’ and

. =A ) . N
Ao 15 * t1q + tyy which is the cost in region i
plus the communication costs. Now all these prices

it follows that tll > .t

)\10< )\15+tld+t

£1° Also since A6 =‘A10 and

it follows that t12.> t

12’ 11°
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It has thus been demonstrated by postulating a set

of a pricri reasonable interregional flows, then

the conditions that follow from the interregional

flows concerning the relative magnitude of the com-

munication costs are consistent (i.e. PRARTTIR tfl)l
Conversely it could have been shown that given the com-
munication costs, what the interregional flows must be
for an optimal solution. The problem was only tackled
in the former way for ease of presentation and thas
does not affect the result.

(h) We can also show that when the output of a product in
a region is positive then there are no profits to be
made, since the price can be totally accounted for by

D=z
the costs. Let us examine ﬁ;TE;\ and QS (\ Se \>

conditions.
When 81 > 0 then

= § -B WX B A

11 5 2l 7 pl 13

Now we know that when any sector in region ¢« buys
from industry 1 in region 5 that the price is equal

to )\15, 1.e. %15 = )‘1 = >‘5 =A9. Now )\15 is totally

accounted for by costs of production since AS, A7 and

%13 were interpretted as the cost of inputs., Simil-

arly when industry 1 in region v sells to region ¢ the

1 Showing that the most expensive goods to transport are less trans-
ported than the cheaper to transport goods and vice versa, which is
what one wculd expect ceteris paribus.



cur assumption that industry will distribute itself (or through the
actions of arbitragers) optimally over the regions.
to turn a definition such as III.C.1 into a predictive equation such

as III.C.7.

(1)
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price of the product is equal to A15 plus the costs
of communication. Consequently there is no market -
either in region r or s - where profits are being
earned. A similar analysis can be repeated for pro-
duction of the other goods.

The dual of the primal problem could be formulatedl,
where the objective function would be to find a set
of prices and rents which will maximise profits
(revenue minus costs) subject to the constraint

that profits that are arbitrager can make must be
zero. Thus as long as the final demand 1s perfectly
inelastic (1.e. will buy a fixed amount regardless of
the price) and unit costs (exé¢luding communication

. 2 .
costs) are the same in each region”, the minimisation

of transport costs and the maximisation of profits can

be shown to be equivalent problems, since the primal

and dual are essentially identical.

The possible existence of this optimal solution lends weight to

Since we assume the costs to be at a minimum, and that

firms behave so as to make the o and rS coefficients stable in

1

In a similar way to the example given from Takayama and Judge (181)
in Section IT.B,

Assuming of course the market structure i1s perfectly ccmpetitive
in all sectors.

Thus 1t is possible
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the short run, and so prediction 1s possible. If industry were

not optimally distributed we could turn the definition round into a
form that could be estimated, but we could not be sure that these
estimated relationships would not be based on any consistent behav-
iour. Therefore the assumption of optimally distributed industry is
vital to attraction theory, and we have shown m this section what
assumptions are necessary for thas distribution, given the present

formulation of the attraction model.

ITI.L. Attraction theory and more general price formulation models

The system by which vrice has been implicitly formulated in
attraction theory, as so far discussed, has been very spe01flcl.
This section will examine the possibilities of using one other simple
price formulation model, and go on to mention the extensions in this
field that although may be theoretically desirable (since they would
1ncrease the generality of the model) may be practically impossible.

Let us consider in detail the case where the prices of all prod-
ucts and primary inputs are fixed exogenecusly in each region. This
may be due to government intervention, price leadership, the influence
of unions etc. Now the aim of the firm i1s to maximise profltsz, which

in attraction theory notaticn can be defined as:

That 1s that demand perfectly inelastic and market structure pefectly
competitive, and so the price is determined by the marginal cost of
production (imports) in that market at the given volume.

Communication costs minimisation and profil maximisation no longer
being 1dentical.
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where the notation has its usual meaning and in addition

r"k = unit profit of industry k in region r

Py = unit price of " " " "

P = " " " " " " s (where s 2 all other regions)
p — N " 1 1" h " T

T h

p =" " 1" " ] " s

s*h

Pl - 1t " ] 1a‘b0ur " 1 T

r

A firm will try to maximise 1ts profits but is subject to certain con-
straints such as:
(1) sthk * thk'rgh Z'Bhk'rgh
(1i) that it ecannot sell in any one market more than is
demanded by final plus intermediate users in that
market, This problem with inequality constraints
cannot be solved by classical methods but only
handled in a linear programming format, which unfort-
unately necessitates knowledge of the parameters p's
and t's. Bven if the inequalities of the constraints
were transformed into equalities, lagrangean methods
would not give a solution either, without knowledge

of the p's and t's. We can however take the following

1 This assumes that primary inputs are non-transportable factors.
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approaches:

a. The first approach is to attempt to handle
equation ITI.L.1 1n the usual attraction manner
by assuming that industry is optimally distrib-
uted with regard to the need prices and re-

arranging equation III.L.1 we obtain the following:
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In theory 1t is possible to obtain information on
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iia, rph
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If regional prices were available. Now if

supernormal profits were taken away by compe-
tition such that rnk was a constant across all
regions, then equation III.L.4 could be esti-
mated by regressing
T%K_;A\VQ& yaAV.*\1:R&&9%¥~vdaﬁ>+
\3<&A%*¢W¥F?\ V*NLV%&\*}\5=X\’31%K.+
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Now tkd and thk >0

Therefore assuming all the t's stay constant
and all the other restrictions assumed in
attraction analysis hold then the various
coefficients can be interpretted as

1. %1 says that %K is positively related

to er

ii. X2 says that g is positively related
to sPx
iia, A3 says that Bk 18 positively related

to demand for k in r.
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iv. >\4 says that rgK 1s negatively related
to price of input h in r

Ve hg says that - is negatively related to
price of input h in s

vi. >\6 says that 8% is positively related to
supply of h an r

vii. >\7 says that rgk is negatively related to

price of labour in r

It is legitimate to estimate >\l sereee g by
regression since all terms are seen to be con-
stant across regions. However because of lack

of regional price data, this would be impractical.
A second approach is to examine the consequence
of erroneously implementing the usual attraction
model when prices are given exogeneously. Let us
assume that the real price of primary inputs

(i.e. productivity x money wage) and/or the price
at which the goeds can be sold vary between reg-
ions, such that the profits of manufacturing prod-
ucte k¥ 1n region r are less than the average,
ceteris paribus. Now competition will mean that
sub-normal profits are impossible - how will the
regional market rectify itself. Because of sub-
normal profits, firms will be forced out of prod-
uction and this will have two effects that will

both force profits towards an equilibrium:
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i. because of a reduction in supply of
good k in region r, the price will be
forced upl, and the cost of primary
inputs fall as a result of a decrease in
demand., These possibilities may, however,
be ruled out as they violate the insti-
tutional restraints.

1i. At the same time as competitors are fall-
ing out, those who remain in the market
will find that they can sell a greater
proportion of their output on the regional
market, thus avoiding the cost of exporting

shown by t And also, because of the

kd*®
smaller number of firms in the regional
market the remaining ones will find that
they can buy a greater proportion of their
inputs on the regional market, thus avoiding
the cost of importing shown by thk for each
h. These factors will boost profits towards

the average.

Thus for a region at a competitive disadvantage because of either
price or costs, we will find that for the demand in that region or for
the supply of inputs in that region, that output'will be less than the

expected (predicted) output. This is a priori reasonable. For example

1 Note that the prices of traded goods can never vary in equilibrium

between regions by more than tyg and thy - see the Takayama and
Judge (181) example, Section II.B., or the example given in Section
ITI.K.
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guppose we estimate

- XL, A
-y 1 rddk + 2'rrxhk over all j. IT11.L.8

Now by assumption for a region at a competitive disadvantage rddk
and/or rrxhk w1ll be higher than average for the other non-disadvantaged
regions. Thus the predicted rgk will exceed the actual rgk for the
disadvantaged region r.

A more serious problem arises if say the real wages varied con-

siderably across all regions, such that the rélationship between rgk
and rddk and rrxhk’ varied considerably such that we reject the rel-
ationship between them since it may appear statistically insignificantI,

However, ignoring this possibility, if prices were given exogeneously
and are assumed that they stay constant relative to one another then we
may be able to test that the disadvantaged regions (shown by an under-
estimation of output from the predicted output) grow more slowly than
the advantaged region,

Approach a. above can be adopted (if regional prices are avallable)
without violating the assumption that industry is optimally distributed
through a decentralised decision-making systemz, and thus it is legit-
imate to apply the attraction analysis approach to this simple price
formulstion system. In order to give an attraction theory a wider
application it would be desirable to have prices formulated through more
general market systems. This could be done by using the more general
exogeneously given demand functions as used in the Cournot problem,

3

or the endogeneously formed demand functions of general equilabrium~,

1 The problem of misspecification when using III.L.8 when the true equa-

tion is IIT.L.7 will be ignored in this context since the approach is
not going to be developed. This does not imply that i1t is unimportant.

This assertion will not be proved here, but similar and more general
price formulation models with efficient solutions from decentralised
decision~-making can be found in Takayama and Judge (181).

These have been mentioned in Section II.B.
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However, it is unlikely that these could ever be empirically implemented,

and so will mot be discussed.

ITI .M.Some general remarks concerning the attraction model and an overview
of the theory - the relevant region

(i) Some General Remarks

In the discussion of attraction theory so far, I have tried
to point out the msin assumptions implicitly and explicitly
embodied in model., I have also tried to point out the relation-
ship of the attraction theory of location to other theories of
location. However I should like to make a few further points.
(a) As in many of the theoretical works on location described

in Chapter II, attraction theory deals with discontinucus

space, between which distance costs are incurred, but with-
in which no costs are found to transfer goods between
sectors. However even some of the continuous spatial
studied were forced to adopt this expedient when solving
more general location problems.

(b) One of the advantages of attraction theory is that it is

an empirically implementable model, and this i1s only

rossible by making certain, often heroic, assumptions.

Attraction theory would probably be incapable of incorp-

orating more general functions, which would give it a

wider application, since for example, we have to show that

a decentralised decision-making system can lead to an

optimal solution. The communication cost function is

another example of a particularly simple function that is
used. The t's are proportional to the volume of goods

shipped and not dependent on distance - this is necessary
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in order to estimate the A's. This function must also
not exhibit any economies of scale, For example, if
there was a fixed cost of communication as well as the
proportional cost when cutput was positive the definition

of total communication costs would be:

n
= - 8 » - .
Bt =N F b = 94) + 2 v (B el - X8

IIT.M.1

where the notation has its usual meaning amd;lk = the
fixed costs of communication for industry k as long as
output is positive.

Therefore

12
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where the term T M\ %\_ Y Qe - can be

interpretted as the intercept. Therefore in the
empirical section of the study a test will be made to

see if there 1s a significant intercept. If the inter-
cept is insignificant we can reject the hypothesis that
there are any fixed costs of communication. However if

it is significant that the function exhibits non-constant
returns to scale, then the assumption that a decentralised

market mechanism wi1ll lead to an optimal solution may be
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to doubtl.

(c) Attraction theory 1s only a partial theory of location
in that many variables are given exogeneously that
ideally we should like the model to form endogeneously.
For exauple, we take as given the perfectly inelastic
demand (composed of consumers, government and 1nvestmenﬂ,
the equal production costs (excluding communication costs)
at each location, the given labour supply at each location,
the location and output of certain industries (either
footloose industries or industries where no was made to
explain their location by attraction theory) and the
communications sector. However, most other theories of
location described in Chapter 1 and Chapter II are partial
theories and so in this sense atlraction theory is not
unique.

(a) Attraction theory is based upon communication costs,
which are hypothesised to be significantly different from
transport costs. It is with this that attraction theory
attempts to incorporate some of the secondary factors of
location as well as the primary factors (to use Klaassen's
(113) dastinction again) and to incorporate the advantages
of being in a complex with other industries. These
factors were discussed in Chapter 1. Some examples of
communication costs have been given in Chapter 12 in

relation to other studies; however, 1t seems worthwhile

1

Situations where a decentralised market mechanism will not operate
has been described above in Chapter II.

2 Van Wickeren (197) also mentions some examples of communication

costs.
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to list a few examples of communication costs that

cause costs to be incurred when a flow of goods takes

place between two spatially separated sectors:

i, +traditional transport costs

1i, sales lost by not being in close contact with
customers - not only final demand but also

intermediate goods - or conversely the cost of

establishing a sales office in an area you wish
to supply at some distance from your factory,

iii.the extra cost of providing storage facilities -
when an industry 1s located near suppliers it is
able to keep small stores as any shortage for
production can be made good quickly, but location
at a distance precludes this,

iv, when a mdchine breaks down, production is lost
while the machine 18 out of order - this can be
quickly mended 1f specialist engineering firms
and/or suppliers of the machine are near at hand,
but there may be long delays i1n & more remote
location,

v. transf{er of information of the latest techniques,
fashions and marketing and buying opportunities
may be difficult (and therefore expensive) at
long distances,

vi. where sub-contractors and flexibility in production
are important,

vii.where personal contacts i1n business are important.

In attraction theory we have been forced to assume that these

costs are related purely to the flow of goods and not distance.



(i1)

- 190 -

This may seem heroic especially for such a wide range of costs
that could possibly have a wide range of functions involving
distance and non-constant returns to scale. However, 1t is
only by specifying certain functional forms that results can
be obtained for empirical testing - and this is the price that
we must pay for this advantage.

An overview of attraction theory - the relevant region and its
relation to some other location theories*

The relevant region of an industry can be defined as the
area within which the industry 1s footloose - thus each indusiry
can potentially have a different relevant region. For example,
assume that no supply and/or demand and/or labour factors con-
strain the location of an industry - then the industry is free
to locate anywhere within the nation, and the nation is said to
be its relevant region. Now consider the example of a corner
shop - this 1s obviously purely demand orientated and the relevant
region may be as small as a few streets because 1f the shop moves
outside this area 1t will lose all its customers. Thus the corner
shop may be footloose within a few streets and this is i1ts relevant
region.

For location decisions it is hypothesised that an industry
wi1ll attempt to minimise the communication costs2 with other
gsectors and the further from these sectors that it locates the
higher these costs. Remembering this hypothesis; ideally we

should like to have the country divided into incredibly small

For a fuller discussion of the relevant region see Van Wickeren
(197) Chapter IV,

Communication cost minimisation and profit maximisation having
already been shown to be identical under the set of conditions
and assumptions imposed on the model.
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regions (perhaps even the few streets of the corner shop)
and test for each industry for supply and demand attraction
within this definition of a region. Obviously we would not
get a very good explanation for most industries and so we
could consider them to be footloose i1n some area bigger than
the one tested.

These regions should then be aggregated into larger reg-
ions and the process repeated. Ilowever, the aggregation of
regions should not be purely arbitary but should consist of
ad jacent regions where the newly formed region has less external
trade than the two regions that formed 1t did. With this criterion
we can assume that the aggregated regions are complementary bec-
ause they create a more homogeneous system of regions. Within
this new region some more industries will be explained adequately
by supply and/or demand and this 1s then their relevant region.
This process 1s continued until the only region left is the
nation, and the industries that are left unexplained are then
considered footloose as far as the nation is concerned.

Each industry will have a different relevant region because
the costs of communication for each industry will not have the
same threshold level, before which it is zero and after which it
is positaive for contact between buyers and sellers. For example,
the costs of buyers communicating with a corner shop will be gzero
for people very near the shop but for people, say 3-mile away
they will be positive and so the customers will not shop there
and consequently the shop cannot move more than a few hundred

yards without losing all its customers.

'tw\;\»l
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The costs of communicating with a hypermarket will not,
however, increase at the same threshold level as did the corner
shop and people may be willing to travel 20 - 3C miles to pay
visits to such shopping centres, but after, say 40 miles, people
would not travel. Thus a hypermarket is footloose within a wider
range of area because the threshold cost 1s less than with the
corner shop, even though both are demand orientated.

Similar types of argument can be supplied to industries
that are supply orientated. It 1s possible that certain types of
engineering firms need to be near an engineering complex for the
supply of sub-contractors' services, and Keeble (110) has sugg-
ested that the possible critical distance for this type of supply
may be as small as 5 miles. Tosco (189) suggests that 20 - 50 kms.
(about 15 - 40 mlles) may be the maximum distance over which
ancillary services to a metal working complex can possibly commun-
icate with any efficiencyl.

For some types of industries the communication cost will
hardly vary with distance, and so regardless of where they locate
they will not increase their communication costs. This type of
industry is then footloose to locate anywhere within the nation
and is the type of industry we are hoping to identify in attraction
analysis, 1f 1t is to be used as a government regional policy aid.

Unfortunately we cannot carry out the estimation of the
attraction theory as outlined above, because we only have input-

output tables for one set of regions and consequently we are only

For more details of these studies see Chapter I above.
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testing one area, Thus 1f we explain the location of our industry
with our analysis, we do not know whether the relevant region of
that 1ndustry is the area we have tested, or if that area 1is an
aggregation of a number of relevant regions. Similarly if we do
not explain an industry we do not know if that industry is foot-
loose 1n the nation as a whole or if the relevant region i1s bigger
than the region we have tested, but smaller than the nation. How-
ever, as & general rule, we will assume that if we cannot explain
an industry then the relevant region is the nation.

The concept of the relevant region and supply and/or demand
attraction can be used to analyse some other well known regional
technigues and show that they are only special cases of atiraction
theory.

(a) In attempting to estimate regional input-output tables,

Leontief (123) and Isard (91) attempt to classify

industries into local, regional, national and inter-

national industries, or into as many sub-divisions as

are thought appropriatel. A local industry i1s defined

as one where consumption and production balance at the

local level (whatever local is defined as), and simil-

arly with the other classifications. This assumes that

no products of local industries cross the boundaries of

the local markets. In attraction terminology a local

industry is purely demand orientated ‘at” its relevant

region is the local region. This implies that demand

attraction is the only significant factor and ignores

supply attraction.

See Section IV.E for a further discussion of this type of input-
output model.
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(b) Many comparative cost studies have been done with the
aim of establishing whether any industries incur any
extra cost i1n going to a new location (usually a dev-
elopment area). This 1s an attempt to 1dentify whether
the industries studied are footloose or not, i1.e. can
the industries be successfully transplanted to new areas
without suffering any cost disadvantage. If the answer
is affirmative then the industry is said to be footloose
in that they are not locationally tied to certain areas.

In terms of attraction theory the relevant region is the
nation. We have argued in Chapter I that these gtudies
are expensive to carry out and 1t 1s extremely difficult
to identify and quantify all the types of flows such as
information, whereas the attraction model may be able to
do these more successfully.

(¢) 1In many local multipliers studies a distinction is made
between basic and non=basic 1ndustr1esl. Basic industries
are those that expand as a result of external stimuli from
export demand, whereas non-basic industries are purely
dependent on the demand generated by the workers in the
basic sector. Thus non-baslc 1s assumed to be completely
demand orientated and the relevant region is the area under
study from which they export none of their products. Basic
industries are not demand orientated since they export most
of their production, but no reason is given for their loc-

ation in the region under study.

1 Basic i1ndustry here is not meant in the sense of a heavy industry
that the term is sometimes used in development economics. Yor a
study of basic industry used in this context see, for example,
Thomas (182).
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(d) Interregional input-ocutput studies have been mentioned
alreadyl, and in them all industries are assumed to be
orientated towards demand, with supply having no
influence, This is merely a special case of the
attraction model where a,ll)\kd = 1 and Ahk = 0. However

it seems preferable to test for these parameters rather

than predeteruine themz.

All these cases above are just special cases of attraction theory,
but 1t seems a better approach to test for demand and/or supply attraction
and so calculate the relevant region rather than assume these beforehand.

To conclude the Chapter on attraction theory i1t seems possible to
say from the above discussion that whilst attraction theory may be a
more general case of some other location theories, it is nevertheless
only a partial short-run model that specifies in a non-general manner
many of the relationships between the variables in order to produce a
testable form. However, it has the advantage of handling location dec-
i1sions simultanecusly and of having a more rigorous theoretical base
than many of the empirical studies discussed in Chapter 1, but is per-
haps less general than many of the purely theoretical works discussed in
Chapter II. It is this compromise between the two that makes atiraction

theory a tool that can possibly be used to aid government decision-making.

1 See Chapter IV for a full discussion of regional input-output.

See also Section III.H. for a connection between attraction theory
and interregional input-output.
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CHAPTER IV

Methods of Construction Interregional Input-Output
Tables - a Survey and Results of One Methodd

Introduction

Interregional input-output tables have been discussed above in
relation to the attraction model. We discussed how they are a specaial
case of the attraction modelz. We have also seen how the data of a
regional input-output model is needed as basic data to implement the
attraction analysis. However, input-output models have been used exten-
sively in their own right in regional analysis3. Their popularity is
due partly to their simple consistent structure and partly to their
detailed analysis of exogenous changes in demand for the region's
product: the multiplier 1s shown working through all the industries in

4

a region’. Therefore the tables are worth constructing not only to

obtain the basic data for the attraction analysis but also for purposes

This chapter was written at the early stages of the Ph.d. work.
Subsequent to this there has been published a whole text on regional
input-output analysis by Richardson (157). There 1s inevitably some
overlap, but the criginal study 1s presented in full so that the
reader can understand why one particular method of constructing the
tables was followed. The method proposed is not totally new and has
been used by other authors in the past (these will be mentioned at
the appropriate place in the text) although certain minor details

do differ.

See Section III.H and III.M.

For a bibliography of some regional input-output tables see Borque
and Cox (15).

For an example of this type of impact study see Leontief et. al.
(126).
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of comparison with both the attraction results and with other input-
output tables.

There are different ways of deriving the regional input-output
model, each with different data problems and techrigues of estimation.
This brief survey shows the assumptions embodied in each method, along
with the advantages and disadvantages. Finally one method used to
estimate regional input-output tables for the 11 standard regions of
the U.K. 1s given, and the Northern region's results are summarised.

These tables will form the basic data to implement the attraction model.

IV.B Solution of a 2-region 3~commodity interregzional input-output model

The form of a two-region, three-commodity interregional input-
output table is shown in Table IV.I. (which is exactly the same as
Table III.1, but 1s reproduced here for ease of reference). Using
only two regions is not as restrictive as it may fairst appear, since
region r can be the region that is being studied, and s can be the rest
of the countryl. Theoretically the model can be adapted to encompass
any number of regions, but the size of the table increases with the
square of the number of regions. BSuch adaptions are unwieldy and
costly to construct, and in the case of some techniques of estimation
impossible to construct. Consequently most of the comments will be
restricted to a two-region modelz, although mention will be made of

methods that are capable of generating larger tables.

1 This 1s the scheme adopted by the Welsh (151) study.

We saw in Ch., III that it was possible to implement the attraction
model with a two-region model of this type.
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Table IV.}1

An i1nterregional input-output system
for 2 regions and 3 goods
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Assume the following are known :-

(i) total production of each industry in each region (rgi)

(ii)  the technology used in each region (the Leontief B's).
Although these may not be known it 1s reasonable to assume
that both regions use the same Leontief technology as the
nation, especially in a fairly homogeneous country such
as the U.K.2

(i11) Final demands in each region3

(iv)  a national input-output table.

The following are unknowns:-

(i) 32 . 22 intermediate flows = 36
or generally with n regions
2,2
n .h
h commodities
(ii) 2 . 3 1import flows = 6
or generally n.h

(iv) 2 . 3 export flows

or generally n.h.
(v) 22 3 final demand flows = 12

or generally n2.h
Total unknowns = 36 + 6 + 6 + 6 + 12 = 66
or generally n2.h2 + n2.h + 3.n.h

These assumptione of what is known are made on the basis of the data
for the U.K. and its regions, that 1s either known or can be readily
estimated. For different countries the availability of data may be
different, and therefore there may be better methods for constructing
tables than the ones presented here.

This assumption will be examined later,

3

These have to be estimated in the case of the U.K. - see Section IV.G.
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Equations

(i) How output is allocated.

The output of 1 from r is used partly as an input into industry 1

in r and partly as an input into other industries inr = X,
J§l rroij

and partly as inouts ainto industries in region s b3 X,
=1 rs iy

and partly as exports abroad from region r 285

and partly as final demand in region x rrfi

and partly as final demand in region s rsfi

Hence

351 rrxij * J=1 rsxij M rrfl M rsfi = 8 1v.B.1

A similar equation applies for that part of cocuamodity i which

1s output in region s: Sﬂi

Since i = 1, 2, 3 and there are two regions there are 2.3 = 6
such equations
or generally n.h
(1i) Where inputs originate
By accounting definition, total inputs = total output. The

input of i in r 1s partly an ainput from industry i in r and

3
partly an input from other industries in r >3 X .
J=1 rr ji
d partl i ts T dustri i 3 X
and partly as inputs from indusiries in region s in sr™3i
and partly as imports from abroad into r 2
and partly as primary inputs within r P
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Hence
3 3 .
Bl TSl T T AT 5 IV.B.2

A similar equation apvlies for that part of commodity i
which is an input i1n region s 851
Since i = 1, 2, 3 and there are two regions, there are
2.3 = 6 such equations

or generally n.h.

The technology

ﬁii = rrx13 * srxij = technology in region r IV.B.3

I‘gJ

Since there are 3 industries there are 32 = 9 such equations
for each region. For two regions there are 18 equations

or generally h2.n.

= = import coefficient IV.B.4
g
i

rﬁmi
T

There are 3.2 such equations = 6

or generally n.h.

rﬁpi =i = primary input coefficient IV.B.5
g
r-i

There are 3.2 such equations = 6

or generally n.h.
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(iv)  Others
e, + e, =& IV.B.6

Where E = total exports of industry i abroad.

There are 3 such equations

or generally h.

Alternatively, exports may be known directly from each
region in certain cases. In which case

6 equations

or generally n.h
f.+ f, = F, Iv.B.7

There are 2.3 = 6 such equations
or generally n.h.
However not all these equations are independent since by

definition

1%1 r@Ji + rsmi + B =1 IV.B.8
Therefore IV.B.2 can be formed from IV.B.3, IV.B.4, IV.B.S

and IV.B.8.

Therefore the total number of equations is

6+ 18 + 6+ 6+ 3(6) + 6 = 45(48)

and the total number of unknowns 1s 66,

Let us assume that we know the exports directly and so can fill

in these cells. This leaves us 60 unknowns and 42 equations. However
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we can also fill in directly the imports from abroad (m) and the
primary inputs sector (p) from equations IV.B.4 and IV.B.5. This
leaves jO equations and 48 unknowns. Or in the general case

(1) n2.h2 + nz.h unknowns

(11) 2.n.h. + n®.n equations
and since n and h are both integers greater than 1 the system is gen-
erally insoluble.

Despite this basic insolubility described above, many regional
and interregional input-output tables have been constructed. Various
methods have been used in order to fill in the missing cells, These
can be classified as

(1) surveys

(21) gravity type models

(iii) Leontief-Isard balance models

{iv) location quotients and optimising behaviour models.

These four types of methods will be examined in turn.

The Survey method

If these were conducted i1in the same way as the national input-
output table the expense would be enormous. However Hansen and Tiebout
(72) have a cheaper method based on the assumption that firms know
better to where they sell (by industry and region) than from where they
buy. A questionnaire was sent to firms concerning only their sales.
This allows the rows of the input-output table to be filled in. However
even this method 1s not cheap, and is risky in the sense that the quest-

ionnaire may elicit a poor response ratel. Consequently this method

Because of the expense involved this method is not practical for
more than 1 region, and to implement the attraction model we would
need all 11 regions.
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w1ll not be considered furtherl.

IV.D. Gravity type models2

The hypothesis behind most gravity models i1s that the flows of

commodities between two regions can be expressed 1n the form

_ g.. D
rsZi = 4) r°i‘s i Iv.D.1
t,
rs i
rszi = total flow of good 1 from region r to region s

h
2 x .+ _F. Iv.D.2
J=1 rs™1j rs i

sDi = total demand in region s for products of industry i (intermediate

and final)

) a)
=z x,., + % x .+ £ + £, IV.D.3
J=l 88"1j  J=1 rs"1j 1rs1 ss’i

rsti = distance between region s and r (or the cost of transport of

good 1 between s and r). This term is often squared to make it sim-
ilar to the Newtonian physical gravity model, or can be raised by any
exponent power to give a better fit.

3

This basic expression can take many different forms~ -

1 See also Schaffer (1o4) for other possible types of surveys that
involve less work than would be involved in a full survey.

2 For a further discussion of the gravity hypothesis see Section I.B.

3

Isard (90) has a discussion on the use of gravity models. For a
recent example see Dramais and Glejser (40).
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However I shall restrict the discussion to the Leontief and Strout (124)
model. As Polenske (154) shows, the data requirements are:
(i) set of final demands by region (sFi)

(i1)  technical coefficients by region (s ﬁi.)

J
(iii) trade coefficients (rsqi)'
The following equations are then deraved:
D = E . . . .
s i J=1s! 13 sgg * SFl .D.4
n
s81 = &1 or%i V.05
n
b, = 2 Z, Iv.D.6
s i r=1 rs i
_.&g..D
rSZ1 =r°isg 1 sy IV.D.7
o8

where r £ s

Where o8 = total amount of commodity i produced (and consumed) in
all regions.
rsdy = 2 trade parameter which is a function of transferring commodity
i from region r to region s (where the transfer costs reflect the var-
1ous factors, including transport costs, which determnine interregional
trade).
Equation IV,D.4 states:

Total demand in region s = the total of intermediate and

final demand in region s.
Equation IV.D.5 states:

Total output of region s = total of all flows to all cther

regions and to itself (1.e. inter-and intra-regional flows)

from s.
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Equation IV.D.6 states:

Total demand in region s = the total of flows from all

other regions and i1tself (i.e. inter- and intra-regional

flows) to s.

Equation IV.D,7 states:

The flow of i from region r to s is a function of output
of 1 in s, demand for 1 in s, the trade parameter and

total national production of i.

Substitute (IV.D.7) into (IV.D.S5) and then (IV.D.6)

I g, g(rié?g:])i‘srqi) + Z
€1 = y51 er?y t Sirsl 5 88 i IV.D.8
o°i

Which says production of commodity i in region s is equal to total

amount of good 1 produced and sold in region s plus the production

sold to all other regions

n(rfs)

n D, = g .. 4.
= = = + 4, IV.D.
s i rél rszi 84 r=l g(r 1're i) ss i 9
o8

Which says total consumption of good i in region s equals the total

amount of commodity i produced and used in that region plus the amount

imported from all other regions.
The system treats as unknowns
(1) total production in each region (Sgi)
(1i) total demand in each region (SDi)
(1ii) amount of commodity produced and used in each
region (sszi)
which is 3 n.h unknowns.

Using equations IV.D.4, IV.D.8, IV.D.9 gives 3 n.h equations.
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The system can be solved and then the interregional flows (srzi) found
by substituting into IV.D.7.
The problem is how to estimate the trade parameters (rsqi)' Two methods
are given by Polenske (i1s4) depending on the data available.
(1) when all the data in base year estimates are known,

as with Polenske's study of Japan. However this data

is not available for the U.K. and so I will not dis-

cuss the method further.

(ii) When base year estimates are lacking let

a, = (u, + v.). _t ._c IV.D.10
rs*i ri si’‘rs1i1'rsa
Therefore for good i where r # s, IV.D.5 becomes
z. =28 %5 (Lu, + v,). t,.c IV.D.11

r8i —F—— ‘r1 si’‘rsi‘rs’i re
ofi

where

(i) rsti is intended to be a measure of the inverse of

the per unit transport cost of moving good i from
region r to region s. Lack of information may nec-
essitate the measure being estimated by the inverse
of the distance involved (making a familiar gravity
model)

(ii) rui and svi are parameters characterising in a summ-
ary way the relative positions of region r vis-a-vis
all other regions as a supplier, and of region s as a
user of good i.

(iii) ¢, can only take two possible values: zero and one.

rs

rsC1 = C when r = s, so this equation does not estimate
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the intra-regional flow. In all other cases rei = 1

except when the constructor of the table feels that the

flows of any goods are unlikely (using intuition or

casual empiric1sm). For example, bricks are unlikely to

flow from Scotland to the South-Western region because

it 1s too far for bulky, low-value goods to be transported.
oY and Svi can be computed indirectly if we know

(1) total product ;g

(ii) total demand D,
5 1

(iii) 1internal use of domestic product sszﬁ}

where the superscript M standé for base year estimate.

If U and JV; are substituted 1nto IV.D.8 and IV.D.9

n
gh 2 DM (u, + v.). t.. C.J IvV.D.8a
r 18=1]s itei s i“"‘'rs i'rs’i
M.
_ Mo I‘.).g 1
- (sg i ssZ 1o
A}
n
Vo M
SD i rél r 1(ru1 *x 1)'rs i'rsCi

where rrli = C corresponding to __q. = C.

rr

For 1 good 2.h. equations IV,D.8a and IV,.D.%a

and 2.h. unknowns (h and k)
Having obtained all this infeormation we still cannot fill ain all the
cells of the interregional input-output table as shown in Table IV.1.

Unknowns 1n system of Table IV.1 = 48.
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Equations 1n system of Table IV.1 = 30 (that 1s taking the most
optimistic view of known data.

Additional equations available from the solution of the Leontief -
Strout gravity model are

rrfi + rrril torrfio t rrxi3 = rrzi 1V.D.12

where Z., = internal use of demestic product i = .% X,
rri J=1 rrij

There are 6 such equations. Also:
rSfi + rsxil + rs¥12 + rsxl3 = rsZi = total flow of good i from

3

z X, . IV.D.13
=1 rs"ij

region r to s =

yvielding a further 6 equations.

However in a two-region system IV.D.13 can be found directly
from IV.D.12 and IV.B.l, once we have allocated the exports abroad
as assumed. So in fact we only obtain an additional o equations. In
the general case there will not be n.h2 additional equalions but only
(n.h2 - nh), since the flow from one region to any one other region
can be deduced from total output of the former region and 1ts flows to
all other regions. Thus we cannot solve the system of Table I solely
by the Leontief - Strout (124) method.

This is to be expected since the Leontief - Strout (124) model
only tells us the total flow of one commodity between regions, but not
how the flow 1s allocated between each industry in the region of desti-
nation (similarly with intra-regional total flows.) The system can be

uniquely determined by making an additional assumption that if say 20%
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of the total demand for good i 1s satisfied by imports from anothex
region, then 20% of each i1ndividual sector demanding good i 1s satis-

fied from imports from that region.

i

fi _ee¥i 3=1 ceeneeaa h IV.D.14
sDi sﬁai'sgi
where

(1)

2., g., D, are the total flow between region r
rs i’ 871’ i
and s of good i, total output and total demand res-
pectively, and all are known,

(11) sﬁjj is the known technology

(iii) rsxij is” the unknown import for each individual cell

The Leontief - Strout (124) model has several disadvantages when used

in the United Kingdon.

(2) Since we do not know the q's we will have to use the method
of equations IV.D.8a and IV.D.9a which needs to know rrZi'
These are not readily available for the U.K., although
various sample surveys are available that could be util-
1zed 1f such a study were implemented. Steele (172) has a
list of such surveys but they are not very complete and
are disaggregated into only a few sectors, rather than
the 70 used in the U.K. input-output tables.

(i) The model assumes economic behaviour can be described and
predicted by analogy with physical interaction theories.

It is preferable to build up a model based on assumptions

concerning economic behaviour.



(1ii) Hartwich (74) generated transportation problems by Monte
Caro methods and solved by linear programming. The trans-
portation cost minimizing flows were compared with the
flows generated by gravity methods. This was done because
it 1s possible to derive gravity type functions from cost
minimization hypothises. However he concluded "that simple
gravity values will in general not be transportation cost

C e e 1
minimizing values".

(iv) Gravity models only seem to perform well when the level of
aggregation is high - see Spiegelman (17C) and Section I.B -
so that the no cross-hauling criteria of models based on
optimising behaviour is no longer appropriatez. In our
case of 70 industries the level of aggregation i1s quite low,

(v) The model does not give a complete interregional input-
output table without additional assumptions, but this problem
is not unique to gravity models.

(vi) It must be stated that an advantage of gravity models is
that they can be adapted to encompass more than two regions,
and they can be implemented for the U.K. situation. Gordon
(60, 61, 62) has a lengthy discussion of gravity models in
this context, that i1s more sophisticated than the ones dis-
cussed here. However this work is still in progress and so
his results cannot be compared with the ones that will be

presented here in Section IV.G.

0'Sullivan (179) also showed that linear programming gives a
good predictor of flows of goods, see Section I.B.

Models based on optimising behaviour will be discussed in Section
IV.F.
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IV.E, Isard ~ Leontief balanced regional model

Following Leontief (123) the Isard - Leontief balanced model

combiness
(i) input-output analysis
(11) the fact that some goods are produced in the location

where they are consumed and no interregional trade

takes place in them,
(iii) some goods travel a long way from the production centre

before being consumed, 1.e. the supply and demand bal-

ance only of the national level.
The type of argument used in points (i1) and (i1i) could be repated at
all levels, so we could distinguish international,; national, regional,
sub-regional, local etc. goods. The system is presented below, using
only two types of good but the argument could be extended to include
many.
There are M commodities:
M=1,2 eveeeahyh+1,h+2 .iievveeeeam
The first h are regional goods in the sense that production and consumption
balance in each region. The last m - h are national goods: production
and consumption balance only at the national level.

Let p=1,2 v..... h (regional)

It

g=h+1,h+2 ....... m (national)
(1) 051’ ng, o8k represent total national output of all,
regional and national goocds respectivelyl.

(i1) 817 rgp’ o8 are the corresponding regional outputs.

A bar under a symbol indicates a matrix or vector.
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(iii) Jio OEP, o are the corresponding total final demand

(1v) rEi’ rEp’ rEk are the corresponding total regional final demand.

There are two sets of constraints

F’ijz

Iv.E.1

mlux
o =

The usual Leontief coefficient, which is assumed to hold for all

regions

Ho= % IV.E.2

o®k

where er = the proportion of total national output of the national

commod1ity k produced in region r.

Now
3
o8 ~ =1 big ogj = o'i 1V.E.3
The usual Leontief system
:
81 = 551 Ai; oTa IV.E.4

where AiJ = elements of the i1nverse of the matrix of ainput coefflclentsl.

Regional output of any commodity can be determined by multiplying the

previous derived national output by the appropriate regional percentage

rfx T er'rgk V. 5.5
To derive the required output of regional commodities one has to

separate from system IV.E.3 the first h equations describing the

More commonly written (I-B)-1
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overall production - consumption balance of these particular goods,
and then split each one of them into n regional balance equations.
For every region for each given p a separate set of input-output

equations is obtained for all regionally balanced goods and services

I B

)

1 pJ'rg F for all p IV.1.6

& ~ iTrp

rp
Each such system contains h equations - one for every regionally
balanced output - and M + 1 variables since the total regional con-
sumption of any required good or sexrvice depends on direct final
demand and upon the input requirements of all industries (regional

as well as national) operating in that region. But tle final demand

located in a particular region er is given, whilst m - h outputs of
national commodities produced in the region have already been det-
ermined through IV.E.4 and IV.E.5. Solving IV.E.6 for the remaining

h outputs of regional goods allows us to write:

m
3 h

= B ., 2 .
rgp k=h+1 pk &t =1 CpJ er V.E.7

The two sets of constants Bpk and ij are computed from the basic

input coefficients 81-1. The

3 rgg's in the first right-hand term can

be obtained from IV.E.4 and IV.E.5.

Thus every regional output of each regional commodity can finally
be derived from a given bill of goods. That bill must be described
in terms of the total outside demand for each nationally balanced
group of commodities and separate regional final demand for all

regional goods and services. From the output of regionally and

See Appendix VI,
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nationally balanced goods in each region the requirements of each
good can be calculated. We know that no interregional trade takes
place in regional goods and the balance of national goods can be
computed.

The input-output system is not fully determined since we know
only net flows of national goods not gross flows, unless additional
assumptions are made. Also we do not know how to allocate the imports
from other regions among the industries demanding this import unless
we make the additional assumption that was made in the Leontief - Strout
(124) model that each was i1n the same proportion.

The major drawback with this system is that 1t is very difficult
to identify national and regional industries in practice. Isard (91)
has attempted this but had very little success as the industries were
not easily classifiable. To attempt to splait the industries into two
categories 1s similar to the basic/non-basic industry argument, when
the latter are the regionally balanced goods that are deemed to be
purely demand orientated, since no flows leave the region. This 1s a

gross oversimplification according to attraction theory.

Programming and location guotients

(1) Crude location guotients — an implicit optimising behaviour model

These models can be used to give estimates of inter-

regional flows, a typical model would be:

(a) rgn gives the output of industiry n in region r
h I3
igl rgi as a proportion of total regional output,
(b) o&n gives the output of industry n in the nation
h

i§1 o8 as a proportion of total national output.
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Three possible situations can arise:

1. (i)>(2i) when the region is assumed to be a net

exporter of product n because 1t has more than its
requirements.

2. (i) <(ii) where the region is assumed to be a net

importer

3. (i) = (11) where the region neither imports nor

exports in terms of net flows,

Employment data is often used instead of output - since the

former 1s more readily available - but this implies that the

output per head if the same in each region. Whether employment
or output data are used the following assumptions are implied
in the above system:

(a) The technology of the region and the nation are sim-
ilar - 1n most regional studies this assumption 1s made
because of lack of any other data.

(b) Consumption patterns of final demand users are the
same in each region, and intermediate demand and
industrial structure is the same 1in each regionl.

These assumptions imply that the regional economy

has the same proportion as the national economy;

=% _o%
h h

z
151 rgl i=1 Ogl

for all n. But this is 1inconsistent with flows to

and from the region.

1 This must be so because if it was not, it 1e possible that a region
may have a larger proportion of output than the nation, but will not
export any to other regions because 1ts structure means that there
18 an extra intermediate demand for the product inside the region.
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(c) For the net flows calculated to be regarded as gross

flows 1t must be assumed that no cross-hauling of

goods takes place: similar products are not shipped

both to and from a region. At a high level of

aggregation this is not true since this will conceal

in one classification many types of products. However

the more disaggregated the table the more likely thas

assumption 1s to hold, because transport costs can be

saved by buying in the region an identical product that

wag previously imported from another region. Thus the

no cross-hauling rule implies some optimisation behaviour,

The level of disaggregation of an industrial classification

can be roughly judged by how empty the principal diagonal

is in the input-output matrix. The emptier the i cells

(when i = j) the more disaggregated the table tends to be.

For an explicit description and computer algorithm of a location
gquotient method of constructing regional input--output tables, see
Jones and Golam (102) which 1s based on Shaffer and Chu (163).
Many other regional input-output studies using modified forms of
location quotients (which overcome some of the problems mentioned
above) have been carried out, using national tables as a basis -
see for example Hewings (81, 82).

The Welsh study - an explicit optimising behaviour model

The Welsh model (151) as presented by Round (16C) 1s given
here to demonstrate the use of location quotients and the problems

involved. The following assumptions are made:
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Assumption I: regional technological coefficients are the

same as the national ones. In a country as homogeneous as the
U.K. this assumption should not lead to too great discrepancies.
In the Welsh model, certain industries were modified in the light
of locally available knowledge, but did not appear to be too diff-
erent from the U.K. estlmatesl.

Assumption II: final demand in the region, which 1s given or can

be estimated, is satisfied by regional production, which also is
given, as the first allocation flow. One can assume that the
costs of selling to final demand must be high to sectors outside
the region so that final demand has to be satisfied from wathin
the region, as long as there is enough production in the region
to satisfy this final demand.

rsg = sr£ =0 Iv.F.1

where the f are vectors. If there is not sufficient production
withain the region, then some interregional flows of final demand

would take place.

This assumption has been tested to some extent with USA data by
Czamanski (35) and Walderhaug (195). Both compared an actual
survey table based on Washington State, with tables derived from
second-hand methods. Czamanski's results were quite encouraging
apart from what he called 'problem sectors . These are basically
the sectors in which the region has a high degree of specialisation.
Since the USA 1s a more hetrogeneous country than the UK, the
problem sectors may not give rise to as many discrepancies in the
UK. Walderhaug, page 84, is more optimistic and concludes "the
investigation suggests that technical coefficients for local
input-output tables of acceptable quality can be developed from
national input-output data."
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Therefore:

g - F=T Iv.¥.2

wherevg = vector of total intermediate outputs available
from region r, to region r and the rest of the nation(s),
after final demand has been satisfied.

Assumption III: +total intermediate outputs of each industry

in region r are distributed into national industries in the
same relative proportion as the distribution of the total
intermediate output of the corresponding U.K. industries
amongst U.K. industrlesl.

Assumption IV: as far as possible the industries in region

r obtain their inputs from supplying industries located with-
in region r and likewise industries in region r sell their
outputs as far as possible to industries within the reglonz.
From assumption III we can define a h x h matrix r§ of
intermediate flows of goods and services from region r to
U.K. industries (region o) where r + s = O.

A N _1

X=_T.U0" ", X IV.F.3
r~ 1 o o=

where:

X = national input-output matrix3

-

1 That is the ccefficients found b; dividing each element of a row

by the row total are constanli. Whereas the coefficient i1in the
attraction model is found by dividing each element along a row in
the top left-hand quadrant of Table IV,1 by the output of each
industry, the coefficient in the Welsh study is found directly from
a national input-output table and these coefficients across the rows
are assumed to hold for the region (r).

2 . . -
Thus there is no cross-hauling so as to minimise transport costs

(although this is not explicitly stated).
3

This is a matrix of actual flows of goods, not the coefficients.
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ol

rU = the diagonal matrix with rg as the principal diagonal
OU_l = inverse of the matrix wath OQ as the principal diagonal
o- = vector of total national intermediate outputs.

The meaning of W is
r

A A

rU oU gives the proportion of total intermediate output

that the region has of each product.

A—

rU'oU l.og gives the availability to each industry in the U.K.

(r + s) of products from industries in region r.

For example, if OK were from a 3 x 3 model

1 6 12 24

2 12 18 0

3 12 12 16
and region r has: half of intermediate output
of industry 1y one third of intermediate output
of industry 2: quarter of intermediate output

of i1ndustry 31

i.e. the vector half, third, quarter is the principal diag-
A A_l

onal of U. U 7,
r o

then if Assumption ITII holds, region r would be expected to

have available:

for industry 1: half.o = 3 from industry 1

for industry 2:  half.12 = 6 from industry 1

1

for industry 3: half.24 12 from industry 1

for industry 1l: third.l2 4 from industry 2 etc.

Note that the vector of proportions of intermediate output can
differ from the demand for intermediate inputs because of the
different structure of final demands in Wales and R.U.K.
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A

Premultiplying 0§ by rU'oU-l gives

1 3 6 12
2 4 6 0 = r§
3 3 3 4
f\_l A
From Assumption I we can define a h x h matrix *- = og.dV .rV
IV.F.4

which gives the intermediate flows of goods and services
to industries in region r from industries in the nation as a

whole, i.e. its total demands for intermediate products.

Where:

rY vector of region r total intermediate inputs, 1.e.
1ts total demand from each sector in region r.

OQ'I.TQ is the proportion of total intermediate inputs that

the region requires of each product.

OZ.OG-I.fV will give the demand by each sector for inter-
nediate products of all other sectors regard-
less of origin.

If OK is defined as before and region r needs as total intermed-

1ate 1nputs

(a) tenth of 1

(b) half of 2

(c) three quarters of 3,

i.e. the vector, tenth, half, three quarters i1s the principal
AT |

diagonal of rV oV .

N AN
Post multiply o& by rVOV 1 and get the requirements
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i

3 1.2 6 12

From Assumption IV the intra-regional flow matrix can be

obtained

eriJ = min rxiJ’ r*xij IV.P.5
where

(a) 1j signifies a typical element of the matrix

(b) X is the matrix of intra-regional flows, i.e.

rr
made up of __x. elements.
rri
For the complete 2-region input-output model we define the

following

X X,
rr i) I rsTig

X, . X, .
ST 1] l S8 1)

After the rré matrix has been filled usaing IV.F.5, 3 cases
are possible
(a) £ 5 >r*xig - the region T is a net exporter to
regicn s of intermediate output of industry i when
supplying industry 3 (the output of i for 3 in reg-
ion r 1s greater than the demands by J in region r

for 1, and once having satisfied this internal demand

it exports the surplus available).
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Therefore

rsxij = rle - r*le, 1.e. 1t exports the

surplus available.

2. erlJ = C no imports since cross-hauling

1s eliminated by Assumption IV.

3. X, = x, - _x_ _ the trade among the
ss"igy o"iy r1y
industries in the rest of the nation 1is the
national input-output tables minus intra-
regional trade in r and exports r to s.

r*xlg > rXiJ

Therefore

1. erij = r*xij - rxiJ (1t amports what it
cannot produce itself).

2. rinJ = ¢ (no exports as no cross-hauling)

3. X, = X .= X, .
ss i 0 1] r¥ij

X, = _,X, = then on balence region r neither
rij r¥ i

exports not imports intermediate output of i to or

from s.
Therefore
X =0
rsT1y
x,, =0
sr 1]
3, = X - X

X, = . . .
ss i o ij xrij

Continuing the numerical example we have

X, .
rij

3 6 12 C.6 6
= 4 6 0 J’_’*Xig =1.2 9
3 3 4 1.2 6

18

12



6 12 24
x , =12 18 0
0 1]
12 12 16
yielding
0.6 6 12 2.4 0 0
X, . 1.2 ) 0 2.8 0 ¢ X, .
rrij rsij
1.2 3 4 1.8 0 0
0 0 6 3 6 6
erlj 0 3 0 8 ? © ssxig
Y 3 8 9 6 4

where final demands and primary inputs are determined beforehand.
As can be seen this is a refined location quotient since i1t com-
pares how much is needed for each cell, how much 1s available
and then calculates exports and imports.

The Welsh model has an implication ¢f minimizing transport
costs 1n Assumption IV that eliminates cross-hauling. Taking
this criterion we can reformulate the problem into a linear pro-
gramming one, with the objective function aiming at minimizing
transport costs as is implied in the location quotient studies.
Using the notation of Table IV.1
Minimize

2 2 3 3 2 3

>3 2 >3 . P2 t. .
r=1 s=l i=1 J=1 rstig rsxig = iél r'1°r%1



2 3 2 2 3
5. £ . .
rzl iél rtml'r 1 r=1 s=1 151 rsti rsfl IV.F.0

where t = unit transportl cost of 1ts associated variable.
Subject to rsxiJ » 0 where r = 1, 2 s=1, 2, i=1, 2, 3, j=1,
2, 3 and the equations IV.B.1l through to IV.B.8 hold as linear
(in)equality constraints®.
Given a unique set of rstij there will be a unique solution
(excluding the dangers of degeneracy) for the interregional
flow model. The Welsh model assumes that final demand 1s sat-
isfied from within the regicn before any intermediate demand;
this can be allowed for by making the transport costs of
importing final demand so large that this flow will be forced
to zero in the minimization procedure. Whether the assumption
concerning final demand 1s true or not depends on the actual
cost of importing final goods, and so 1s an empirical question.

In this ideal system 1t was assumed that each rstig was
known; however in practice this 1s unlikely to be so for all
the categories of goods and even if the transport costs of say
textiles is known from region r to s it 1s unlikely that we
will know the differing costs of importing textiles to two diff-
erent sgectors in the same region.

Faced with a complete lack of information on transport

costs the following assumptions can be made:

or communication cost. However we shall ignore this controversy
here so as to keep the discussion simple.

The formulation of this problem 1s similar to the ones shown in
Ch. I, II and particularly Section III.K. and Moses (147). It
will be demonstrated here that the problem cannot be solved with
second-hand data and reasonable assumptions about the t's.
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(a) rstlg (where r = 8) = O (transport costs within the
region are zero).
(b) rstla » 0 (where r # s,there are positive transport

costs between regions).

It 1s impossible to make any assumption concerning the relat-
ionship between the cost of transport from regions r to s of good i
to, say, the textiles sector or to the engineering sector, unless
actual information 1s available, However 1f we assume that
rstij =c, for all j that is the cost of importing good i from
region r to sectors 3 (J =1, 2 ....0N) in region s is some pos-
1tive constant, where the constanl may be estimated from freight
rates if they are available. However this will not give a unique
answer to the linear programming problem,

Assume that the region in question has a net export surplus
avallable for a certain product. It imports none of the product,
since cross-hauling always leads to extra transport costs, and it
exports the surplus to the other region. However there is no crit-
erion by which to allocate this export surplus across the row of
imports to the rest of the nation. Sending all the exports to a
few sectors in the rest of the nation, with ihe rerainder of the
sectors in the rest of the nation getting the supply from them-
selves, will yield no more saving in transport costs than alloc-
ating a few exports to each of the sectors that have to import
that good. TFor example if the region had a net export surplus of
30, both the situations shown in Tables IV.2 and IV.3 would

lead to a minimization of transvort costs (given our assumptions

concerning transport costs) whilst fulfilling the constraints.
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Table IV.2

minimization problem

T 8
1 2 3 1 2 3
10 12 20 30 0 ¢
0 O ¢ T0 70 150
total
inputs 10 12 20 1060 T0 150
Table IV..3
Another solution to the transport cost
minimization problem
T 8
1 2 3 1 2 3
10 12 20 10 10 10
0 0 o} 90 60 140
total
10 12 20 100 70 150

inputs
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If we have two such optimal basic sclutions to a linear
programming problem then there are an infinite number of sol-
utions made up of linear combinations of these two sclutions.

For the Welsh model a unique solution is obtained without
resorting to different t's for the same product between different
sectors. It is necessary to look closely at this aspect of the
Welsh study because I believe that Assumption IIT is somewhat
arbitary and inconsistent. The assumption is that total inter-
mediatle output of each industry in region r is distributed into
national (total UK) industries in the same relative proportions
as the distribution of total intermediate output of the corres-~

ponding national industries amongst national industries.

rr’i; * rs*13 _ aij for all j IV.F.7

rgi

Where aiJ stands for the Welsh allocation coefficient. On this
assumption, flows across the rows in an input-output table must
always equal this constant allocation coefficient. In contrast,

the Leontief coefficient (Assumption I) is

rr’ij tsriy g for all i IV.F.8
283 i

This latter relationship is dictated by the technology of the
production process, whereas the Welsh allocation coefficient has
no reason for this to be a constant. Since there is no technol-

oglcal or economic compulsion1 for industry 1 always to sell a

We will show that it 1s not an economic necessity since this
situation will not minimize total transport costs.
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fixed proportion of its output to industry Jl

Table IV.4 was based on the example worked out above for
the Welsh study, but with only industry 3 inserted. This simpli-
fies for illustrative purposes, but the principle would hold for
all industries. In this situation the region 1n the top left-
hand quadrant exports 1.8 of good 3 and imports 11, i.e. a net
import balance of 9.2. If the Welsh Assumption III is dropped
then the region would have no exports because cross-hauling is

eliminated. This would mean the cell would be reduced to

re’ 31
zero and the ss¥31 cell increased to 10.8 at the expense of 1.8
exports to r. The problem is how to allocate the exports from s

to r and the extra intra-regional use in r.

There are 6 unknowns
rr’3l rr32 rr33

srx31 srx32 er33

but only 5 equations

1. o 1.2 g

2. rrx32 + sr¥32 = o ) must hold because of Leontief
g coefficients

3. 33 T er¥33 = 12 2

1

This 18 not inconsistent with attraction theory because attraction
theory is based on an interregional input-output table where we are
assuming flows are optional, i.e. they minimize transport (or com-
munication) costs. Cnce these optional flows have been established
then we have argued in Section III.E. that the ,o coefficients in
the attraction model will be stable in the short run, and so allow
us to implement the attraction model. But the constant 'a'
coefficients of the Welsh medel are not based on a consistent
optimising behaviocur, as will be shown.
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Table IV.4

An 1nconsistency in the no-

cross=hauling assumption

1 2 3 1 2 3
rrx31 rrx32 rrx33 rsx31 rsx32 rsx33
1.2 4 1.8 0
srx3l srx32 srx33 ssx31 ssx32 ssx33

0 3 8 9 6




- 231 -

4o or%31 % sr%32 * 6r¥32 T 9.2 - total exports

5. rrx31 + rrx32 + rrx33 T 10 - total intra-regional use.

If there are h commodities and n regions, there are h.a.
unknowns and h + n equations. BSo the system 1s insoluble 1f
hy2andn )1,

Some method has to be devised whereby the flows are alloc-
ated, since no assumptions concerning transport costs would give
a unique solution. One method would be to say (as suggested in

equation IV.D.14) from the above situation that because region r

\ 9.2
imports 0 + 9.2

each industry in region r that requires good 3 obtains the same

100% of its total requirements of good 3, then

percentage from imports

o 2.2
e ¥3) T 0 4 9.2 (1.2) and consequently

¥y =12 - _9.2 (1.2)%
10 + 0.2

This could be rationalized by assuming that the sales efforts
to each sector of exports are subject to diminishing returnsz,
but 1f we assume that each industry i1s competing for products
inside the region (or the natlon) for products produced there,

1t does not seem unreasonable that they can procure the same

This is suggested by Moore and Petersen (143) and Chenery et. al.
(29) - see vbection III.F.1i for a diséussion of their work

but this non-linear argument would then be inconsistent with its
use in the attraction model.
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percentage eachl. Although this assumption may be somewhat
arbitary it does not lead to internally conflicting resuvlts

as did Assumptions III and IV in the Welsh model. This

allowed region r to export to region s products of industry 3

to industry 1, and consequently industry 3 in r would not be
allowed to import any of industry 1 from region s, because these
flows would be cross-hauling. However 1t allowed industry 2 in
region r to import products of industry 3 from region s, as long
as no products of industry 3 were exported from r to industry 2
in s, However since the products of industry 3 are homogeneous
regardless of whether they are going to industry 1 or 2 thas
means that cross=hauling is i1n fact taking place. Because of

this internal inconsistency the Welsh method will not be used.

We saw in Section III.K ihat for some of the good imports by the
region to go to each sector in the region, then the t's (transport/
communication costs) between each sector must be the same. But
without knowledge of the t's nothing can be done apart from the
assunption described above. Although this is to some extent incon-
sistent with the attraction model we are going to test, I do not
think that it wi1ll be too serious since the assumption we are using
determines the flows of goods to each sector by preference to total
production in the region and total intermediate and final demand in
region for that product, which 1s determined by incomes, tastes and
industrial structure. It is these factors that ene would expect to
play a major role (in determining how much is allocated tu each
sector). Also other authors (see in particular Boster and Martin
(14), Moses (149) and Chenery et. al. (29))do this so that accurate
input-output tables can be obtained from second-hand data - see
Sections IV,Fali and IVsi for a discussion of these works.
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(iii) Some other optimising models

Moore and Petersen (143) have constructed an input-output
table for Utah alone1 using assumptions very similar to those
suggested above. They first obtain the gross outputs of each
sector in Utah and then calculate final demand. They then
calculate intermediate demand by post multiplying the national
input-output table by the proportion of gross output of each

sector using a diagonalised matrix.

x .. 9
o= r

Thus total demand in Utah is found by summing final demand and
intermediate demand and comparing this with the known gross out-
put. If output exceeds demand then the surplus is exported,

but if demand exceeds output the deficit 1s imported and the
imports allocated to the deficit sectors in the same proportion
as 1mports are to total requirements. This approach follows
Isard (92) who constructs a net export/import flow for New
England using this balance technique. Isard does point out

that to obtain gross flows from net flows by this method one
must assume no cross-hauling and he 1s apprehensive about deriv-
ing regional input-output tables in this way. We have argued
above that ability to call the net flows the gross flows depends
on the disaggregation of the input-output table, and how near
the regions in question come to being spacially separated points.

If this held then transport costs within regions would be zero

This is a single region input-output table, rather than the two-
region case we have been discussing.
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and positive between regions. How far this holds depends on
how well the regions have been dilineated, because it is at
the regional level only that data is available. TFor example
North Wales may have a surplus in a product and South Wales a
deficit -~ giving zero on balance. However 1t 1s possible that
North Wales finds it cheaper to sell to Merseyside and South
Wales to import from Severnside because that 1s the way the
major lines of communication run., Since we only have data for
the administrative regions we have to bear in mind that these
may not be the most economically integrated units into which
the coantry can be divided and remember this as a weakness of
the studyl.

Chenery et. al. (29) and Moses (149) in construction of
their interregional input-output models, also assume that 1f
say 10% of the total of region 1's steel 1s imported, then each
sector that needs steel 1n region 1 1is assumed to have 10% made
up of imports. These two studies also bring up the stability of
what Chenery calls 'supply coefficients' and Moses 'trade
coefficients'. In the input-output matrix shown in Table IV.I,
these refer to the bottom left and top right quadrantsz. A
static description of interregional trade can be built up where
all the cells are filled i1n by making the proportionality
agssumption concerning imports. But 1f the model is to be used

for prediction the assumption must be made that these coefficients

However casual empiricism from the Min. of Transport road surveys
(141) would suggest that the regions are reascnably well defined
from the economic stand point - see Fig., I.1 and Table I.l.
2 If these 'trade' or 'supply coefficients' are stable then sc 1s the
& coefficient in the attraction analysis,
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are stable, so 1f region 1 imports 10% of 1ts steel now, and

1f there 1s an increase in demand for steel users in that region,
they will have to increase their demand for steel (direct and
indirect) and 10% of this additional demand will come from
imports from other reglonsl.

To some extent this may seem arbitary because there is no
technical reason for doing so, but this problem was the subject
of Moses' (149) study and his results give rise to some optimism
concerning the stability of these coefficients. Isard (93)
overcame the problem by assuming that impcrts of steel from one
region are & technically different product from the steel pro-
duced within the region, thus the trade/supply coefficients
become technically necessary Leontief coefficients and prediction
is possible. However Isard's is a purely theoretical paper
that would be impossible to construct from second-hand data,
since the method outlined above relies on calculating the net
flows of an homogeneous product from a region.

It must be noted that a disadvantage of all the implieit
or explicit behaviour optimising models that have been presented
here, 1s that they can only handle a system of two regions at
once, where one must be the region under study and the other

must be the nation minus the region under study.

IV.G. An example: the Northern region

It is for the reasons given in Section IV.F¥. that I propose to

follow the methods used by warious authors2 mentioned above and:

1 For a summary of these studies see Kuenne (122).

Namely Moses (149), Moon and Petersen (143) and Chenery et. al
(29).
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(1) calculale gross output of each region from 1963 Census
of Production data (26)1

(1i) calculate final demand (excluding exports abroad and
to other regions) from such sources as the Family
Expenditure Survey (50)2

(111) post-multiply the national input-output matrix for inter-
mediate goods by the matrix which results by setting the
proportions of gross output along the principle diagonal
of an otherwise null matrix, and sum the rows of the
resulting product matrix.

(iv) Add the row sums to the final demands and so calculate
total demand from within the region, and compare this
with available supply (1.e. gross output).

(v) If the region has a net surplus then all the regional
demands are filled by regional output and the surplus 1is
allocated to exports as in the studies described above.

(vi) If the region has a net deficit, the deficit is imported
and imports to each sector are allocated as shown above.

It thus seems possible to construct cheaply and quickly inter-
regional input-output tables (of the type shown in Table IV.1) for each

region of the U.K. This can be done by employing relatively well

At the time of implementing the analysis the Census of Production
for 1968 was not available,

A heavy reliance was placed on Woodward (202) in the construction
of these estimates. However since completing this work there has
come to my notice otlher work on regicnal social accounts that go
much deeper into the problems involved - namely Gordon (63, 64,
65, 66) and Tompkins (186). These studies treat the problem more
rigorously but because of time constraints 1t was decided in this
study to employ existing results rather than going to many primary
sources.
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established techniques of construction that seem to be internally
consistent and by emplcoying data that i1s relatively accessable.
This seems reascnable i1n the light of the indeterminacy of the
model described by equations IV.B.1 to IV.B.8.

Although this method may give, as we have argued, a reasonable
static model the main use of input-output tables 1s for predictive
purposes. MNMoses (198) has pointed out an inconsistency in this type
of input-output table when used for prediction. He argues that
imports of products are only made when the region cannot supply any
more of the product itself, so it must be working at full capacity,
otherwise transport costs would be saved by not importing. But use
of the i1nverse matrix for prediction assumes that sectors that import
will ccntinue to import the same proportion and produce the same
proportion of the product, before and after the increase in demandl.
Although this is a valid criticism, the Moses (149) study and that of
Chenery et. al. (29) give rise to some optimism concerning the stab-
11ity of these coefficients,

An aggregated version of one of the 11 standard regions input-
output tables 1s presented here. The original had 73 intermediate
goods, 5 primary inputs and 4 final demands; so giving a 144 row x
146 column table which is tco big for i1llustrative purposes. To
aggregate 73 industries into 6 involves somewhat arbitary aggregation
but the table serves for i1llustration. The table for the Northern

Region is as Table IV.5.

Consequently the implication is that there is some spare capacity
remalning in the region, otherwise 1t would not be able to expand
production. This difficulty is not encountered in attraction theory
since industries are no longer purely demand orientated, but are
limited by the supply constraints as well. Expansion of output of
some sectors will lift some of these constraints and so allow some
other sectors' output to expand.
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Table IV.5

The Northern input-output table diagramatically

Intermediate flows: Intermediate flows: Eff
North to North North to rest of U.K. 8 g
~ &
o5

g

.,
Intermediate flows: Intermediate flows: o %
Rest of U.K. to North|Rest of U.K. to o w
Rest of U.K b
es ®dhao fbo
gao =N
PO
3, =

sume MOI

Primary inputs in
North

Primary inoputs in
Rest of U.K.

column

sums
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The numerical values are shown in Table IV.6.

The actual table looks as though there i1s cross-hauling of
products, but 1t must be remembered that each 'industry' in the
table represents 12 industries for which there was no cross-hauling
in the original interregicnal flow table - although on aggregation
1t appears that cross-hauling i1s present. Cross-hauling could
have been eliminated from the demonstration table by aggregating
the industries before the interregional flows had been calculated;
but this would have underestimated the 1nterregional flows, since
the surpluses and deficits of the aggregated industries would have
to some extent cancelled each other out.

Remembering the limitations of the multiplier, the (1 - B)_l
matrix is shown in Table 7 where labour has been made endogeneous
to the system. The matrix that was inverted was slightly different
from the one shown in Table 6, because the system shown in Table 6
is a closed systeml. However in obtaining multipliers for the
region the main interest is in the amount of employment that is
created directly and indirectly as a result of a change in final
demand. Therefore the labour inputs were separated from the primary
inputs vector shown in Table IV.6, and final demand to consumers
separated from total final demand. The invested matrix was of the

form of Table 82 with labour included as a normal intermediate.good.

1 See Yan (203) for a discussion of open and closed input-output
systems. This closed system could be solved in relative terms
of one variable - see Appendix IV.

2

In showing how to calculate interregional feedback effects from
input-output tables Richardson (157) page 79 partitions the matrix
and solves for each region separately. However this method
involves many more small inversions that inverting the whole 140 x
140 at once. By partition we would need to invert 8 70 x 70
matrices in order to obtain the same .nformation.
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No.

N Wy

(o NG ) B~ UURF \ Qo

dnterreglonal 1npur=ouiput 1tadle 10 LNOoXrinery regloll and Lide fest OL thne U.h.

418.5
524.1
203.6
19C.6
156.0
1217 .0

6424 .2
4327.0
3785.6
6326 .9
4234 .3
21574.0

29593.6

1 2 3 4 5 6 1 2 4 5 6
57.2 34.4 0.5 1.2 4.2 27.7 4.9 19.8 1.0 3.5 7.2 52.0 205.1
19.3 120.7 26.4 25.1 4.7 21.8 10.0 43.1 17.5 27.9 9.5 18.5 179.6
8 9.8 26.3 8.2 1.5 16.6 C.3 c.8 2.2 1.2 0.2 2.4 | 126.3
5.7 5.9 4.0 26.2 10.1 14.3 2.4 1.2 ¢.8 11.4 C.7 8.4 98.9
8.9 8.9 4.9 2.6 14.3 45.2 0.2 C.1 6.2 0.1 0.5 C.7 69.3
51.9 78.9 23.2 18.9 20.0 161.4 2.7 2.2 0.9 1.5 1.7 9.0 | 845.4
7.8 6.5 0.5 C.4 C.8 8.1 [1471.1 190.3 17.2 53.7 124.3 555.0 { 3988.4
2.0 9.2 3.7 2.3 ¢.5 2.5 277.0 973.9 496.2 778.1  160.9 392.7 | 1228.0
2.1 1.0 2.9 0.9 0.3 2.7 68.3 112.5 514.3 258.3 51.1 323.2 | 2447.9
3.6 5.0 5.8 12.0 8.9 14,0 134.7 115.1 207.2 1548.0 342 .4 485.0 | 3445.3
4, 4.1 2.1 1.4 6.8 25.0 198.2 116.5 146.8 181.1 635.0 1199.5 | 1713.2
1. 2.2 0.8 0.5 0.6 5.8 854.6 63C.8 44C.3 612.9 577.0 28CC .0 [15646.5
246.,2 237.7 102.1 90.9 83.1 872.1 [3399.8 2121.3 1941.0 2849.1 2323.2 15727.1 C.0
418.,3 524.2 203.8 190.6 155.8 1217.2 16424.1 4327.4 3785.6 6326.7 4234.2 21574.3 29993.9
Note: The row and column totals do not match exactly since they are an aggregation of 12 sectors which

were themselves subject to rounding errors involved in the computer calculations.



Inversion of input-output table for Northern region and the rest of the U.K., with labour endogeneocus

) ) Consumer Consumer
1 2 3 4 5 6 1 2 3 4 5 o Demand i1n Demand in
Noxrth Rest of U.K.
1 1.35 0.25 ¢.20 ©.20 0.20 €.23 | 0.1 ©.02 0.01 ©.,01 ©.01 0.01 0.31 | ¢.01
2 0.14 1.37 0.26 €.27 C.12 0.09 | .01 €.02 0.02 0.02 G.01 0.0l 0.09 | 0.01
3 0.6o 0.06 1.18 0.09 0.05 0.05 | C.0C C€.0C ©.0C C.CO 0.00 0.00 0.05 | 0.00
4 0.06 0,05 ©.07 1.20 G.12 0.06 | 0.00 0.0C 0.00 0.01 0.00 0.00 0.06 | 0.00
5 0.11 0.10 0.12 0.16 1.18 0.13 | 0.0 0.00 0.00 0.00 0.00 0.00 0.13 : 0.00
6 0.62 0.60 0.03 0.60 0.57 0.64 | 0.01 0.02 0.02 0,02 0.01 0.01 0.75 | 0.01
[
1 ¢.14 0.13 0©0.13 0.14 0.13 0.13 | 1.51 0.29 0.29 0.28 .29 0.31 C.lo : 0.41
2 .06 0.08 ©.10 0,10 0.08 0.06 | ¢.16 1.39 0.30 0.31 0.17 0.13 0.07 | 0.13
3 0.03 0.02 0.04 C.04 0.03 €.02 | 0.6 0.08 1.21 ©.11 0.07 0.07 ¢.03 | 0.06
4 0.11 0.10 0.15 0.20 ¢.19 0.12 | ¢.14 ©.16 0.22 1.46 0.25 0.17 0.13 : 0.18
5 0.09 0.08 0.10 0.09 C.13 0.10 | 0.17 0.17 ¢.21 0.19 1.32 0.22 0.09 0.21
6 0.17 0.16 0.20 0.21 0.21 0.17 | 0.66 0.70 G.78 G.75 0.72 1.78 0.18 0.92
|
fj?ggith 0.88 0.71 0.88 0.8 0.78 0.97 | ¢.01 0.02 G.02 0.02 0.01 0.01 1.56 E 0.01
1
Labour in !
Rest of 0.19 0.18 0.23 0.24 0.25 0.19 | 0.78 0.82 1.04 ©.97 0.95 1.10 0.21 | 1.70

U.X.
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Table IV.8

The Northern input-cutput table disgramatically -

with labour as an endogeneous intermediate good

Intermediate Intermediate From North From North
flows flows to to
North to North to consumers consumers
North Rest of UK. in North in R.U.K,
Intermediate Intermediate From R.U.K.| From R.U.K.
flows flows Rest of to final to final
Hest of U.K. to Rest consumers consumers
U.K. to North of U.K. in North in R.U.K,

Labour inputs from
North to North

Labour inputs from
North to Rest of U.K. =0

Labour inputs from
Rest of U.K. to North = 0

Labour inputs from Rest
of U.K, to Rest of U.K.

(ther primary inputs - taken as exogeneous

SNOsUSFOXs — pURWSD [BUTI IaY3Q
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The bottom right-hand square of Table IV.8 is zero since final
demand does not consume labour directly, and the primary inputs from
R.U.X. to North and from North to R.U.K. are both zero since labour
is assumed non-transportable in the short run. Each column was then
divided by the column totals of the matrix in Table IV.6 (so the
coefficients will not sum to unity); this matrix of coefficients was
taken from a unit matrix and inverted. The result is shown i1n Table
IV.7. Apart from the assumptions mentioned earlier concerning the
stability of the trading coefficients, which must also apply to final
consumers as well as intermediate users; it is also assumed that the
marginal propensity to consume is equal to the average propensity to
consume., This assumption was made due to the lack of other available
information on the consumption patterns by region of the 73 industries.
The results of Table IV.7 are interpreted in the following way. Assume
that there was an increase in demand of 1 unit for precducts of industry
1 in the Northern region; thas would require directly and indirectly
1.35 units of gross output of industry 1 in the Northern region, 0.14
of industry 2 in the North etc., 0.14 of industry 1 in the Rest of
the U.K., 0.06 of industry 2 in the Rest of the U.K. etc., 0.88 units
of labour in the North and 0.19 units of labour in the Rest of the U.K.
It should be remembered that this is the maximum that the multiplier
allows since i1n this system 1t 1s assumed:

(i) the marginal propensity to consume = the average
(11) all available inputs are bought within the region before
looking outside. This minimises the 'leakage' effects

of the multlplier1

For a rigorous proof of the upward bias on multipliers involved
by assuming no cross-hauling see Jones, etl. al. (103).
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(1i1) The Moses (148) criticism mentioned above.

In spite of the assumption of minimum leakages, one unit of
expenditure 1n the Northern region creates less than 1 unit of
employment i1n that region in all cases. This seems to be consider-
ably less than the multiplier obtained in the many non-input-output
multiplier stu.diesl 2. A possible explanation is that no account
has been taken of feedbacks in government expenditure, since this
sector has been treated as exogenous. However 1t is felt that this
would not increase the multiplier effect considerably.

The actual labour requirements (direct and i1ndirect) of each
sector for the increases in final demand can be found with reference
to Table IV.9 which shows the labour coefficients of each industry.
For example, 1 unit of output of industry 1 1in the North requires
directly 0.36 units of labour. Thus 1f demand for industry 1 in the
North were increased by 1 then the direct and indirect labour req-
ulrements obtained in Table IV.7 with the labour coefficients of
Table IV.9:

(1) 1.35 (0.36) from industry 1 in the North
(ii) 0.14 (0.19) from industry 2 i1n the North

etc.

See for an exaample Greig (o7)

2 It 1s interesting to note that Boster and Martin (14) investigated

the results obtained from survey based input-output tables and
non-survey based tables, and dd not find great discrepancies. They
concluded that the little extra accuracy gained in constructing
survey based tables (assuming these to be true and free from rep-
orting errors) was not worth the extra enormous expense involved.
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Table IV.9

Labour coefficients for Northern
Region and Rest of U.K.

Northern Region Rest of United Kingdom

1 2 3 4 5 6 1 2 3 4 5

0.36 C.19 0.33 0.32 0.30 0.48 0.21 0.21 0©.35 0.27 0.30

Y3IoN
Ut anoqeT

.

(o]

0.49 C.0

*A'n 3o
1883 UT anoqetq

o
o
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(vi) 0.62 (0.48) from industry 6 in the North
The total of which = G.88
(vii) .14 (0421) for industry 1 in the Rest of the U.X.
(viii) 0.06 (0.21) for industry 2 in the Rest of the U.K.
etc.
(x1i) 0.17 (0.49) for industry 6 in the Rest of the U.K.
The total of which = 0.19
This can be done for each industry for which demand increases and
shows where the resulting increase in demand for labour will occur.
It was felt that the multiplier may be sensitive to changes in
the propensity to consume and so this was tested in the following
way. The technical coefficients i1n the final demand columns were
multiplied by a number less than one, then the whole matrix was sub-
tracted from the unit matrix and inverted. The number less than one
18 how much the marginal propensity to consume is as a proportion of
the average. Iach industry was multiplied by the same number because
1t was not known which industry would have the highest marginal prop-
ensity to consume since the regional data is lacking. (In any case
the industries in this 14 x 14 study are arbitary aggregations from
the 14C x 140 table.) This operation was repeated with numbers rang-
ing from 0.10 to 1.00 in multiplies of 0.05. On average the direct
and indairect labour requirements seemed to have been reduced by about
40% by taking this range. The whole table for a propensity to consume
G.75 of the average (perhaps a reasonable estimate) 1s reproduced in
Table IV.10. The whole range of values of these marginal propensity
to consume, together with direct and indirect labour requirements in
the North and in the rest of the U.K. is gaven in Table IV.1ll for

industry 1.



N BN (U S]

()N

Labour in
North

Labour in

Rest of U.K.

Table TV.10

Inverted input—ocutput table for Northern regsion with the marginal

propensity to consume less than the average propensity to consume

Consumers  Consumers
demand 1n demand 1in
North Rest of

1 2 3 4 5 6 1 2 3 4 5 6 U.K.
1.29 0.20 0.14 ¢€.14 ©0.15 0.16 ©0.01 0.02 0.01 0.01 0,01 0.C1 0.20 .01
0.12 0.35 0.24 0.25 C.10 C.8 0.01 0,02 0.01 0©0.02 C.C1 ¢.C1 C.06 .01
0.05 ¢.05 1.18 0.08 0.04 C.04 (C.00 C.0C 0.CC .00 C.00 0.00 0.03 ¢.CC
0.5 0.04 ¢.06 1.19 ©.11 0.5 G.C 0.0C C.00 0.CC 0.00 C.(C U.04 0.CC
0.47 0.48 0.48 0.40 (.44 1.48 (©.01 0.01 0.01 0©.01 0.c1 cC.01 C.49 ¢.01
0.10 0.09 0.09 0.09 0.09 ©0.08 1.44 0.22 0,19 0.19 ©.21 0.22 ¢.09 0.26
0.05 ¢.07 0.08 ©.08 0.06 ©.04 ©.13 1.37 C.27 0.29 .14 0.1C 0.04 0.08
c.02 0.02 0.04 0.03 0,02 0.02 (C.04 C€.07 1.19 C.1C0 G.05 C.CH .01 0.04
0,08 0.08 ¢.12 0.17 C.le 0.9 ©.11 0.13 0,18 1.42 0.21 ¢©.12 ¢.08 0.12
0.06 0.00o 0.07 0©.07 ©0.11 ©.07 0.13 ¢.13 0.16 0.15 1.28 0.17 .05 c.13
¢.10 ©.10 ¢.12 0.13 0.14 C¢.10 0.51 0.54 0.58 (.55 (.5 1.55 0.09 0.59
0.77 ©.62 0.77 G.76 ©.68 .85 (¢, 01 ©0.02 0,01 0.01 ©.01 C.01 1.37 0.01
¢.13 0.13 0©0.16 0.17 0.18 0.13 O.06 C.70 0.89 ¢.83 0.81 ©.93 0.12 1.44

2 DLy A =G |
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Table IV.11

Direct and Indirect labour requirements of industry I in
Northern region with various msrginal propensities to consume

Marginal propensity to Direct and indirect requirements of labour
consume as a proportion
of average (a) in the North (b) 1in Rest of U.K.
1.00 0.88 0.19
C.95 0.86 0.18
¢.90 0.83 0.16
0.85 0.81 0.15
¢.80 0.79 6.14
.75 .77 0.13
0.70 .75 0.12
0.65 0.74 0.11
0.60 0.72 0.10
0.55 0.70 0.10
.50 0.69 0.09
0.45 0.67 0.08
€ .40 0.66 0.08
0.35 0.64 0.07
.36 C.03 ©.07
0.25% 0.62 0.06
0.20 0.61 €.06
0.15 ¢.60 .05
0.10 0.58 .05

Figures rounded to 2 places of
decimals
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The operation described above would not be valid for any 'industry'
except labour, since the assumptions concerning the technology of an
input-output system necessitate fixed coefficients which are stable
so that production can be made. However waith the labour 'industry’
this 1s not obligatory since the amount of goods necessary to produce
one unit of labour diminishes the more labour is produced, i.e. the
marginal propensity to consume is less than the average. For example,
initially to procduce 1 unit of labour 1t may have been necessary to
have 0.5 units of food industry and 0.5 of services., However to pro-
duce a further unit of labour only 0.4 food and C.4 services may be
necessary. This reduction in the coefficients 1s some measure of the
marginal propensity to consume and was tested for the wide range of
values down to C,10 which nearly excludes labour from the system.

Thus making it exogenecus and ignoring its feedback effectsl. A
summary of some of the results obtained from manipulation of the full
140 x 14C interregional table for the Northern region can be found in

Appendix VII.

1 It should be noted that when the input-output table 1s inverted to

obtain multipliers, the elements along the central diagonal are
retained. This contrasts with the U.K. tables for 1903 (27) but

is in line with the tables for the U.S.A. (143). However, as shown
in Appendix V, the only difference between a consclidated system
(where the central diagonal is zero) and a non-consolidated system
(where it is non-zero) when the matrix is inverted 1s the actual
value on the central diagonal. Thus the multiplier i1s not affected
by feed-back effects on this element and so to some extent its
inclusion is arbitary and will not affect the direct and indirect
labour requirements. It was included in the input-ocutput analysis
so direct comparison could be made with the attraction tables.
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Table V.1

Results of 2.5.L.5. analysis for each
industry in the attraction analysis

The figures after the coefficients show which industry
is the attracting force - 4 = demand

a = supply ( forw& coefficient)

m = imports
The figures in brackets under the coefficients are the
t-values.
Industry 66 and 67, and 09 and 7C have been aggregated bec-
ause of multicollinearity.
Industry 20 and 21 have been aggregated because data for
each industiry separately was not available in the 1903
Census of Production.
No tests feor industry 1, 2, 3 or 4 were undertaken because
they were thought to be influenced by factors not within

the scope of the attraction model.

2
Industry Regression Coefficients R
Name
Agriculture )
)
Forestry and Fishing ) not included in
)
Coal Mining the
attraction model
Cther mining and quarrying)
Grain milling = 0.80(d) + 0.07(al + m) 0.92

(4.37) (2.04)



Number

6

10
11

12

13

14

15

16

17

18

19
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Industry

Name

Other cereal food

Sugar

Cccoa, chocolate
and sugar confectionary

Other food

Drank
Tobacco

Mineral o1l refining

Paint and printing ink

Coke ovens

Pharmaceutical and
toi1let preparations

Soaps, 0ils and fats

Synthetic resins and
plastic materials

Other chemicals and
allied industries

Iron and steel

+

+

-+

Regression Coefficients R

0.30(d) + 0.03(a5) + 11.36(a9)
(2.30) (2.42) (2.62)

3.60(al6) + 3.74(a58) 0.96
(2.54) (2.47)

1.32(al + m) 0.86
(9.80)

Not significant at the 10% level

0.19(d) + 8.50(a9) + 3.89(a37)
(2.42) (3.42) (2.72)

9.95(as8) 0.93
(2.98)

Not significant at the 10% level

Not significant at the 10% level

0.87(a) + 0.96(a4 + m) 0.95
(1.98) (2.44)

0.43(d) + 9.27(al7) + 1.11(al8) ¢.96
(2.67) (3.22) (2.76)

1.60(a3) 0.99
(63.05)

Not significant at the 10% level

0.27(d) + 7.42(al8) + 10.70(a58)0.93

(7.11) (6.75) (3.63)

0.35(a) + 3.28(al8) 0.98
(3.16) (8.04)

0.49(d) + 7.43(al8) 0.99

(5.89) (12.08)

0.68(d) + 0.73(a4 + m) + 4.75(al4)
(3.30) (2.16) (2.35)

1.16(ala) 0.98
(2.21)



Number

20/

21

22

23

24

25

26

27

28

29

30

31

32

33
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Industry

Name

Light metals and other
non={errous metals

Agricultural
machinery

Mlachine tools

Engineer's small tools

Industrial engines

Textile machinery

Contractors' Plant and
Mechanical handling
equipment

Cffice machinery

Other non-electrical
machinery

Industrial plant and
Steel work

Other mechanical
engineering

Scientific
instruments etc.

Klectrical machinery

Regression Coefficients

= 0.41(d) + 16.53(a4+m) + C.71(a20/21)

(12.97)  (9.80)

13.91(a38)
(5.02)

+

19.04(a31)
(3.71)

(2.64)  (2.23)

(4.40) (3.88)

= 21.02(a31)
(33.29)

= 15.10(a31)
(7.21)

= 15.51(a31)
(46.01)

= 14.80(a31)
(19.09)

= 0.16(d) + 10.33(a3l)
(2.6¢)  (5.50)

(5.14)

NS+

(3.63)

il

(2.09)  (2.53)
0.42(a) + 10.28(a32)

(3.86) (19.08)

(3.70)  (2.25)
+ 6.08(a34)

(1.98)

(3.29)

0.19(d) + 1.43(al9) + 1748(a3l)
(4.95)
= 0.62(d) + 1.90(al9) + 19.24(a24)
(4.97)

0.68(d) + 14.49(a29) + 7.26(a3l)
(3.34)
0.21(d) + 0.16(al9) + 22.53(a3l)
(5.70)

c.23(a) + 2.81(a19) + 17.76(a33)
(2.44)

0.97

.98

(@]

094

(@}

.92

o

-97

<

<95
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Industry Regression Coefficients R2
Number Name
34 Insulated wires and = 0.27(d) + 8.32(a38) ¢.99
cables (7.07)  (47.71)
35  Radio and = 0.31(d) + 8.49(a20/21) + 4.41(a31)
Telecomnunications (4.93) (2.64) (2.28)
+ 5.64(a35) + 2.04(a38) 0.94
(3.11) (2.30)
36 Other electrical goods = C.48(d) + 9.23(a20/21) + 14.00(a35) €.91
(3.00)  (8.77) (2.52)
37 Cans and metals boxes = 0.85(d) + 1.03(al9) 0.91
(8.58) (3.21)
38 Other metal goods = 6.45(d) + 0.88(al9) + 3.68(a20/21) (.93
(4.15)  (2.67) (2.94)
+ 3.27(a38)
(2.22)
39  Shipbuilding and = (.61(d) + 3.96(al9) + 4.47(a39) 0.98
marine engineering (8.33) (3.55) (3.68)
40 Motor vehicles Not significant at the 10% level
41 Aircraft = 0.10(d) + 0.83(a38) + 5.10(a41) 0.94
(7.05)  (2.33) (22.20)
42 Cther vehicles = 0.19(d) + 0.40(al9) + 26.49(a31)0.95
(2.26)  (2.35) (5.12)
43 Production of man-made = 3.71(al7) + ©.38(al8) 0.91
1ivres (2'34) (3.33)
44 Cotton ete. spinning = 0.58(d) + 3.94(a44) 0.97
and weaving (2.12) (5.64)
45 Wool = 0.42(d) + 15.75(al+m) + 5.17(a43)
(0.45)  (2.30) (3.12)
+ 0.45(a45) + 34.79(247) 0.96
(2.77) (2.47)
46 Hosiery and Lace = 0.28(d) + 1.48(a43) + 15.41(a46)0.99

(4.05) (2.53) (18.21)



Kumber

47

48

49

50

51

52

53

54
55

56

57

58

59

60

61

62
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Industry Regression Coefficients
Name
Textile finishing = 0,52(d) + 11.59(a18)
(2.66)  (4.58)
Gther textiles = 0.80(d) + 2.45(a45) + 3.19(a48)
(6.25) (2.72) (2.17)

Leather, leather goods Not significant at the 10% level

and fur
Clothing = 0.59(d) + 1.22(a44) + 11.08(a50)
(5.08)  (5.02) (4.06)
Footwear = 3.26(a49) + 10.92(a51)
(3.96) (2.20)
Cement = 0.96(d) + 11.64(al2)
(12.80)  (9.50)
Other building = 0.88(d) + 6.23(acC4)

materials ete.

(9.55) (2.21)

Pottery and glass Not significant of the 10% level

Furniture etc. = 0.47(d) + 16.98(a55)

(4.77)  (9.57)
Timber and miscellaneous= 0.47(d) + 1.89(a38) + 9.29(a56)
wood manufactures (5.22) (2.38) 3 (6.48)

Paper and Board = 0.52(d) + 4.79@§§E)+ 13.37(a57)
(4.49)  (5.00 (4.21)

Paper products = 0.79(d) + 1.82(a57)
(7.98)  (5.55)

Printing and publishing = 0.36(d) + 7.36(a59)
(5.20) (16.03)

Rubber = 0.24(d) + 1.95(a18) + 27.71(a38)

(3.74)  (2.71) (9.43)
Other manufacturing = 0.44(d) + 10.48(a18) + 2.70(a38)
Construction = 1.03(a)

(60.54)

(@}

0.93

0.98

.98

.92

97

.96

.96

97

.98

.98

.98

<95

.98



Number

-

03

64

65

56/

67

68
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Industry Regression Coefficients
Name
Gas = 1.17(d)
(37.52)
Electricity = 1.02(4)
(50.45)
Walter supply = 1.03(d)
4 (100.65)
Other transport and road= 1.60(d)
and rail transport (23 34)
Communication = 0.80(d) + 18.09(a35)

(15.81) (7.14)

Distributive Trades and = 1.09(d)
miscellaneous services (90.35)

.91

0.98

C.%

0.99



- 259 -

£ L

as ing1-ona1fizan® because o

Fa
)

the rasnlting lod t-values, Thus there

13 a dgnger we mov have rezected o true relzbienshav so misspreirfying

d vaith at least

ot
i)
D
D
5]
=
prl
Q
iz
—
3
@]
®
o
5
Nl
o)
3
[43)
N
D
O
ot
(T
o
<
o)
[y
—
RV]
=t
o]
]
n
9]
el
=3
H
"
n
D

S

one of the reresining veriables in the ~guatron by virtuve of the mulii-
o .1
collin. avity then the renvlte will be bizsed .

Lttr cticr aralvs:s vas thourht %o be inap-rovriate 1n evnlaining

sriculture, ZLorestry and fishing, coel

the fMrst four iniustries (a
winin- and other mipins and guasrryin~) cince 1% wa. felt that other
factors, such as th= location of dewvosits of ¢
sndvsbries rather than 'nterindusiry relalicns . Ffor certain industries
the rerression vecults oroved 1onconclusive and thece are desigaatedl

'not signiTicant' in Table V.1.

In all the 1ndustries revortedno irtercert term was used 1n the
regress on analyeis. hovever, ac ~x~lzined 1n ection I1T.M, an inter-
cent term mey be ial~rprettad as 2 faved cost cf comunication which
1f rrecent will cast dovht on lhe necessary assumrtion thet industry
1s cptimally distributed. 711 the re-ressions were, thereiore, re-run
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model discussed 1n Jection ITI.K.

See Ch. 1, narticularls Sectron 1.8,
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V.B. Construction and inversicn of the attraction tables

As discussed 1n Section 1II.C. and TII.F. the effects of exogeneous
changes 1n demand or public policy can be obtained by calculating the

attraction matrlxl.
-
~ i r\
(1) ey 7 (_K—\vh'&\ﬁ\\(l \w%}

whaich will show the effects of an increase in demand by final users in
the regiron - some of the original stimulus will leak out of the region

~
inmediately (shown by the \ matrix).

(ii) v&% - {_"X -2\ c‘k - QJD‘\"X\(SQ

whaich will show the effects of an increase in demend by final users for
products preduced in the region. This would be, say, the C.L.G.B.

buying 1ts equipment from a firm in the Northern regicn.

) <oy T3 -1 608 320

The method for a solution to such a system can Le found in Appendix
IV, We wovld need such a solution 1f we were to calculate the effects of,
say, the government establishing or subsidising a new factory in a region,
which would stimulate the local eccnomy through supply and demand effect.
The solution to this last systewm requires a different matrix to be
rnverted for each industry's result. Howvever the solution of systems
(1) and (i1) only require one matrix to be inverted and the effects

on all industries can be obtained from this. However, since

In o1l these cases the interregional feedback effects are ignored.
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interoreted  Jheoreliollly alrecdy, It 1= Lhus only she column totfelc
that e Are now 1ntere_ted in., Ir Table V.2
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The rvesulta for 211 recions ere chown 'n Aovdendirsr 17 — by dresent-
ins the resulils from only two —ontrastine regions 1t 13 hored to
denwons trate the 1nter-reiation wore clesriy.,



Table V.2

Attraction multipliers for two regions

Notes

(i) All figures are rounded to 2 decimal places

(1i) All figures are in value of labour employed

(1ii) (a) shows the column sums of (;‘i -\ (-h;" (;§FO§\§‘\¢

(iv)  (b) shows the column sums of . L - 3 FANE &\J\Y }‘\ri \. -g

(v) in Notes (iii) and (1v) « g} 1s taken on a vector with 1
in each element.

(vi) Figures in brackets after industries 14, 18, 19, 31 and 41 in
colunn (a) of the Worthern region are the result of the system
‘.%‘_’S - ‘\\ ¢ Kt (\‘*\\)\x = QO when the industry in question
has its output set equal to 1.0 and all other industries solved
relative to thas.

(vii) For the multipliers for the other nine regions see Appendix IX,

Industry Northern Region South-East
a b a b
1 .39 .0 0.34 0.0
2 0.54 0.0 U.53 0.0
3 1.13 0.0 0.92 0.0
4 1.08 0.0 1.44 0.0
5 0.30 0.24 0.29 0.24
6 0.36 C.11 0.37 0.11
7 0.16 .0 0.16 0.0
0.40 0.0 0.41 0.0
9 0.67 0.13 0.78 0.15

10 0.31 0.C 0.32 0.C



Industry

11

12

14
15
16
17
18
19
20/21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38

0.14
C.27
1.53
0.83
0.36
0.0

0.12
0.43
0.0

C.0

South-East
a b
.31 0.0
c.21 0.19
0.55 .24
0.08 0.0
0.51 0.0
0.48 0.12
1.02 0.36
1.86 0.91
0.88 0.60
1.22 ¢.5C
0.48 0.0
0.53 0.10
1.25 0.78
C.56 0.0
0.57 0.0
0.48 0.0
0.53 0.0
0.63 .10
0.53 C.36
3.35 0.70
4.18 1.75
1.24 .29
G.ol 0.16
1.62 .50
0.54 G.20
1.39 1.18
1.44 0.65



Industry

62
03
64
65
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Northern Region

.10
0.12
C.C

0.52
.20

0.31

0.42
0.0

0.47

0.0

south-Kast
a b
0.89 C.54
0.40 0.0
3.00 0.48
0.56 0.11
C.38 ¢.0
0.65 0.38
C.33 0.14
0.43 .27
0.01 0.32
C.42 0.33
€.52 0.0
C.74 0.4
6.53 C.C
0.38 .37
0.52 0.40
0.57 C.C
1.72 c.81
1.C1 0.48
1.606 G.86
¢.92 C.73
3.05 1.1C
0.48 0.11
C.52 0.23
C.57 0.59
0.4C .47
0.30 0.3C
0.40 C.42
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Industry Northern Region
a b
66/67 0.48 0.75
68 0.08 0.55

69/70 0.57 0.62

South East
a b
G.49 0.75
G.69 0.55
0.61 0.66
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N

o=
(1i) column b shows the column sums of [1-%, 2o -(A)] 1

which may be interpreted as the value of the multi-
plier when final demand inside the region increases.

Thus the difference between the two multipliers 1s that with the
former all the original expenditure is spent darectly inside the region,
but with the latter a certain proportion (1 - A’kd) leaks out of the
region i1mmediately since industries are not totally demand orientated.
Only that proportion that does not leak out can have any effect on the
region,

In both cases not the gross output, but labour requirements are
shownl.

come of the multiplier effects in the two regions are not signif-
1cantly different from each other. However certain industries have
significantly different effects in each region because of the different
attractiveness of each region as expressed by its industrial stiructure.
(a) Industries that have got a significantly greater effect in the

Northern region than in the South—East2.

(1) Coke (14) - this 1s because of the effects on the

coal mining sector, where the links are particularly

Thas is not, of course, identical to the number of Jjobs since wage
rates differ between occupations.

It must be appreciated that these results are based on the 1963
Census of Production (26) and that year's industrial structure,
and as we have argued in Ch. III, attraction theory is only a
short run model. Since 1963 the industrial structure of the
Northern region has been changed substantially, not a little by
government regional policy. Thus since 1963 not only will the
technology of the Northern region have changed substantially, but
also its internal regional trading structure, and therefore it
may be dangerous to apply these results to the Northern region

at present without up-dating the resulis.
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(iv)  Other non-electrical machinery (29) - this is
larger in the Northern region because of the
existence of the structural links with heavy iron
and steel working sectors which are stronger in the
Northern region. Therefore they are stimulated by
demand when industry 29 expands.

(v) Other mechanical engineering (31) - in both regions
the effect of these industries is very large. How-
ever, the larger effect in the North is again
partly due to the links with the heavy metal-making
and using sectors. The major difference in the
multipliers being due tc the larger effect on 19
(iron and steel) 42 (other vehicles) and 3¢ (indust-
rial plant and steel work). It is alsc partly due to
the fact that this industry must have previocusly been
more of a bottleneck in the Northern region on the
supply side. This will be explained more fully below.

(vi) Shipbuilding and marine engineering (39) - here the
larger multiplier is due to the stronger structural
links in the Northern region with the iron and steel
making (19) and with 39 itself.

(vii) Textile finishing (47) - this has a larger effect in
the Northern region because of the stronger links
with the chemical complex in that region.

(b) Industries that have a significantly greater effect in the South-

Bast than in the Northern region

(i) Plastics (17) - the greater influence 1n the South-

East cannot be ascribed to any specific sectors, but
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stems from the fact that industry 17 demands from
and supplies to the more modern lighter industries
with which the structural links are much better
developed in the South-~East than the Northern reg-
ion., This is despite the fact that in the Northern
region the chemical industry (18) is stimulated
much more through the demand effect from plastics.,

(ii) Laight metals (20/21) - the product of this sector
18 an important supply determinant of certain
electrical machinery sectors, and again these links
are more strongly represented in the South-East.
These links are not as well developed in the Northern
region.,

(iii) Engineers' small tools (24) - the difference is due
tc the attraction of 24 to 1tself and the resulting
demand effect for intermediate inputs that are more
likely to be made in the South-Kast because of the
stronger lianks there,

(iv) Scientific instruments (32) - this 1s caused mostly
by the attraction of 32 to itself to form an indust-
rial compiex that manufactures this type of productl.

(v) Cans and metal boxes (37) - the difference is due
mainly to the supply influence on industry 9 (which

includes food canning) which then influences

There are many sound reasons for industry 32 to form a complex -
these have been described for Boston U.5.A. - see for example
Spiegelman (171) or Simshoni (106)



- 274 -

indusiry o, The:e linke zr-e rot ctionglv dev-

[€a3

cloned in the licrthern region, This 1s de<pate

ne oreater influence in Lhe Worthern region on

the 1ren and steel sector, which 15 a large

N

1ngerm-riate onmut Lo anductrs 7.
("1, Ulher meznal zoods (38) - in= svoply «ffects of

AY

tn13 ocod 12 acein more on the tyoical -oods

proluced 1n the Bovth~s251 becavee of Lhe

strcnger linkeses. This tyre of inducliry is

(] -

- A
(vi1) Aircraft (41) - %his agein ferre a comliy Lbald

(viz1) 55, 56 and 57 - which may be loosely dezcribed
a2a 2 cod-yorting comolex., This cowvlex hes

c22 1n the Soulh-LDest, and

acme of the reascne “or tris ftype of agglom-

4

eration to d=2velor heve b en snooz~ted el wnere .

N
f
™4

N
—

4
}_4
[nt
-
—
ja

l ™
L]
5
[o%

= merier that 1s ctirsctive te 1t201f (5.2, high

o

much cre nichly deviico ed 1n the South-..as

The conclusirn thar g2 may devive from Lthia 1o Lhat where the
cifect of su »lv of a wrodvcl 1= 3 lere= inlTvence tn Lhe multiinla
efrect, then thas ~re-vel muzil heve been 2 boutlaneck to cxpansion

thet all the vrevicus outuut

[S.)
3
ot
W3
RS
v
D
]
[t
Q
oS
3
O
=3
0]
5
&
=3
133
=
[y
n
3
@]
[0}
o]

5
T See for exzonole Towrrce (19D.

er



- 275 -
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Table V,3

Total percentage increase in employment of certain
manufacturing industries in the whole U.K. over the period 1959-1968

Notes:

(i) The i1ndustry number refers to the classification as given
in 1nput-output tables for the U.K. (27)

(1i) The employment figures are aggregated from the subdivision
of the industries shown here, i.e, they are based on M.L.H.
S.I.C, 1958.

(1i1) Only the years 1959-1968 are considered because up tc 1959
the employment was classified by M.L.H. S.I.C. 1948 which

is not directly comparable with 1958 S.I.C.

All manufacturing 3.6%
A1l industries (services and manufacturing) 4.8%

(a) Industries that have a large attraction multiplier in the Northern

Region

(1) 14 - coke over - 19.1%
(ii) 18 - chemicals - 5.7%
(121) 19 - iron and steel - 1.3%
(iv) 29 = other non-electrical machinery 10 . 7%
(v) 31 - other mechanical engineering 18.2%
(vi) 39 - shipbuilding - 24.3%
(vii) 47 - textile finishing - 18.2%
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(b) Industries that have a large attraction muliiplier in the
South-East Hegion

(1) 17 - plastics 43.3%
(11) 20/21 - light metals 8.8%
(i1i) 24 - engineers small tools 37 .4%
(iv) 32 = scientific instruments 11.8%
(v) 37 - cans and metal boxes - 0.5%
(vi) 38 - other metal goods 13.2%
(vii) 41 - aircraft - 15.2%
(viii) 56 - timber 27.7%
(ix) 59 - furniture - 2.1%
(x) 57 - paper 2.1%

(xi)

printing and publishing 14.3%

%)l
O
I

Source of figures - Department of Employment and Productivity -
British Labour Statistics Historical Abstract

1886 ~ 1968 (18) Table 138 and 135.
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Table V.4

Proportion of national ocutput in various
industries for the Northern and South-East regions

Note: industry 31 is included in both the Northern and South-East
Regions, because, even though the effect 18 greater in the

Northern region, 1t is still very large in the South-East.

(a) Industries having a large multiplier effect in Northern Region

(1) 14 - coke 17.%
(i1) 18 - chemicals 17.3%
(i11) 19 - 1ron and steel 10.,3%
(iv) 29 - other non-electrical machinery 3.0%
(v) 31 -~ other mechanical engineering 4 6%
(vi) 39 - shapbuilding 19.5%
(vii1) 47 - textile finishing 0.7%

(b) Industries having a large multiplier effect in the South-East

Region

(1) 17 - plasties 22.6%
(11) 20/21 - light metals 20.8%
(1ii) 24 - engineers' small tools 34 .1%
(iv) 31 - other mechanical engineering 36.3%
(v) 32 - scientific instruments 71.1%
(vi) 37 - cans and metal boxes 25.7%
(vii) 38 - other metal goods 24 2%
(viii) 41 - aircraft 26 .6%
(ix) 55 - furniture 55 5%



(x) 56 - timber 40 5%
(x1) 57 - paper 26 .2%

v
(xii) 59 - printing and publishing 59.1%

Source: 1903 Census of Production (26)
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relative sizes of the two eccnomies the crorcrtion or the U.K. nov—
ulation living in

(a) the Northern Re-ion 1s 6.06%

' o L bl LT ol 1

(b) the South-Bast Regron 1s s1.14%

ow 17 can pe se2en that the few indugtries that have both =
Fach crorth of emnloyment al the natzonal level, and 2 high wlt-
r2on (1niu;try 29 and 3]) are only

1plizy effect 1n the Northern re

& smell presortion of ine reoicnal economy (5,0% and 4,5% resvectively

as a percentzoe of nztional output) So they are unlikely vo cause
larege 1ncreases 1n absolure numbers emnloyved. However, the e industries

thst heve had boih & declining empleyment ab thc national level and

& hioh umltzplier effect in the Worthein rezion (1ndvatriez 11, 18,

19 and 9) are a laxgce rroportion of ithe regional ecnomy (17.2%,

¢ of nat onel output),

. ~f -l - .
17.3%, 10.3% and 19.5% recneciively ac a rorcenta

So the1zr decline w111l have caused a larpe abscluiz reduction in Lhe

number of jobes. The <ibusation 1n the Sonth—sogt 13 revercsed Lo some
er=erl (21trcvol {ne matneva 35 not graite o 2lea™ 3s 11 ire WO unern
region) . One ¢ 1d not hewever exnect the ~attern to be as cl=zr 1n

guch a divereified region cuch s th outh-3a~t ac in o r2latively

sPectl Iised cne ach oo fhe forihern reemon

Tt 1 arter mron 10 com oamn sl oo ro etueoe oo r ol
v odrirs for the 7 vlhors remyen (il 2 h rovi-cuirnt muli*pllﬁ“?gu
Tt .~11 be nolzecd tnoo the 1ot e-cut,ut vuttarliers for sa2h 1ndustzy

gre relal-vely <loze 1n mantivde 3c c2ch ooher, whro«oe the cftraction

malir ~1iers heve 2 moch l2rg=ar rence.  Alse the av=reos roliinliers

Given 1+ apvrendarr VIT,
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Table V.5

Average and standard deviations of input-output
multipliers and attraction multipliers for Northern Region

Name Average Standard Deviation
(1) Column a of Appendix VI ¢.689 0.164
(1i) Column a of Appendix VI 0 .506 0.120

(multiplier i1n brackets)

(iii) Column a of Table V.II 0.807 C.687

for Northern Region

(iv) Column b of Table V.II 0.320 C.306

for Northern Region
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given in column (a) of Table V.2 are larger on average than the
input-output multlpliersl, but those 1n column (b) of Table V.2
are smaller on average (see Table V.5)2. If the input-output multi-
pliers were correct, then different policies would have similar

effects. Howevever, if, as we have argued, regional input-output is
just a special case of the attraction model and the latter's results
are more reliable, then it 1s very impcrtant which type of industry
is stimulated and by which policy, i.e. buying directly from an

industry or expanding final demand in the region. This would suggest

a more discriminatory policy rather than blanket controls and 1ncent1ve83.

The influence of labour as an attractive force in location4

As was d.scussed 1n Section III.J. the structural attraction
equation for industry w where three different types of labour are

included 1s:
A . dd ba 3 A
& = Mea e %t nE ik Mk e8n to2 ki 8L

As stated 1n that section &

Lk 8L cannot be measured directly

and various proxy measures have been suggested. Data on various

Thas is even without interregional feedback effects and without
labour in the attraction multipliers that are present in the input-
output multipliers.

It should also be noted that the rankings of the values of the
multipliers obtained from attraction analysis and from input-
output studies were significantly different. Whereas the input-
output multipliers from all regions had a similar ranking to each
other and the attraction multipliers also had a similar ranking to
each other.

For further experiments with the attraction matrix are presented
1n Appendix X where the results of i1nterregional feedback (see
Section III.H) and of separate supply and demand influences (see
Section III.G) are shown.

For a discussion of the problem of misspecifying an equation with
regard to labour (i.e. of excluding labour from the analysis) when
labour 1s correlated to some extent with the other included var-
iables, sece Appendix VIII.
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of absolute1 numbers of male employed and unemployed by skill
(skilled, semi-skilled and unskilled) were obtained. A breakdown

of female employed to skill was obtained - no analysis was based on
female unemployment figures because this does not measure accurately
the number of females seeking work, whereas male unemployment 1s
probably an accurate reflection of the number of males seeking work.
To obtain scme 1dea of the extent of female hidden labour, 1t was
assumed that the South-East regicn (1.e. the one with the highest
female activity rate) plus 5% of the women of working age, was the
maximum female activity rate that any region could achieve. For thas
maximum figure and the number already working, the difference repre-
sents those women unemployed but willing to work. ©Series on vacancies
ware obtained for males and females.

With these various series, each of which will have scme effect
on the tightness of the labour market, a principal compoments analysis
was carried out. The correlation betwcen all the variables was surp-
risingly high, and in fact the first principal compoénent accounted
for 92% of the total variation amongst all the measures used. The
second component only added a further 3% 'explanation'. Because this
second compoment added so little 'explangtion' and the first was so
all embracing, it was decided to use only the first principal compon-
ent and sc retain more degrees of freedom. Table V.o gives the
industries for which the labour coefficients turned out to be signif-
1cant. However 1t 1s 1mpossible to report the equations in a similar
manner to those given for intermediate industries in Table V,1 bec-
ause we only have:

(1) My Lk 81, = rcl

(11) My

e

It
(@]

1 In g1l the analysis of labour markets absclute numbers rather than

percentages were used - for the arguments for why absolute numbers
should be used see Davies (37).
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Table V.0

Results of ancluding labour in attraction
analysis as a normal intermediate good

The labour coefficient was

Ind;}xstry (a) significant (b) insignificant

0.

1,2, 3 ar:d 4 not tested
5 X
6 X
7 X
8 X
9 X
10 X
11 X
12 X
13 X
14 X
15 X
16 X
17 X
18 X
19 X
20/21 x
22 X
23 X
24 X

25 x



~ 287 -

The labour coefficient was

Indll\]xstry (a) significant (b) insignificant
0.
26 X
27 X
28 X
29 X
30 X
31 X
32 X
33 X
34 X
35 X
36 X
37 X
38 X
39 x
40 x
41 X
42 x
43 X
44 x
45 x
46 X
47 X
48 X
49 X
50 x
51 X

52 X
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The labour coefficient was

Indgstry (a) significant (b) insignificant

0.
53 b
o4 X
55 x
56 X
57 x
58 X
59 X
60 X
61 b'q
62 X
63 x
64 x
65 X
66/67 X
68 x

69/70 x
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Results of including labour in attraction analysis -
the effects on the multiplier for the Northern Region

Notes

(1) 7\13 = a measure of the responsiveness of local lsbour
markets to changes i1n demand for labour.

(i1) p = the marginal propensity to consume as a proportion
of the average propensity to consume (see Section V.C).

(111) The results are all in terms of value of labour employed

P
from the matrix (I - 1,48 -(£A)]

Industry Mp = 0.5 AID = 1.0
"5=0.0 0.5 p1.0 "5=0.C p=5:5 p=1.0
1 0.61  0.67  0.75 0.85 1.06  1.42
2 0.85  0.94  1.05 1.18 1.48  1.97
3 1.77 1.96  2.19 2.46 3.09  4.11
4 1.69  1.87  2.09 2.37 2.97 3.9
5 0.47  0.52  0.59 0.66  0.83  1.10
6 0.57  0.63  0.71 0.79  1.00  1.32
7 0.25  0.28  0.31 0.35  0.44  0.59
8 0.63  0.70  0.78 0.88 1,10 1.47
9 1.04  1.15  1.29 1.46 1.82 2.42
10 0.49  0.54  0.50 0.68  0.85  1.13
11 0.42  0.47  0.52 0.59  0.74  0.98
12 0.35  0.39  0.43 0.49  0.61  0.81
13 1.07  1.18 1.32 1.49  1.86  2.48
14 3.57 3.95 4.41 4.98 6.23 8.31

15 0.92 1.02 1.14 1.29 1.61 2.15
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Industry o = 0.5 AID f_l.o
=0.0 p=0.5  p=1.0" p=0.0  p=0.5  p=1.0
16 ¢.82 0.91 1.01 1.14 1.43 1.91
17 1.29 1.42 1.59 1.79 2,25 3.00
18 5.02 5.55 6.21 7.01 8.76  11.08
19 1.91 2.12 2.37 2.67 3.34 4.45
20/21  1.29 1.42 1.58 1.79 2.23 2.97
22 0.8 0.95 1.06 1.20 1.50 2.00
23 0.9 1.06 1.18 1.34 1.67 2.23
24 1.09 1.21 1.36 1.54 1.93 2.58
25 0.96 1.06 1.18 1.34 1.67 2.23
26 0.93 1.02 1.15 1.29 1.62 2.15
27 0.87 0.96 1.08 1.21 1.52 2,02
28 0.90 1.00 1.11 1.26 1.57 2.10
29 1.74 1.93 2.15 2.43 3.04 4.05
30 1.01 1.12 1.25 1.42 1.77 3.36
31 7.73 8.55 9.55 10.79  13.49  17.99
32 1.23 1.36 1.52 1.71 2.14 2.85
33 2.43 2.69 3.00 3.39 4.24 5.65
34 1.47 1.62 1.81 2.05 2.56 3.42
35 2.26 2.50 2.79 3.16 3.94 5.20
36 0.88 0.97 1.09 1.23 1.54 2,05
37 1.55 1.71 1.92 2.16 2.70 3.61
38 1.46 1.61 1.80 2.04 2.55 3.40
39 1.82 2.01 2.25 2.54 3.17 4.23
40 0.69 0.76 0.85 0.96 1.20 1.60
41 0.99 1.09 1.22 1.37 1.72 2.29
42 1.01 1.12 1.25 1.41 1.76 2.35
43 0.86 0.95 1.06 1.20 1.50 2.00

44 1.39 1.54 1.72 1.95 2.43 3.24



Industry

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59

o0
61
62
63
64
65
66/67

69/70
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) AID = C.5

p=C.0  p=0.5 p=1.0"
0.75 0.83 ©.93
0.78 0.86 0.96
1.80 1.99 2.23
0.83 0.92 1.02
1.66 1.83 2.05
1.23 1.38 1.54
1.04 1.16 1.29
0.58 0.64 0.72
0.81 0.89 0.99
0.92 1.01 1.14
1.99 2.20 2.40
1.12 1.23 1.38
1.68 1.85 2.07
1.34 1.49 1.66
1.28 1.42 1.58
0.85 C.94 1.05
0.86 0.95 1.06
0.88 0.97 1.08
0.65 0.72 .81
0.46 .51 0.57
0.963 0.70 0.77
C.76 0.84 0.94
1.07 1.18 1.32
0.89 0.98 1.11

1D i»l.O
p=0.0 p=0.5  p=1.0"
1.05 1.32 1.75
1.09 1.36 1.81
2.51 3.13 4.17
1.16 1.45 1.93
2.31 2.89 3.85
1.74 2.17 2.90
1.46 1.82 2.43
0.81 1.01 1.35
1.12 1.40 1.86
1.28 1.00 2.14
2.78 3.48 4.63
1.56 1.95 2.59
2.34 2.92 3.90
1.88 2.35 3.13
1.79 2.23 2.98
1.19 1.49 1.98
1.20 1.50 1.99
1.22 1.52 2.04
¢.91 1.14 1.52
0.64 C.80 1.07
0.87 1.09 1.44
1.C6 1.32 1.76
1.49 1.86 2.48
1.25 1.56 2.08
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Table V.8

Spearman rank correlation coefficients of
rankings from triangularisation of attraction tables

Notes

(i) The Spearman rank correlation coefficients are based
on the rankings of the triangularisation of attraction
tables given 1n Table V.9

(ii) All the coefficients are significantly different from
zeroc on a 1 rall t-test at the 0.0005 level (see
S1egel (167) page 212).

(i1i) The Kendall coefficient of concordances (w) for all the
severn regions was 0,88 and on a chi-squared test this

was also highly significant (see Siegel (167) page 236).

(2)  (3) (4) (5 (6) (7)

Northern (1) {o.88| 0.79| 0.814 0.83§ 0.854 0.88
Eﬁ;’;ﬁ;ﬁg:ﬂd (2) |~ | o 0.81| 6.93 | 0.90 | 0.93
East Midlands (3) ™~ | ©.73| 0.86 | ¢.85 | 0.88
South East (4) ~ | 0.80 | 0.86| 0.83
West Midlands (5) > | 0.84] 0.8
North West (6) S o | o.94
Scotland (7) >~
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Table V.9

Rankings of industries from triangularisation
of attraction matrices - 7 regions

Notes: where industries tie for a rank, they are allocated the
average of the range of ranks occupied by those industries -
for example 12 industries tied for rank 1 (either because
we did not try to or could not explain them) and so they
are all allocated an equal rank of 6, and then the next

industry is ranked 13 and so on.

=

\O

10
11
12
13
14
15
16

17

(1) (2) (3) (5) (7) (8) (16)  Rank of
Northern Yo?ks and B Bast §outh West North Scotland Summed
Humberside Midlands wast Midlands West Ranks
6.0 6.0 6.0 6.9 6.0 6.0 6.0 6.0
6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
6.0 6.0 6.0 0.5 6.0 0.0 6.0 6.0
47.5 60.0 50.0 63.0 39.0 63.0 58.0 59.0
63.5 62.0 62.0 65.0 64.0 65.0 62.0 65.0
13.0 12,0 12.0 13.0 12.0 12.0 12.0 13.0
6.0 6.0 6.0 0.5 6.0 6.0 6.0 6.0
46 .0 7.0 49.0 61.0 60.0 60.0 56.0 60.0
6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
6.0 6.0 6.0 0.5 6.0 6.0 6.0 6.0
27.0 35.0 31.0 59.0 32.0 61.0 60.0 44.0
39.0 32.0 23.0 51.0 36.0 42.0 37.0 37.0
12.0 13.0 13.0 6.5 14.0 13.0 13.0 12.0
6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
45.0 53.0 54 .0 60.0 48.0 62.0 48.0 56.0
56 .0 25.0 22.0 35.0 35.0 49.5 32.0 35.0
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(1) (2) (3) (5) (7) 8)  (10)  pank or

Northern ?orks and W.East ?outh _.West North Scotland Summed
Humberside Midlands East [IMidlands West Ranks

18 52.0 46 .0 53.0  47.0 34.0  47.0 47.0 48.0
19 62.0 59.0 51.0  37.0 55.0  37.0 52,0 53.0
20/21 30.5 39.5 28.5 32.5 46.5 34.5 38.5 33.5
22 19.0 20.0 17.6  18.0 20,0 18.0 19.0 16.0
23 23.0 28.0 24,0  23.0 41,0 23,0 21.0 23.0
24 22,0 42,0 34.0  39.0 40,0 26,0 24.0 29.0
25 24.0 16.0 25.0 20,0 23.0  19.0 18.0 19.0
26 20.0 22.0 20.0  17.0 19.0  24.0 17.0 18.0
27 33.¢ 26.0 38.0 22,0 21.0  20.0 25.0 24.0
28 21.0 18.0 18.0 19.0 18.0  17.0 27.0 17.0
29 26.0 37.0 36.0  45.0 29.6  32.0 36.0 31.0
30 43.0 38.0 37.0 46 .0 42.0 36.0 41.0 41.0
31 18.0 17.0 16,0 16.0 17.0  16.0 16.0 15.0
32 125.0 21.0 19.0  30.0 25.0  27.0 28.0 21.0
33 42.0 33.0 41.0 42,0 44.0  44.0 30.0 39.0
34 36.0 15.0 33.0 41,0 16.0  43.0 29.0 27.0
35 38.0 29.0 42.0 43.0 26.0 31.0 34.0 32.0
36 41.0 30.0 43.0  44.0 31.0 33,0 35.0 36.0
37 50 .0 34.0 32,0 36.0 38.0  25.0 2C.0 28.0
38 34.0 50,0 39.0 40.0 02.0 39.0 40.0 43.0
39 65.0 31.0 15.0  38.0 22.0  38.0 55.0 38.0
40 6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
41 15.0 19.0 40.0  29.0 24.0  30.0 23.0 22,0
42 37.0 27.0 26.0 21.0 0.0 22.0 26.0 25.0
43 53.0 52.0 58.0  15.0 51.0  49.5 33.0 45.C
44 29.0 55.0 57.0  25.0 57.0  56.0 57.0 50.0
45 57.0 65.0 65.0  28.0 52.0  52.0 61.0 58 .0

46 16.0 23.0 61.0 27.0 27.0 21,0 31.0 26.0
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Northom KOS Baot | Sown | et ETI seouiam 10K o

Ranks

47 17.0 48.0 63.0  24.0 28.0 51.0 49.0 40.0
48 58.0 54.0 66.0 34.0 61.0 55.0 63,0 61.5
49 16.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
50 63.5 63.0 59.0  26.0 49.0  29.0 59.0 54.0
51 14.0 14.0 14.0 14,0 13.0  14.0 14.0 14.0
52 28,0 36.0 27.0  47.0 58.0  15.0 15.0 30.0
53 61.0 61.0 46.0 55,0 56 .0 58.0 54,0 61.5
54 6.0 6.0 6.0 6.5 6.0 6.0 6.0 6.0
55 32.0 24.0 21.0  31.0 15.0  28.0 22.0 20.0
56 51.0 51.0 44.0 54 .0 54 .0 46,0 43.0 51.5
57 49.5 44 .0 30.0 56 .0 33.0  41.0 45,0 42.0
58 44 .0 45.0 48.0 58,0 45.0  45.0 46.0 49.0
59 47.5 43.0 47.0 49 © 43,0 40.0 44.0 46 .0
60 35.0 41.0 55.0  48.0 63.0  48.0 53.0 51.5
61 54.0 47.0 50.0  62.0 49.0 54 .0 50,0 57.0
62 59.5 58.0 60.0  53.0 53.0 57 .0 66,0 63.0
63 55.0 56 .0 45.0  52.0 50 .0 59.0 51.0 55.0
64 68 .0 66,0 64.0  ©6.0 06,0 66,0 64,0 66.0
65 49.5 49.0 35.0  50.0 37.0  53.0 42.0 47.0
66/67  66.5 67.5 67.50 67.5 67.5  67.5 67.5 68.0
68 59.5 64.0 52.0  64.0 65.0  64.0 65.0 64.0

69/70 69.5 69.5 69.5 69.5 69.50 69.5 69.5 69.50
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Table V,10

Rankings of industries from triangularisation of
attraction mairices - 4 regions

Notes: industry market * are not present in the region in question

and thus appear to be ranked low.

(4) (6) (9) (11)
Sl e Yomhem
1 10,0 7.0 8.0 9.0
2 10.0 7.0 8.0 9.0
3 10.0 7.0 8.0 9.0
4 10.,C 7.0 8.0 9.0
5 61.0 02.0 55.0 63.0
6 64.6 0b.0 63.0 66.0
7 20,0 15.0 8.0% 9.0%
1C .0 7.0 8.0 9.0
9 62.0 061.0 54 .0 59.0
10 16,0 7.0 8.0 9.0
11 10.0 7.0 8.0 9.C
12 10 .0* 53.0 02,0 g.0%
13 53.0 28.0 34.0 41.0
14 10 .,0% T.0% 17.0 9.0%
15 10.0 7.0 8.0 9.0
16 59.0 60 .0 60 .0 52.0
17 52.0 19.0 44 .G
18 51.0 45.0 59.0 49.0
19 1G .O* 31.0 61.0 54 .0

20/21 37.0 30.0 47.0 30.0



22
23
24
25

26

(4)

Bast
Anglia

39.0
28,0
22.0

1C O
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(6)

South
West

22.0
24.0
38.0
27.0
23.0
24.0
17.0
41.0
42.C
20.0
26.0
34.0
33.0
39.0
40 ..C
21.0
32.0
56 .0
7.0
35.0
29.C
47.0
49.0
51.0
18.C
7.0%

52.0

(9)

Wales

21.0
22.0
24.0
8.0%
8.0%
23.0
8.0%
32.C
33.0
20.0
27.C
39.0
37.0
38.0
46 .0
35.0
36.0

25.0

[@e]
0}
[»)

31.¢
19.0
28.0

49.0

(11)

Northern
Ireland

22.0
9.0%
30.0
9.0
27.0
21.C
23.0
42.C
25.0
26,0
37.0
38.0
35.0
45.0

46,0
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(4) (6) (9) (11)
East South ... Northern
Anglia  West Ireland
49 10.0 7.0 8.0 9.0
50 55 .0 50 .0 52.0 50 .0
51 21.0 16 .0 18.0 19.0
52 47.0 43.0 57.0 31.0
53 58 .0 03.0 56 .0 57.0
54 10.0 7.0 8.0 9.0
55 35.0 26.0 29.0 24..0
56 60,0 58.0 43.0 48.0
57 29.0 44.0 45.0 28.0
58 48.0 59.0 53,0 40.0
59 56 .0 37.0 30,0 47.0
60 43.0 46,0 46.0 33.0
61 54 .0 54.0 64.C 56,0
62 57.0 57.0 61.0 67.0
63 63.0 55..0 58.,0 53,0
64 56.0 67.0 67.0 7.0
65 46.0 48.0 48.0 44.0
66/67 68.0 68.0 68.0 68.0
6 65.0 64,0 65.0 65.0

69/70 69.0 69.0 6

\O
-
(@]

©9.0
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not oll reaions w-re  used, =ince Ie:t An lic, the Sovth-Vest,
Wales sna Vorthern Irelend vere excluded, Tnis was done becauge

the=e fovr rezicns lacked 2 number of different 1ndastries, such

- o

rce1ens Mo thern (1), Yorks. and Lumcerside (2), Dasgt Mdlancs (3),

- ! ol a 3 o 3 VY

Sovth-Last (5), ¥e t ™ 7lond. (7)), Worth Weet (8) and Scolland (10).
The rankaings of inc e canins rcur regiens (fast an_lia (4),

. -8 - \ -

South Weet (3), veles (©) znd Mortiara Trelond {11) are given 1in

Table V.10, The andvslries who 2 there 13 zore ontvut in these
reclors 23re merVed with 2n astericsk and s the<e 1ndusiries srn=er

to be foolklooge {f—om the 1risnct lotisotron oxocess, but in actual

fact notnine con he =218 zh-nb then, The oirer 1adustries howeve,
are dlrectly corrarable,
I1 ghould 2lz0 be romembr red that lchour hes vaen evelrded

tions that cre necess 'ry Lo introduce lohour into the znalveils m-de
1zbevr drgs relicvle. Therefore in 1NternTLff1ng

the resull one must regerd :ndvstries herce there was sore "nfluence

ihe ranwintg e nt vwoly. It would hove beer. anler:-sting to rerry
our the trian~ularisstacon when lsbour was included bul the exrerse

11 terms of comnuter ta-ec -rze then bl aot to be verthehale.

Cne ¢ trowe vreyncaroel cxee of thic slvdy was to see 17 Lhe

2ttraction model could be rmlemznted vsive dete derived irom secont-

e

hand 1nr it=cut. vt tah¥z2s. T 17 h=2z beer drepe, altreouch 2t 12 daffi-
c.1t t¢ ez ho- v 11o%1e the resulte h=ve been. Hevevzr, thay uo

seemn to oxrlein to scme evient why the Iorthern reg-on 1< 2 denressed
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resion Nt why fhe Seovth-iact 1o g relativels rrostes g one, Tho

Zipfairce =ls0 lend +orvoert so Keebls (110 ond To:cn (18G thot

cevelorrant rarbiculsrly «2Th Th- wetnl, mocl 1ne and engineering
~oectors, 2nd beezu,e of ire Tzr:s weliinlier effects of thas ancu vry,
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Appendix I

Ghosh and Chakravarti's (55) input-output
linear programming model

Ghosh presents various linear programming input/output models
as an aid in determining the location of an industrial complex. Thais
approach has the advantage of being able to handle the location and
output of all industries simultaneously, but 1ts weakness 1s that only
transport costs are directly measurable and so Klaassen's (114) sec-
condary factors of location are ignored. The model of Ghosh and
Chakravarti (55 pages 167—8)1 wi1ll be used as example of this type of
approach, and a number of small errors will be pointed out, which will
demonstrate the necessity for a strict input-output accounting frame-

work when these models are used.

Model 1

. 53 . s 23 .
Minimise & < rLi 8 YFe I rsxi rsti

subject to

- _2 3 -2 X =
(1 Bil) 81 J rﬁag‘rgJ %y % = rFl (z # )

For all i, j, r and s (s1c)
(plus some constraints on the transport system's and production capacity.

However these do mt interest us at the moment, and so can be ignored).

where rLk = = unit labour cost of industry k m region r
8k = output of industry k in region r
(r)Bi1 = (regional) Leontief coefficient (%’srxlg (r)ﬁaJ)
© 8
r=J

1 This model is also reproduced in Ghosh and Chakravarti (55) where some
actual empirical results are shown.
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I‘le‘j = flow of good i 1n region r to industry jJ in region s
rin = total flow of good 1 from region r to region s

(g'rsle T s 1)1
rsfs = flow of good 1 in region r to final demand in region s
rFi = total final demand 1n region r for good i
rsty = unit transport cost of good 1 from region r to region s.

In Ghosh and Chakravarti (56 Ch. 4) the last minus sign on the LHS is a

plus (+'%'r Xi). The equation above 1s a misprint and we shall read 1t

s
as a plus sign.

In this equation regicnal and national technical coefficients are
mixed (that 1s 611 and rﬂaj are both used). If the region uses the same
technology as the nation then_ﬁll and ﬁiJ can be used and 1f the regional

uses 1ts own technology then £5l and rplj can be used, but not a mixture.

i
Also the term % rsig'rgj should be constrained j # 1 otherwise the intra-

industry demand term 1s counted twice (that 1s (r)Pf,

1i'rg1)' Finally

exports and imports to and from abroad are ignored. If imporis are reg-
arded as non-competing goods with home produced goods and the transport
costs are the same regardless of location, then they can be ignored, but
exports abroad cannot2.

Further mistakes can be found in some of the other models, for

example Model 2 page lo8 the accounting constraint is given as

=2 F
r

= -2 - 5=
& # g r ] P € ril

rr®°i rraii'r%: r13'r®;

This must hold 1f the accounting balance 1is to hold, although this form-
ulation is not explicitly stated in the text and no distinction is made
between final and intermediate goods in rleJ.

Exports abroad can be ignored as a cost of transport 1f 1t 1s assumed
that this cost 1s the same regardless of which region is doing the
exporting, but they cannct be i1gnored in the accounting balance,
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where again J # i although 1t is not specifically stated. If J# 1

then this equation actually holds true (ignoring exports and imports)

in that the output of good 1 over all regions minus all that is sent

as 1ntermediate goods to all regions equals final dewand for good i

over all regions. Although this total constraint must hold in a linear
programming model, 1.e. 1t 18 a necessary condition, 1t i1s not a suffic-
1ent condition, since a separate accounting balance constraint for final
must hold for each gcod 1n each region.

The formulation of input-output linear programuing models becomes
much easier to make internally consistent 1f a table of the regional
input-output relationships 1s set us, such as the ones suown in Table IIT.1
or Table IV.1. Although these are only for 2 regions they can easily be
generalised for n regions. It 1s hoped that the models formed from these
types of tables that are presented in Ch. III and IV are internally

consistent.
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Appendix II

The attraction model as a simultaneous system

In bection III.D. 1t was mentioned that the attraction system
is a simultaneous system. This can be shown explicitly by writing

the whole system of the attraction model:
A —_ & s o8 .o . .
1) gy =Ageddy t M0y eBy) F A (pgegp) Hee kg eg)) 4 T
= A AL . o8 . . .o . .
n) € nd'ddn * 1n Qxln gi) +"\’Zn (“2n g2) et A ann gn) * Un

n+1) dd, EQl(Fl, gl....gn,A)

n+n) dd_ :_—_(‘Jn(Fn, gl....gn,A)

where there are: 2 n equations
2 n unknown (n of the g's and n of the dd's)
and where dd's are endogeneocus variables
g's are endogeneous variables
F's are exogeneous variables

A 1s a matrix of coefficients made up of elements sij

A's, o's and 6's are constant coefficients.
Equations 1) to n) show that output of each industry 1s a function of
internal regional demand and internal regional supply.
Equations n+l) to n+n) show that internal demand is a function of the
regions structure, final demand and technology.

The order conditions for i1dentification of each equation of a
simultaneous system arel:

K~-J>»H-1

where K = total number of exogeneous variables in the system

J = total number of exogeneous variables included in the particular
equation.
1

See Christ (32) Ch. VIII Section 3.



H = total number of endogeneous variables included in the
particular equation.
Now in an attraction system of N industries:
(a) for equations 1) to n)
K = N since there 1s a final exogeneous demand (F) for each
industry.
J = C since 1n equations 1) to n) there are no exogeneous variables
included.
H theoretically could include all the g's, 1.e. N in number, dbut
in practice H numbers only about 4 at the most.
So K = J»H - 1 for equations 1) to n) and each equation is over-
identified.
(b) for equations n+l) to n+n)
theses equations can be solved directly with the data that i1s used
to implement the model, since they are taken from the regional
input-output tables. For prediction purposes internal intermediate
demand 1s formed endogeneously in the system from &)+ 8y and & .,
Using Ordinary Least Squares (0.L.S.) to estimate a simultaneous
system will lead to biased results - two Stage Least Squares (2.5.L.5.)
is therefore suggested by various authorsl. In order to carry out
2.5.L.5. and estimate each equation separately 1t 1s necessary to have
a matrix of exogeneous variables even those that are excluded from the
equation - in our case this 1is the ¥ of which there are N in number,

with an observation for each region of the U.K.2 In this situation

L sce for example Christ (32), Johnstone (101) or Haronitis (73) for a

theoretical discussion of why 2.5.L.5. 1s preferable to C.L.5. Mosback
and Wold (145) have systematically tested (by Monte Carlo methods)(.L.o.
vs,., 2.5, L.5. for small scale interdependent models. See Ch. 13 for a
sumnmary of their results.

Strictly speaking the industries that we were unable to explain or
decided not to explain (See Section V.A.) sheuld be included as exog-
eneous variable since they are taken as given.
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N ) ¥ where k 158 the number of observations. 1n cases of this nalure
1t has been suggested that principal components analysis be usedl.
If the excgeneous variables are highly correlated then only a very
few principal components vectors would be needed to 'explain' the

variations amongst the exogeneous veriables. In fact the exogeneous

variables were generally gquite highly correlated such that the cumul-

ative percentage of variation 'explained' by the values of the
s was:

No. 1 2 3 4 5

Cumulative etc.
Percentage 0.82 0.9  0.94 0.9 .97

The only binding restriction on the use of the principal components
vectors was that we should be able to identify each equation and so we
needed at least as many vectors as included endogeneous variables.

After this there is a trade off problem 1f we i1nclude more principal
components vectors a larger proporticn of the variations amongst the
exogeneous variables would be 1ncluded2, but with a larger number of
vectors included we would be decreasing the degrees of freedom 1n the
equation we are trying to estimate. Consequently the following rule of
thumb was adopted in the estimation procedureB: 4 vectors were used when
the number of endogeneous variables was 4 or less. This i1s because this

st111l left us with a satisfactory number of degrees of freedom and

See Johnson (101) Ch. 13 Section 5 for a discussion of principal
components analysis in simultaneous systems.

Although 1t must be noted that the net increase in'explanation' dim-
inishes with each additional vector.

For more formal tests of how many to include see Koutsoyiannis (12C)
Ch. 17 Section 6.
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'explained' 94% of the variation of the exogeneous variable. When

there were more than 4 endogeneous variables, the same number of

principal components were used in order to ddentify exactly the

endogeneous variables,
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Appendax III

Interpretation of the attraction coefficients (the A's)

Intuitively we have interpretted the Akd as the demand attraction
coefficient and thais as the proportion explained by dewand. ©Similarly
Ahk's are the supply attraction coefficients and show the relatively
explanatory power of the various supplying industries. It i1s attempted
below to derive these in a more rigorous way.

We have the following coefficients.

(1) 2y Yea
n
tra * 1 thePae T
(ii) )\hk thk for each supply industry h.
n
Yea Y21 kP T %

We can identify 5 possible cases of supply and/or demand attraction.
A, When an industry is purely demand orientated and any supply that 1t

imports has no costs,

we know (i) ty) = ¢ for each h by assumption

CP
]

(i) . 0 since there are no actual costs incurred,

since thk = 0 and no demand crosses the bound-

aries of the relevant region (see Section III.M
for defimition of this) so the average 1s zero,

(iii) t,4 7 C by assumption

Therefore
(1) A = 1

(11) EA, =0

(1i1) Mg FEN, =1
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B. When an industry 1is purely supply orientated and the demand
that it exports has not cost

we know (i) tkd = 0 by assumption

(i1) tk = 0 see reason above

(111) thk > C for at least one, h by assumption
(iv) o©« Izlﬂhk < 1 Leontief coefficient
k] — N\
Therefore (1) Akd =0
t
(11) £, =2 hk = 1 y1

(iii) Mg +EA

C. When an industry is purely demand orientated, but the supply
production that it has to import is not costless

we know (i) L z t,, or else not demand orientated

ParY z .
(ii) b 2 z thk'ghk since Bhk<l

(ii2) ., > 2t ,.B . by transitivity
kd hk" hk

(iv) t tk because tk is the most expensive

kd ? d

unit communication cost but tk is only the

aaverage, which include many that are costless

(v) 2t .8 t, since t,_, is a cost actually
hk*“hk 7 “k

hk

incurred but tk an average of all flows of
goods i1ncluding some when no cost 1s incurred.

Therefore (i) A rd & 1

(1) Sa, <1
(i11) Mg TSA > L
This case 1s quite unlikely in practice because 1f supply imports

have some cost then it 1s unlikely that demand will be the sole

influence on location, unless t 1s very large in relation to t

kd hk

in which case



(l) %kd—b, 1
(2) Z ™0

1.e, the limiting case of A. above.

When an industry 1s purely supply orientated but the demand
1t has to export is not costless

we know (i) Zthk’shk 7 Y

(11) tg 7% 70

therefore (i) )\kd <1

(11) AN § 1

depending on whether £t . + t t 2

hk k

VIA

(23
kd T2 Y Phx

This case 1s again unlikely in practice because 1f demand exports
have some cost then it 1s unlikely that supply will be the sole

influence on location, unless t 18 very large in relation to tk

hk d

then as tkd—? 0, 1.e. as the cost of demand gets less then tk-> 0
and (1) Mg o
(2)zn ., > 1
[
hk

hk

1,e, the limiting case of B. above.
When an industry I partly supply and partly demand orientated

we know (1) t, 4 and Zt B > b

k

but (11) Zthk § t 4 depending on which 1s most important
(111) tk > C
therefore (1) Mg <1
(11) EAp § 1 depending on whether Zthk + $ tg *
Zthk Jshk'

The denominator of the two expressions O‘kd and Zkhk) is exactly

alike, so 1t depends on whether tkd § Sty
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We know always Akd tIN D 1
b3
As thk 1ncreases A, ;-7 0

1 " " " ZA .» l

hk 8 1, 1.e. the limiting case of B,
J hk

As Zt‘hk decreases )‘kd)’ 1

" 1t " it

Z)\hk—ao, i,e. the limiting case of A,

S0 we can see that )\kd represents the proportion explained by
demand, and therefore 1 _}‘kd the proportion explained by supply.

Ve can find out within each industry whach is the highest unit
communication cost since we can solve for each equation the relative
values of each of the t's. However because they are only relative
values we cannct compare across industries.

Consider a typical industry k which 1s partly explained by demand

(Akd) and partly by two supply industries (A and)\2k) and the follow-

1k

ing results were estimated:

%
)\ = kd =C
kd B 1
bea * P Pt tow o Yy
Mk = g-t1k =G,
tea ot Pt Tox Box T W
%
N o = 2k = ¢,

A
L

+ a + % -
by B T otox P - Y

+
de

In this system there are 3 equations and 4 unknowns (tkd’ tlk’
t2k’ tk) with the PA's being constant. Generally there will be 1 more
unknown than equations,

Now let tk = 1 so the system 1s to be solved in relative terms to

tk (which 1s the average unit communication cost for all output).
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The system can be re-written

ba = G0t * b 1t o o m

t]_k = CQ( H " " 1 1 n)
— n " " 1] " "

t2k - 03( )

Re-arranging in matrix form
- - é - -

1-C P ¢y +Pox tea Cy

- Cy 1-C,.R “Coe by Y1k = - G
-0y = Cyfy 1-Ciupy to - ¢
I A Y X

Therefore Y = (I—A)—1 X

where we can assume I-A is non-singular and we have an expression for

the t's 1n terms of all the known values the €'s and 8's.
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Appendix IV

Solution of a closed input-output system

I am indebted to John D, Hey for showing me this method.

Even though the matrix to be inverted may be singular, some
meaningful results can be obtained from the closed system in that
if one final output 1s predetermined then all the other outputs are
determined since they are all linear combinations of each other.

In a closed system

Bg = g

10

where (i) denotes vector or matrix

(12)

(11i) g vector of gross outputs

the Leontief coefficient matrix

I

Bg =

10g
1
1o

(I-Bg=20
where g = 0 or (I - B) 1s singular.

Let us assume (E - @) is singular and ignore the trivial solution g = Ol

b

However partitioning for an nxn system

R N A e
(n~1) x (n-1) | n-1 n-1 n-1
c a & 0
n-1

In a closed system I - B is singular because any one row can be
formed from a linear combination of all the other rows since

n
2 = .
1=1ij 1 for all j in a closed system
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where the notation under the vector or matrix denotes 1ts size, and

d,g and U are scalars.
n

Therefore E.g + E.gh =0

E.

10y
i
!

1o’

0%

109
i
I

1o

o

g
50 the gross outputs of all other indusiries el can be obtained by
predetermining the output of one industry -8,
This method can alsc be used for the solution of a closed attraction

system.
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Congolidated and non-consolidated input-outvut systems

I am indebted to John Creedy for this proof.

Define
production all
sector other
production sector p4 f
all other " o
total q Y

7 = a matrix of intermediate flows

,.h
I

a vector of final demands

y = factor incomes

For a consolidated matrix
(two industries)

For non-consolidated 7 =

Total

12




-Z
11
. 9*29,
A =
251
SRR
- “12 “21
9 95
q, d,

qy 9372y, %5y




6
+ Z + Z + 7 q.
) (a, ll)(q2 99) a, 59 , * 2,
G T %1%
z
21 9
+
dp * %97 9 Y%

Consider first elements

(g, + 2..)
1 1 11
Q = — (a,£, + Zp,5))
9,49, 12721
q.9g / Z_ _f_\
0 _ 172 ( P 1272 )
1 - 2. 7 1 '
q; 9, 12921 9
Zz. (g, f, + £.2__)
1 11 9251 2712
Q1 - Ql = (1)

_ - . .
. ° 12 Fy 93
l.e. + =

Z (o) F

Xvii
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Substitute for a, and d, 1n (1)

Z + + £ 7|
ol-o - 11 _(221 £, £, + f, 12J
1 1
(Z,, + £ (@, + £)) - 2,2y
=29

Similarly it can be shown that the second element differ-

ences 1is 7Z2__.
ce 99

Consequently the only difference between the inversion of a consolidated
and non-consolidated matrix is the absolute figure of the central diag-
onal of the original matrix and so will not affect the problem. We
shall use the non-consolidated matrix since the intra-industry effects

may be important in attraction theory.
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The deravation of the Leontief-Isard balance model

X1lX

The derivation of these results of how to obtain B and C matrices

used 1n equation IV.E.7 is taken from Leontief (123). A bar under a

symbol 1ndicates a matrix.

input coefficients matrix

b
-pp -pk
B = =
Ekp 1-)kk
where
byq bp b1n 1,b+1
2p 2 | P21 2pkcz
h1 Phn | Dy 1
Phe1,1  Pne1,2  Phel Pyl hel
%421 Ppi2 he1
_ b
Ekp = -pk =
on1 Pun O bl

1,h+2

bh+1,h+2

1m




The balance equation for the regicnal outputs of region r is:

[I -Db - b
- =Pp

=r§p—b

Therefore [E - b

=p

where [I -

]

2pp rép T

r&p

p
rgk

pk'rgk = rgp

g -1 -1
I B -pp] rip * [E B Epp] Pk rék
b -1 c )
=bp - )
) in equation IV.E.7
B )
EPPJ Ek .:? )



13.
14.
15.

Industry name and number

Agriculture

Forestry and Fishing
Coal Mining

Other mining and quarry
Grain milling

Other cereal foodstuffs

- Sugar

Cocoa, chocolate and sugar
confectionary

Other food

Drink

Tobacco

Mineral Oil Refining
Paint and Printing ink
Coke Ovens

Pharmaceuticals and toilet
preparations

Expenditure on Expenditure on

products of North products of Rest of
Effects in Effects in Effects in Effects
North RUK North in RUK
(a) (b) (c) (d)
0.59 (0.44) 0.13 0.01 0.72
0.75 (0.55) 0.14 0.02 0.88
1.02 (0.75) 0.17 0.02 1.20
0.73 (0.53) 0.15 0.02 0.87
0.39 (0.29) 0.09 0.01 0.47
0.58 (0.42) 0.15 0.01 0.72
0.30 (0.22) 0.06 0.01 0.36
0.57 (0.41) 0.16 0.01 0.71
0.60 (0.44) 0.15 0.01 0.74
0.55 (0.40) 0.14 0.01 0.68
0.36 (0.26) 0.09 0.01 0.45
0.21 (0.15) 0.06 .01 0.26
0.68 (0.58) 0.15 0.03 0.81
1.00 (0.70) 0.17 0.13 1.0
0.66 (0.48) 0.1l6 0.02 0.80

UK
See Notes

- = “~

(e) (£) (g)
0.22 1.17 0.17
0.37 0.10 0.01
0.61 2.32 1.22
0.26 0.11 0.07
0.09 0.11 0.02
0.21 0.63 0.09
0.07 0.03 0.01
0.23 0.12 0.02
0.15 0.27 0.04
0.23 0.34 0.05
0.14 0.10 0.01
0.05 0.01 0.01
0.22 0.15 0.11
0.0¢ 0.10 0.08
0.20 0.04 0.01
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17.

18.

19.
20.
21.
22.
23.
24,
25.
26.
27.

28.
29.
30.
31.
32.

Industry name and number

Soap oils and fats

Synthetic resin and plastic
material

Other chemicals and allied
industries

Iron and Steel

Light metals

Other non-ferrous metals
Agricultural machinery
Machine Tools

Engineers small tools
Industrial Engines
Textile machinery

Contractors plant and mechanical
handling equipment

Office machinery

Other non-electrical machinery
Industrial plant and steel work
Other mechanical engineering

Scientific Instruments etc.

I -

products of North

Effects in
North

(a)

0.73
0.57
0.41
0.74
0.82
0.85
0.84
0.80

0.76

0.80
0.79
0.85
0.83
0.78

(0.34)

(0.41)

(0.43)

(0.54)
(0.41)
(0.31)
(0.54)
(0.61)
(0.63)
(0.62)
(0.59)

(0.56)

(0.58)
(0.58)
(0.63)
(0.61)
(0.57)

Effects in
RUK
(b)

0.13

0.16
0.12
0.18
0.20
0.18
0.18
0.22
0.21

0.14
0.19
0.19
0.19
0.20

D "I

products of Rest of

Effects in
North
(c)

0.04
0.01
0.01
0.02
0.02
0.02
0.02
0.02

0.02

0.01
0.02
0.03
0.02
0.01

Effects
in RUK

(a)

0.86
0.68
0.60
0.93
0.99
1.02
1.06
1.01

0.94
0.97
1.03
l1.01
0.98

UK

See notes

Ve o N
(e) (£) (9)
0.12 0.12 0.06
0.18 0.23 0.20
0.22 0.60 0.36
0.30 3.33 3.13
0.29 0.33 0.30
0.15 0.18 0.18
0.14 0.01 0.01
0.27 0.07 0.06
0.39 0.03 0.03
0.44 0.40 0.36
0.37 0.01 0.01
0.29 0.07 0.05
0.42 0.02 0.01
0.35 0.32 0.25
0.34 0.52 0.50
0.41 1.53 1.45
0.41 0.15 0.13
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products of North products of Rest of UK
Industry name and number Effects in Effects in Effects in Effects See notes
North RUK North in RUK p “ .
(a) (b) (c) (d) (e) (£) (g)
33. Electrical machinery 0.86 (0.63) 0.19 0.02 1.05 0.41 41.32 41.24
34. Insulated wires and cables 0.53 (0.40) 0.23 0.02 0.76 0.20 0.31 0.29
35. Radio and telecommunications 0.82 (0.60) 0.17 0.01 0.99 0.38 1.00 0.88
36. Other electrical goods 0.77 (0.56) 0.19 0.02 0.95 0.30 0.43 0.25
37. Cans and metal boxes 0.77 {(0,57) 0.16 0.04 0.90 0.20 0.04 0.01
38. Other metal goods 0.70 (0.52) 0.20 0.02 0.89 0.29 0.64 0.50
39. Shipbuilding and 0.92 (0.68) 0.22 0.03 1.14 0.44 0.17 0.13
engineering
40. Motor vehicles 0.61 (0.45) 0.33 0.02 0.93 0.23 0.06 0.02
41. Aircraft 0.78 (0.57) 0.32 0.01 1.10 0.42 0.02 0.02
42, Other vehicles 0.93 (0.68) 0.20 0.02 1.13 0.43 0.25 0.14
43, Production of man-made fibres 0.48 (0.36) 0.11 0.03 0.58 0.18 0.04 0.01
44. Cotton etc. spinners and weaving 0.53 (0.39) 0.21 0.02 0.73 0.23 0.07 0.02
45. Wool 0.58 (0.43) 0.12 0.12 0.69 0.28 0.18 0.03
46. Hosiery and Lace 0.65 (0.48) 0.24 0.60 0.88 0.25 0.06 0.01
47. Textile finishing 0.84 (0.62) 0.16 0.02 1.00 0.41 0.02 0.01
48. Other textiles 0.59 (0.43) 0.17 0.01 0.75 0.25 0.18 0.05
49. Leather, leather goods and fur 0.55 (0.41) 0.14 0.01 0.68 0.23 0.08 0.01

50. Clothing 0.67 (0.49) 0.25 0.01 0.91 0.32 0.70 0.11



Expenditure on Expenditure on

products of North products of Rest of UK
Industry name and number Effects in Effects in Effects in Effects See notes
North RUK North in RUK A ~
(a) (b) (c) (d) (e) (£) (g)

51. Footwear 0.73 (0.53) 0.23 0.01 0.95 0.33 0.21 0.03
52. Cement 0.63 (0.46) 0.15 0.03 0.76 0.19 0.01 0.01
53. Other building materials etc. 0.76 (0.55) 0.17 0.02 0.92 0.32 0.43 0.35
54. Pottery and gloss 0.86 (0.63) 0.17 0.02 1.01 0.43 0. 56 0.48
55. Furniture etc. 0.76 (0.56) 0.20 0.01 0.95 0.35 0.24 0.05
56. Timber and misc. wood manufacturers 0.58 (0.42) 0.12 0.01 0.69 0.28 0.22 0.14
57. Paper and Board 0.57 (0.41) 0.13 0.01 0.68 0.20 0.12 0.08
58. Paper Products 0.58 (0.42) 0.18 0.01 0.75 0.24 0.33 0.23
59. Printing and publishing 0.77 (0.57) 0.23 0.01 1.00 0.40 0.42 0.12
60. Rubber 0.65 (0.47) 0.19 0.02 0.82 0.28 0.08 0.04
61. Other manufacturing 0.70 (0.51) 0.18 0.02 0.86 0.30 0.41 0.28
62. Construction 0.84 (0.62) 0.18 0.02 1.02 0.42 1.11 0.41
63. Gas 0.84 (0.62) 0.16 0.05 0.95 0.28 0.47 0.22
64. Electricity 0.64 (0.47) 0.11 0.04 0.71 0.21 0.78 0.29
65. Water Supply 0.61 (0.45) 0.10 0.01 0.71 0.35 0.17 0.06
66. Road and Rail transport 0.93 (0.68) 0.18 0.02 1.10 0.56 3.29 1.59
67. Other transport 0.52 (0.38) 0.10 0.01 0.61 0.28 0.73 0.33
68. Communication 0.97 (0.71) 0.13 0.01 1.11 0.60 0.99 0.44

69. Distributive trades 0.77 (0.57) 0.14 0.01 0.91 0.46 7.22 2.33



Expenditure on Expenditure on

products of North products of Rest of UK
Indust d . .
ndustry name and number Effects 1in Effects in Effects in Effects See notes
North RUK North in RUK ~ —
(a) (b) (c) (d) (e) (£)
70. Miscellaneous services 0.86 (0.63) 0.18 0.01 1.03 0.59 8.47
. ic Admin. , -
71. Public Admin., defence, health 1.46 (1.07) 0.17 0.01 1.62 1.0 0.0
and education
72. Domestlc services etc. to 1.46 (1.07) 0.17 0.01 1.62 1.02  1.28

households

TOTAL 86.63
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Appendix VII /contd

A summary of some of the results that can be obtained by manip-
ulating the 146 x 146 Ncrth - Rest of the UK inter-regional input-

output table.

Column (a)

This shows the effects on all industries in the North of an
increase 1n final demand of 1 for the products of the Northern region.
Here labour is treated as endogenous and the m.p.c. - a.p.c. The
figure in brackets i1s where the m.p.c. = 0.2 of the a.p.c.

This figure can be interpretted as the multiplier
Column (b)

This shows the effects on all industries in the Rest of the U.K.
of an increase in final demand of 1 for the products of the Forthern
region, Labour is again endogenous and the m.p.c. = a.p.c.

Column {¢)

This shows the effects on all industries in the North of an increase
in final demand of 1 for the products of the Rest of the U.K. Again the
m.p.c. = a.p.c.

Column (d)

This shows the effects on all industries in the Rest of the U.K.
of an increase in fingl demand of 1 for the products of the Rest of the
U.K. Again the m.p.c. = a.p.c.

Column (e)

This shows the effects (direct and indirect) on the industry in
question i1n the North as a result of an increase in final demand of 1
tfor the products of the Northern region. Again the m.p.c. = a.p.c.
Thus the difference beiween column (a) and column (e} is the direct and
indirect effects on all other industries in the North as a result of an

increase inh final demand of 1 of the industry in question in the North,
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Column (f)

This shows the effects (direct and indirect) of £100 expenditure
in Northern electrical machinery (industry 33 - minimum list heading
30l of the 1968 standard industrial classification) on all the other
industries in the North. Again m.p.c. = a.p.c. This industry 1s a
typical investment good producing industry in ihe Northern region.
Column (g)

Same as column (f) only m.p.c. = 0.2 a.p.c.
Hote 1

All the figures in this table are in money units worth of employ-
ment., This may be taken as a rough proxy for the number of jobs but to
convert money units of employment into actual job numbers i1t must be
ascertained what the average waze 1s for each industry - for example
coal mining may create more money units worth of jobs than say clothing,
but clothing may actually be a larger number of jobs since the average
wage 18 lower in the clothing industry. Whether this 1s worth doing will
depend on what the aims of the policy are (i.e. maximise the number of
Jobs or maximise the value of labour employed).
Note 2

The multipliers in the first four columns are for an increase in
expenditure of final demand for the products of the North (effects
shown 1n columns (a) and (b)) or for the Rest of the UK (effects shown
in columns (¢) and (d)). It must be remembered that this is different
from an increase in final demand in the North, say, where some would
come directly from the Rest of the UK as well as directly from the
North 1tself. This effect could be shown by post-imultiplying the (1 - B)_l
watrix by the vector of final demand (F) where the form of F in a 3 good

economy would be:
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o) where Xy + X, = total increase
Xy in final demand for the product
o
E =0 no. 2 in the North
X, Xy = the amount of the 1increase
o coming initially from the North

X, = the amount of the i1ncrease coming
initially from the Rest of the UK, that
leakage out of the North directly.
It cculd be assumed that a similar proportion will come
from the North as in the past.
This method has not been shown in this appendix because of

expense 1in computer time in manipulating such large matrices.
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Appendix IX

Results of inverting the attraction matrices for all regions

Results of (I - T.ﬂa - (LA)j -1 attraction matrix for all
regionsl.— column sums. This 1s equivalent to column a in Table

V.II. All results are in terms of value of labour employed.

Ind, ‘oFkshire g0t Bast South  west  North | ‘ Northern
No. o 2% Jidlands Anglia Vest Midlands West 'o10% Sootland iy,
1 0.89 0.37  0.36  0.32  0.31  0.48 0.46  0.47  0.47
2 0.58 0.48  0.49 0.53  0.48  0.61 0.55  0.60  0.58
3 1.55 1.02  0.59 0.92  1.25 1.35 1.56  1.34  0.59
4 1.89 0.88  1.25 0.69  3.24 1.76 1.8  1.45  0.84
5  0.34 0.30  0.30 0.3  0.26 0.35 0.32  0.33  0.31
6  0.45 0.33  0.41 0.37  0.32  G.46 0.39  0.40 .42
7 0.19 0.15  0.17 0,17  0.14 0.15 0.07  0.18  0.07
8  0.52 0.39  0.47 ©.42  0.37 0.53 0.48  0.45  0.46
9  1.19 0.85 0.9 0,99  0.80 1.28 0.58  1.05  1.25
10 0.37 6.31 0.3 0,31  0.30  0.37 G.34  0.34  0.34
11 0.33 0.25 0.3 0.33  0.13  0.41 0.32  0.32  0.30
12 0.37 0.18  0.06 0.18  0.17 0.27 0.30  0.25  0.05
13 1.35 0.4  0.80 0.44  G6.51  0.95 1.08  0.83  1.02
14 2.03 1.61  0.08 0.08  6.23  2.75 2.00  4.58  0.08
15 0.99 0.55  0.68 0.46  0.45 ©C.78 0.84  0.70  C.79
o 0.78 0.5 0.5 0.51  0.39 0.59 0.7  0.05  0.83
17 4.42 1.17 1.6 0.83  ©0.77 1.82 2.78  1.50  0.17
18 8.86 331 3.68  1.47  1.65  4.68  0.77 4.4l 0.26
19  1.09 1.19  0.21 0.87 1.5 1.89 0.82  1.44  1.51
20/21  0.74 0.95  0.73 0.71  0.69 1.01 0.59  1.64  1.08

1 Except Northern and South-kast which are given in Table V.II.
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Yorkshire

Ind. Bast  East South  West  North , Northern
No. . S0 lidlands Anglia West Midlands West Wales Scotland p..y.n4
22 0.5 0.5 .43 0.43  €.59 O.of 0.53  0.60  ©.54
23 0.61 0.02  0.50 0.5  0.03 G.66 0.58 0.4  0.39
24 1.39 (.85  0.57 1.01  1.42  0.97 0C.71  0.81  0.95
25 C.70 C.63  0.37 0.52  0.65 0.70 0.37  O.b  0.37
26 0.04 0.2  €.53 0.51  0.02 0.7l 0.34  0.65  0.60
27 C.57 6.58  0.43 ©€.43  0.59  0.65 0.53  0.60  0.55
28 0.57 0.57  0.40 0.49  0.56 0.61 0.40  0.58  0.55
29  0.73 0.70  0.50 0.5  0.91 0.84 0.09  0.95  0.60
30 0.65 0.64 0.8 0.48  0.67 0.8 0.59 0.7 0.63
31 3.61 5.25 4.68  3.47 4.39 5,15 2.0l 0.12 3.88
32 1.31 0.66  3.65 3.87  0.83  1.23 1.08  4.43  1.69
33 1.61 1.17  0.69 0.69  1.58  1.70 0.82  1.05  0.89
3 1.10 0.7 0.20 0.44  1.43  0.97 V.02 0.9  0.56
3% 0.85 1.24 1.06 1.11  0.98  1.29 1.8  1.11  1.37
3% 0.05 0.55  0.54 0.49  0.54 0.7 C.61  0.03  0.00
37 2.75 1.04 2.7 2.32  1.92  2.93 0.8  2.29  3.14
B 1.19 1.57  0.64 1.44  1.28  2.93 1.73  1.37  1.29
39 0.9 0.6  ©.69 1.03  0.80 1.41 ©.85  1.20 1.19
40  0.48 (.46 0.34 ©.39  ©.48  0.55 0.45 .50  0.46
41 2.22 0.22 .59 5.87  6.22  6.94 2.05  3.02 6.3
42 0.09 0.64  0.55 (.53  0.65 .69 .03 .69 0.8
43 1.5 0.45  0.17 0.3 .33 C.70 (.75 1.1 C.71
4 6.31 C.79 3.7 6.9 0.58  3.30 €.99  5.08  4.13
45 G.50 0.3  0.41 0.51 .68  0.73 ©.58  C.75 .81
46 1.25 3.89 0.88 0.45  0.53 1.15 0.0l 7.51  0.31
47 3.92 0.67  0.41 0.41 .69  0.90 0.80  2.27  1.00
48 1.04 0.1 0.5 0.50  0.58 .87 C.05  0.97 .89
49 0.57 2.24  2.13 1.59  0.56  1.14 C.55  C.57  0.74

50 1.79 1.07 0.98 0.02 0.53 1.39 0.65 1.76 1.88
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Ing, [orkshire Bast East South  West  North | - Northern
No. . # Midlands Anglia VWest ladlands West o o0 SOOMEM rre1ang
51 0.59 0.74 0.82 0.76 0.50 0.97 0.51 0.57 0.61
52 0.46 0.37 0.42 ©.38 0.34  0.46 0.44 0.41 0.40
53 0.61 0.51 0.52  0.51 0.49  0.59 0.57 0.55 0.53
54 0.74 0.59 G.02  0.55 C.54  0.08 0.08 0.04 ¢ .05
55 1.26 1.48 1.1 0.89 0.82  2.09 0.81 0.92 1.38
56 1.11 0.9 0.89 0©.94 0.76  1.03 0.06 0.93 0.73
57 2.07 0.83 1.82  2.24 0.78  3.14 1.9 1.47 1.25
58 1.77 0.87 2.19  1.43 C.96  2.05 1.06 1.38 1.83
59 1.72 1.47 2.20  1.37 1.62 2,97 0.85 2.40 0.9
60 1.06 C.54 071 .46 0.45  0.80  0.77 .82 0.84
61 ¢.91 ¢.53 0.62  0.49 0.47 G.76  0.76 0.7 C .68
62 .61 0.57 0.54 C.54 0.57 0O.02 0.56 G .59 .58
63 0.43 0.41 0.37 0.38 C.41  0.45 0.02 C.44 0.42
64 0.30 0.29 0.28 ©.28 C.28  0.31  0.30 0.30 0.29
65 0.44 0.41 0.41  ©.40 0.4C  0.43  0.43 C.42 0.42
06/67 0.5C C.47 0.47 0.48 0.52 0.52 C.50 ¢.50 0.45
68 0.69 0.67 0.67 0.7C €.65 0.70 0.08 0.69 0.68

69/7C 0.63 .57 0.58 (.58 0.56 ¢.63 0.59 0.62 .59



Notes

(11)

(111)

(2v

(v)
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Appendix X

Some experiments with interregional feedback
effects and separating out the supply and demand
effects in the Northern region sgttraction table

Col a - effects on region as a result of a change i1in demand of

1 for each product inside the region, wvhen all the original

product 1s bought directly inside the region. That 1s to say
[I-%¢D-(eA) -F-F- -0 - T. S'W‘PrA]"l[’l\'c’"*"" Fon *1 50
Col b - effects on region as a result of a change in demand of

1 for each product inside the region, when some of the original
product leaks directly out of the region because of the demand
leakage (I -4 ). That s to say [T-T ,& (LAY -7 ¢ (T~
7.0 -9 réjvl [T-T 4 'Pfrex t T.Fre;]'

Col ¢ -~ effects on region as a result of a change i1n demand of

1 for each proauct in the RUK, That 1s to say [I"Tﬁ,zﬁ"(Lﬁo"
Tey -t o 2T sy f,,)

Col d - effects on RUk as a result of a change 1n demand of

1 for each product in the Northern region when some of demand
leakages out initially (I -{). That is to say [I-&- 0. @. 7.0~
$.00:90.7.6 -$.9]" [(6.0.F Fax*§ r20-Ffpt¢ £ ]
Col e - is the total direct and indirect effects of the multi-

plier resulting from demand influences divided by the total

direct and indirect effects of the wultiplier resulting from

svpply influences. Thus when ihe result i1s greater than 1 for

a particular industry, the stimulation of that industry has more
direct and indircct effects on other industries through the

demand effect than through Lhe supply effect, and vice versa.

This result 1s obtained from the columnn sums of the expansion

of the power series (see Section III.G.)

x ]
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S B e

N

10
11
12
13
14
15

Col f - 1s the total direct and indirect effects of the
demand effects of a change in final demand of 1 for all
industries on the industry in question, divided by the

total direct and indirect effects of the supply effect as a
result of a change in final demand of 1 for all industries.
Thus when the result 1s greater than 1 for a nsrticular
industry, then the demand effects on that industry from all
other industries are greater than the supply effects on thatl
industry from all other industries, and vice versa. Where
certain industries are solely influenced by supply, these
have been designated 'all supply', because they are not
influenced by demand at all, and vice versa for 'all demand'.
'n.a.' signifies 'not applicable' since these industries are
not influenced at all by either supply or demand.

Both col e and f relate to the effects in the Northern region.

a b c d e £

0.79 0.0 ¢.0 0.43 4.06 n.a.
0.86 0.0 0.0 .53 9.27 n.a,
1.95 C.0 0.0 0.71 0.93 n.a.
1.91 c.C G.C G.5h2 1.39 n.a.
.52 G.42 ¢.G04 ¢.19 2.60 n.a.
.74 0.22 0,003 0.36 T7.32 n.a.
0.24 0.0 C.0 .22 20.18 all supply
c.71 C.0 0.0 .43 0.52 n.a.
1.47 C.28 C.002 0.44 1.C9 0.Ge
C.54 .0 C.0 C.41 10,30 n.a.
C.40 ¢.C .0 ¢.27 7.09 n.a.
0.35 0.30 0.009 .09 4.88 125.25
1.30 0.58 0.050 0.39 3.08 0.43
5.08 0.0 0.0 0.55 C.60 all supply

1.16 C.0 0.0 G .49 5.05 n.a.



lo
17
18
19
20/21

22

45
4o
47

0.9
1.54
5.93
2.55
1.51
1.09
1.00
1.13
1.21
1.12
1.13
.89
2.21
1.36

9.59

2.87
1.79
2.64
1.10
2.32
1.80
2.33
1.03
1.15
1.24
0.97
1.80
G.93
1.18

2.05

0.26

2.98
1.73

¢.0

G.35
G.93
2.01

0.18

0.24

1.05

0.39

G

0

0

C

0

0

0

.020
.050
022
.029
.008
.019
015
.013

.017

.008
015
023
.015

012

011
.006

011

.0le

0.45
0.35
0.39

G.51

2.04
1.42

0.02

all

all

G

0

all

o

0

.04
.05
supply
<75
42



48
49
50
51
52
53
54
55

o7
58
29
o0
61
62

63

65
06/67

68
69/70

G.99
2.37

1.0C

1.10
C.88
C.49
0.54
0.07
0.83
0.78

C.77

0.81
G.0

1.12
0.50
0.99
1.31
0.51
.23
G.45
1.10
0.92
U.49
0.54
0.85
0.07

0.83

0

¢

007
012
000
G0

008

.C08

008
.0Cb
009
002
003
L4
.03

.009
.009
004
003
.008
.002

004

G.42
€.38
€.15
0.28
¢.21

.06

e

1.56
0.28
.04
0.44
12.21
12,50

0.22

12.01

11.00

20.19

23.27
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G.33

n

-

0.05

all supply

1

0

1

.58

.91

=T

.05
.31

.08

.82

.23

.37
.10

all demand

"

"
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