# TRANSFER FOR COMPACT LIE GROUPS, INDUCED REPRESENTATIONS, AND BRAID RELATIONS 

by

Sam Evens

B.A. Haverford College<br>Haverford, PA<br>May, 1984

Submitted to the
Department of Mathematics
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
at the

Massachusetts Institute of Technology
May, 1988
© Massachusetts Institute of Technology, 1988

Signature of author,
Certified by_


Professor Bertram Kostant
Thesis Supervisor
Accepted by
 Departmental Graduate Committee

Department of Mathematics

## DEDICATION

I dedicate this thesis to the memory of Max, and to Meridian for eating most of the magazines in my room so I had to work on math, and for sitting on my back so I had to finish writing this thesis.

## TABLE OF CONTENTS

ABSTRACT ..... 1
ACKNOWLEDGEMENTS ..... 2
Introducation ..... 4

1. Generalities on generalized cohomology ..... 10
2. The transfer map ..... 12
3. Classifying spaces ..... 15
4. The Brumfiel-Madsen formula for transfer ..... 17
5. Complex orientable cohomology theories ..... 19
6. Formal group laws ..... 22
7. Examples of complex orientable theories ..... 24
8. The umkehr homomorphism ..... 32
9. The Weyl group invariants on the cohomology of the classifying space ..... 35
10. Nonvanishing of some characteristic classes ..... 39
11. The formula for the umkehr homomorphism ..... 41
12. The Weyl character formula and Verma modules ..... 44
13. Braid relations and induction ..... 56
14. Comments about the flag variety ..... 64
15. A geometric interpretation of braid relations ..... 68
16. Some nice algebras and some messy algebras ..... 72
BIBLIOGRAPHY ..... 78
Biographical note ..... 83

TRANSFER FOR COMPACT LIE GROUPS,

# INDUCED REPRESENTATIONS AND BRAID RELATIONS 

by<br>Sam Evens<br>Submitted to the Department of Mathematics on April 29, 1988 in partial fulfillment of the requirements for the Degree of Doctor of Philosophy in Mathematics


#### Abstract

Let $T \subset G$ be a maximal torus of a compact connected Lie group and $\pi: B T \rightarrow B G$ the induced $G / T$ fiber bundle. Suppose $h^{*}$ is a cohomology theory with characteristic classes for complex vector bundles and let $\pi_{*}$ : $h^{*}(B T) \rightarrow h^{*}(B G)$ be the resulting $u m k e h r$ homomorphism. A formula for the composition $\pi^{*} \circ \pi_{*}$ is given. For the special case when $h^{*}$ is K-theory, this formula is interpreted as the Weyl character formula. A generalization of the operation $\pi^{*} \circ \pi_{*}$ is then used to construct irreducible subquotients for certain Verma modules.

Using the formula described above, certain operators $D_{i}$ on $h^{*}(B T)$ are constructed which generalize the BGG operators and the Demazure operators. We prove that ordinary cohomology and K-theory are essentially the only theories in which the $D_{i}$ satisfy braid relations. Moreover, this fact is given a geometric interpretation which is important for the study of $h^{*}(G / T)$.
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Introduction

Much work in Lie theory in the past thirty years has centered on geometric properties of the flag manifold. For example, the work of Borel, Kostant, Bernstein-Gel'fand-Gel'fand, and Kostant-Kumar has given an explicit determination of the generalized Schubert calculus, even for the case of a Kac̆-Moody group. From the point of view of representation theory, the work of Borel and Weil gave an explicit realization of the finite dimensional irreducible representations of a compact Lie group $G$ as the space of sections of a line bundle over the flag manifold. Later work by Bott (see also Kostant and Demazure) implies that this representation may be interpreted as a class in K-theory of the classifying space of the group G. More recently, a spectacular conjecture by Kazhdan and Lusztig led to a realization of infinite-dimensional representations of the Lie algebra of $G$ as complexes of sheaves on the flag variety. Beilinson and Bernstein's proof of the Kazhdan-Lusztig conjecture gave in addition a realization of the irreducible representations of an associated real semisimple Lie group.

Almost all of this work used the differential or algebraic structure of the flag variety. As such, it has largely ignored the machinery of modern algebraic topology. This thesis is perhaps best described as an attempt to use algebraic topology to study the flag variety. Of course, I have not managed to recover all, nor even very many of the results described above. However, this work has the advantage that because the techniques are not specific to cohomology or K-theory, they generalize immediately to a wide variety of cohomology theories. Aside from cohomology and K-theory, the most important of these is complex cobordism, although the new theory of elliptic cohomology may eventually prove to be much more interesting.

The class of cohomology theories which we study here are the complex orientable theories. These are are theories with a reasonable theory of characteristic classes for complex vector bundles. This condition is necessary for the following reason. Almost all of the work cited above involves some form of a push-forward operation. That is, suppose we have some contravariant functor $F$ from some category of topological spaces to rings. Then for any
morphism $\pi: X \rightarrow Y$ we have a natural map $\pi^{*}: F(Y) \rightarrow F(X)$. A push-forward operation is a functor $\pi_{*}: F(\mathbb{X}) \rightarrow F(Y)$. Then if $F$ is a cohomology theory $h^{*}$, the assumption that $h^{*}$ be complex orientable implies the existence of an umkehr homomorphism $\pi_{*}: h^{*}(X) \rightarrow h^{*}(Y)$, given certain assumptions on the map $\pi$.

The solution to the generalized Schubert calculus provides a good illustration of the above idea. First, we need a short introduction to the problem. Let $G$ be a compact connected Lie group with maximal torus $T$. Then the flag manifold $G / T$ has a complex structure, given by the identification $G / T \cong G_{\mathbf{C}} / B$, where $G_{\mathbf{C}}$ is the complexification of $G$ and $B$ is a Borel subgroup of $G_{\mathbf{C}}$. Then $G / T$ has a cell decomposition into Schubert cells $\bar{X}_{w}$, parameterized by elements $w$ of the Weyl group $W$. These cells are $2 l(w)$-dimensional, where $l(w)$ is the length of $w$. As a consequence,

$$
H^{*}(G / T, \mathbf{Q}) \cong \oplus \mathbf{Q} P^{w}
$$

where

$$
P^{w} \in H^{2 l(w)}(G / T, \mathbf{Q})
$$

is the cohomology class dual to the cell $\bar{X}_{w}$. Then for the classes $P^{w}$ and $P^{v}$, the cup product

$$
P^{w} \cup P^{v}=\sum_{y \in W} a_{y} P^{y}
$$

The problem the generalized Schubert calculus solves is the determination of the numbers $a_{y}$.

The solution is as follows. Since $G \rightarrow G / T$ is a T-principal bundle, there is a classifying map $\theta: G / T \rightarrow B T$, the classifying space of $T$. The induced $\operatorname{map} \theta^{*}: H^{*}(B T, \mathbf{Q}) \rightarrow H^{*}(G / T, \mathbf{Q})$ is surjective. $H^{*}(B T, \mathbf{Q})$ is a polynomial algebra $\mathbf{Q}\left[\alpha_{1}, \cdots, \alpha_{l}\right]$, generated by the Chern classes of line bundles associated to simple roots. Moreover, the unique top dimensional class $P^{w_{0}}$ of $H^{*}(G / T, \mathbf{Q})$, dual to $G / T$, is easily seen to be the image of the product $\Pi \alpha$, where the product is over the full set of positive roots $R^{+}$. To express other cohomology classes $P^{w}$ in terms of characteristic classes, Bernstein-Gel'fand-Gel'fand introduced certain operators

$$
A_{i}=\left(1+s_{i}\right) \frac{1}{\alpha_{i}}: H^{k}(G / T) \rightarrow H^{k-2}(G / T)
$$

( $s_{i}$ is the simple reflection associated to the simple root $\alpha_{i}$ )[BGG]. The $A_{i}$ have the property that if $l\left(w s_{i}\right)<l(w)$, then $A_{i}\left(P^{w}\right)=P^{w s_{i}}$. Thus, if $w=w_{0} s_{1} \cdots s_{k}$, where $s_{1} \cdots s_{k}$ is a minimal decomposition of $w_{0}^{-1} w$, then

$$
P^{w}=A_{k} \cdots A_{1}\left(P^{w_{0}}\right)
$$

Since the operators $A_{i}$ are already expressed in terms of characteristic classes and $P^{w_{0}}=\Pi \alpha$, we may express $P^{w}$ and $P^{v}$ as classes in $H^{*}(B T, \mathbf{Q})$ and multiply them there. Then we evaluate the product on $H^{*}(G / T, \mathbf{Q})$ to determine the numbers $a_{y}$.

Thus, the operators $A_{i}$ play a crucial role. They are constructed as follows. Let $H_{i}$ be a rank one subgroup of $G$ corresponding to the root $\alpha_{i}$. Then the induced map $\pi_{i}: B T \rightarrow B H_{i}$ is a $\mathbf{C} P(1)$ fiber bundle. Let

$$
\pi_{i *}: H^{k}(B T) \rightarrow H^{k-2}\left(B H_{i}\right)
$$

be the standard integration over the fiber map, used by Borel and Hirzebruch [BH]. Then $\pi_{i}^{*} \circ \pi_{i *} \circ \theta^{*}=A_{i}$.

It is clear that the above operation may be carried out whenever $\pi_{i *}$ is defined. So suppose $h^{*}$ is complex orientable and that the coefficients $h^{*}(p t)$ have no 2-torsion. Moreover, the situation is no more difficult if we replace $H_{i}$ with $G$ so we consider $\pi: B T \rightarrow B G$. We have the following formula, whose proof uses the Becker-Gottlieb transfer.

Theorem 11.2: (Bressler-Evens) Let $\chi(-\alpha)$ be the Euler class of the line bundle over $B T$ induced by the character $e^{-\alpha_{i}}$. Then for $x \in h^{*}(B T)$,

$$
\pi^{*} \circ \pi_{*}(x)=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}} \chi(-\alpha)} x
$$

For the case when $\pi=\pi_{i}$,

$$
D_{i}(x)=\pi_{i}^{*} \pi_{i *}(x)=\left(1+s_{i}\right) \frac{1}{\chi\left(-\alpha_{i}\right)} x
$$

A striking fact about the above formulas is that there is no purely algebraic reason why the expressions on the right hand side should lie in $h^{*}(B T)$ rather than in its fraction field. This fact is proved via topology.

One consequence is the following theorem. A crucial fact for BGG (and for Demazure in his investigations of K-theory) is that the operators $D_{i}$ satisfy the so-called braid relations. That is, if $s_{i}$ and $s_{j}$ are two distinct roots with

$$
\left(s_{i} s_{j}\right)^{m_{i j}}=1
$$

then

$$
D_{i} D_{j} D_{i} \cdots=D_{j} D_{i} D_{j} \cdots\left(m_{i j} \text { terms on each side }\right)
$$

One can then prove the following surprising theorem.
Theorem 13.9: (Bressler-Evens) Suppose the $D_{i}$ satisfy braid relations. Then if $h^{*}$ is torsion-free, $h^{*}$ is essentially either cohomology or complex K-theory. More precisely, its formal group law must be that of ordinary cohomology or complex K-theory.

Moreover, using Quillen's construction of cobordism, this fact is given a geometric interpretation in chapter fourteen, which I hope will eventually lead to an understanding of the ring structure of $h^{*}(G / T)$. One can use this geometric interpretation to recover many of the standard facts about the Schubert calculus and its generalization to K-theory. Another interpretation of Theorem 13.9 is that the failure to satisfy braid relations gives geometric information about the flag variety which cohomology and K-theory do not detect.

A second interpretation of Theorem 11.2 is more closely related to representation theory. Suppose $h^{*}$ is K-theory. In K-theory the Euler class of a line bundle $L$ may be taken to be [1] - [ $\left.L^{*}\right]$, where 1 is the trivial line bundle and $[L]$ is the K-theory class of the dual of $L$ (We use the dual $L^{*}$ instead of $L$ in order to make topological push-forwards correspond to sheaf theoretic push-forwards). Moreover, $K(B T)$ is a completion of $R(T)$, the representation ring of $T$. In this correspondence $\chi\left(-\alpha_{i}\right)=1-e^{\alpha_{i}}$. Then 11.2 reduces to the Weyl character formula. By an argument due to Atiyah and Bott[AB], the Grothendieck-Riemann-Roch Theorem and the Borel-Weil-Bott Theorem imply that $\pi^{*} \pi_{*}\left(e^{\lambda}\right)$ is the irreducible representation of lowest weight $\lambda$ when $\lambda$ is anti-dominant. Thus, one can compute the character of a finite dimensional representation via very general topological machinery.

Of course, one is also interested in infinite-dimensional representations. The expression

$$
\frac{e^{\lambda}}{\Pi\left(1-e^{\alpha}\right)}
$$

can be interpreted as the formal character of a Verma module, which is a Lie algebra induced representation. On the other hand, it may also be interpreted as an element of K-theory of the Thom space of a certain vector bundle over $B T$. Then a variation on the argument in the proof of Theorem 11.2 gives the irreducible subquotient for Verma modules which correspond to Weyl group elements corresponding to nonsingular Schubert varieties. It seems unlikely that arbitrary irreducible subquotients of Verma modules can be produced in this manner. Nevertheless, it would be interesting to try, especially since the Thom space associated to $B T$ is important in the Segal conjecture on cohomotopy [May].

Some comments about the structure of this thesis are in order. It is written for a reader with a first course in algebraic topology and some understanding of the structure of compact Lie groups and their representations, plus some mathematical maturity. Since additional material from algebraic topology is necessary, the first eight chapters are an exposition on the necessary subjects. Few proofs are included, and those that are included are to illustrate ideas, rather than for rigor. Many readers may prefer to skip these chapters entirely, or to use them only for reference. The chapters are kept short to facilitate reference use. Topologists will note that we have avoided use of the stable category. We have not included any formal expositions on Lie theory. For the most part, we have not used any definitions from Lie theory which would mystify a reader with a basic knowledge of the representation theory of compact Lie groups. The notion of a Verma module is explained when it arises. Some good general references are Adams [Ad] for complex oriented cohomology theories, Dyer [Dy] for the umkehr homomorphism, and Humphreys [Hum] for Lie theory.

The organization of the first eight chapters is as follows. The first chapter makes some preliminary remarks on generalized cohomology and constructs the Atiyah-Hirzebruch spectral sequence. Chapter two defines the Becker-Gottlieb transfer, which is the key tool in the proof of 11.2. Chapter three is a brief exposition on classifying spaces. In chapter four, we discuss a theorem of Brumfiel and Madsen which computes the Becker-

Gottlieb transfer in the case relevant to 11.2. Chapter five defines the notoion of a complex orientable cohomology theory. Chapter six is an exposition on the role of formal group laws in algebraic topology, which describes the behavior of characteristic classes of tensor products of line bundles. Chapter seven discusses the complex orientable theories K-theory, complex cobordism, and elliptic cohomology. In chapter eight, we define the $u m k e h r$ homomorphism $\pi_{*}$ and relates it to the Becker-Gottlieb transfer.

The remainder of this thesis is devoted to results described earlier in the introduction. Chapters nine and ten are preparation for 11.2 , which is proved in chapter eleven. Chapter twelves explains the application to induced representations. Chapters thirteen, fourteen, and fifteen discuss the operators $D_{i}=\pi_{i}^{*} \pi_{i *}$ and their application to the study of $h^{*}(G / T)$. Chapter sixteen is a collection of some results on the algebra generated by the operators $D_{i}$.

It will be clear to the reader that certain results are joint work with Paul Bressler. In particular, the torsion-free version of 11.2 , and most of the results in chapters thirteen through fifteen are joint. Many other results owe some debt to him. It goes without saying that many of the ideas discussed here were suggested by my thesis advisor, Bertram Kostant. The same statement is true for Haynes Miller.

## Chapter 1

Generalities on generalized cohomology

A generalized cohomology theory $h^{*}$ is a contravariant functor from topological spaces to abelian groups which satisfies all the Eilenberg-Steenrod axioms except the dimension axiom. That is, we do not assume that the coefficients $h^{*}=h^{*}(p t)$ are concentrated in a single degree. We will always assume $h^{*}$ is multiplicative, and that the associated ring structure is commutative in the graded sense. The first example is ordinary cohomology with coefficients in $\mathbf{Z}$. To fix ideas, we take $H^{i}(X)=H^{i}(X, \mathbf{Z})=[X, K(\mathbf{Z}, i)]$, where $K(Z, i)$ is an Eilenberg-MacLane space, and $[X, Y]$ denotes homotopy classes of maps from $X$ to $Y$.

For a generalized theory $h^{*}$ there is a spectral sequence which computes $h^{*}(X)$ in terms of $H^{*}(X)$ and the coefficients $h^{*}$. This spectral sequence was invented by Whitehead and is therefore called the Atiyah-Hirzebruch spectral sequence. It is constructed as follows [Ad, p. 215]. First we construct an exact couple. Let $X$ be a CW-complex with a finite filtration by subcomplexes,

$$
\emptyset=X_{-1} \subset X_{0} \subset X_{1} \subset \cdots \subset X_{n}=X
$$

Then for the pair ( $X_{p}, X_{p-1}$ ), we have the long exact cohomology sequence given by

$$
\begin{gathered}
h^{*}\left(X_{p}\right) \\
j^{*} \nwarrow \\
h^{*}\left(X_{p} / X_{p-1}\right)
\end{gathered} \stackrel{\stackrel{i}{ } h^{*}\left(X_{p-1}\right)}{\swarrow \partial}
$$

where $\partial$ increases degrees by 1 . Summing over $p$, we get,


Thus, we have a triangle of the form,

and from this exact couple we produce a spectral sequence in the standard way [HS, pp. 256-261]. The $E_{1}$ term is $E_{1}=H^{*}\left(\sum_{p} h^{*}\left(X_{p}, X_{p-1}\right), d_{1}\right)$ with the differential $d_{1}=\partial \circ j^{*}$. Then $E_{1}^{p, q}=h^{p+q}\left(X_{p}, X_{p-1}\right)$. But $X_{p} / X_{p-1} \cong$ $\vee S^{p}$, so $E_{1}^{p, q} \cong C^{p}\left(X, h^{q}(p t)\right)$. Then $E_{2}^{p, q} \cong H^{p}\left(X, h^{q}(p t)\right)$. As usual, $E_{\infty}^{p, q} \cong$ $G_{p} h^{p+q}(X)$. To summarize,

Theorem 1.1 There is a spectral sequence with $E_{2}$ term

$$
H^{p}\left(X, h^{q}(p t)\right) \Longrightarrow h^{p+q}(X)
$$

The differentials $d_{r}$ are of degree ( $r,-(r-1)$ ).
Corollary 1.2 Suppose $X$ has no odd dimensional cells and $h^{q}(p t)=0$ for $q$ odd. Then the Atiyah-Hirzebruch spectral sequence degenerates at the $E_{2}$ term.

Reduced cohomology is defined as follows. Let $i: p t \rightarrow X$ be the inclusion of a point and $\pi: X \rightarrow p t$ be the collapsing map. Then $\pi \circ i=i d$, so $i^{*} \circ \pi^{*}=i d$ on $h^{*}(p t)$. Let $\tilde{h}(X)=\mathrm{ker} i^{*}$ be the reduced cohomology of $X$. Then $h^{*}(X) \cong \tilde{h}^{*}(X) \oplus h^{*}(p t)$. Indeed, $\pi^{*}$ gives the required splitting.

## Chapter 2

The transfer map

Let $F$ be a compact differentiable G-manifold for a compact Lie group G and let $\pi: E \rightarrow B$ be a fiber bundle with fiber $F$. For a cohomology theory $h^{*}$, we have a natural induced map $\pi^{*}: h^{*}(B) \rightarrow h^{*}(E)$. A transfer map is a backwards map $h^{*}(E) \rightarrow h^{*}(B)$. Of course, one way to produce a transfer would be to produce a section $s: B \rightarrow E$. However, such a section usually does not exist. The technique for producing a transfer will instead be to produce a map $\tau(\pi): \Sigma^{i} B^{+} \rightarrow \Sigma^{i} E^{+}$, and to use the suspension axiom to get the desired backwards map.

As a preliminary, we need the notion of the Thom space of a vector bundle $V \rightarrow B$. If we suppose B is paracompact, we may assume V has a metric, and we can define the Thom space as follows. Let $D(V)=(v \in$ $V:|v| \leq 1)$ and let $S(V)=(v \in V:|v|=1)$. Then the Thom space $B^{V}=D(V) / S(V)$. If V is the trivial $n$-dimensional vector bundle, then $B^{V}=\Sigma^{n} B^{+}$, where $B^{+}$denotes $B \sqcup$ point. We will generally regard $B^{V}$ as the pair $\left(D(V), S(V)\right.$ and $h^{*}\left(B^{V}\right)$ will refer to $h^{*}(D(V), S(V))$. If $\xi$ and $\eta$ are two vector bundles over $B$, then

$$
B^{\xi} \wedge B^{\eta} \cong B^{\xi \oplus \eta}
$$

Here if $(X, A)$ and $(Y, B)$ are two pairs of spaces, $X \wedge Y$ refers to the smash product of $X$ and $Y$.

We are now ready to define the transfer. There are a number of different definitions. We will give one of the simplest. While the basic properties of the transfer follow relatively easily from this definition, the method of computing the transfer involves a different definition. Since we are only interested in applying formulas for the transfer, we present only this relatively simple definition.

We first define the transfer for the map from $F$ to a point. We may embed $F$ equivariantly into a real G-representation V of dimension r. Assume
$r \gg \operatorname{dim} F$. Let $N \rightarrow F$ be the normal bundle to the embedding. $N$ may be identified with a tubular neighborhood $U$ of $F$ by a diffeomorphism $\phi$. Let $S^{V}$ denote the one point compactification of $V$. Then there is an associated Pontryagin-Thom collapsing map $c: S^{V} \rightarrow F^{N}$ defined as follows.

$$
\begin{gathered}
c(x)=\text { base pt of } F^{N} \text { if } x \notin U \\
c(x)=\phi(x) \text { if } x \in U
\end{gathered}
$$

Let $T(F)$ be the tangent bundle to $F$. Then $T(F) \oplus N$ may be identified with the G-equivariant bundle $F \times V$. There is a corresponding inclusion

$$
i: N \rightarrow N \oplus T(F) \cong F \times V
$$

and hence an inclusion of Thom spaces

$$
i: F^{N} \rightarrow S^{V} \wedge F^{+}
$$

Definition 2.1: The transfer $\tau$ to a point is the composition $\tau=i \circ c$.
Remark 2.2: Clearly, the transfer depends on the embedding. However, the cohomology class $\tau^{*}$ is independent of the embedding for any cohomology theory. The proof [BG, p. 5] follows from standard arguments and in fact asserts that the stable homotopy class of $\tau$ is independent of the embedding. By construction, the transfer is equivariant.

Let $\pi: E \rightarrow B$ be a fiber bundle with fiber $F$ whose structure group reduces to G . Then there is a principal G-bundle $p: P \rightarrow B$ associated to $\pi$. The above definition of transfer to a point gives a map

$$
\begin{equation*}
i d \times \tau: P \times_{G} S^{V} \rightarrow P \times_{G}(F \times V)^{+} \tag{2.3}
\end{equation*}
$$

When we collapse the section at $\infty$ to a point, which is equivalent to taking Thom spaces, we get a map

$$
t: B^{\xi} \rightarrow E^{\pi^{*}(\xi)}
$$

where $\xi$ is the vector bundle associated to the representation $V$. Let $\bar{\xi}$ be the inverse bundle so $\xi \oplus \bar{\xi}=[m]$, the m-dimensional trivial bundle. Then there is a map

$$
t \wedge 1: B^{\xi} \wedge B^{\bar{\xi}} \rightarrow E^{\pi^{*}(\xi)} \wedge B^{\bar{\xi}}
$$

Restricting to the diagonal in $B \times B$, we have a map

$$
\tau(\pi): \Sigma^{m} B^{+} \rightarrow \Sigma^{m} E^{+}
$$

Definition 2.4: The transfer associated to the fiber bundle $\pi: E \rightarrow B$ is the map $\tau(\pi)$.

Remark 2.5: The transfer need not be defined in an equivariant setting. For some equivalent non-equivariant definitions see my preprint with Bressler [BE2], or for a more complete version Brumfiel-Madsen [BM], Dold [Do], or Feshbach [Fel]. For a more complete version of the equivariant transfer, see the original paper of Becker-Gottlieb [BG], Brumfiel-Madsen, or for the most general version Lewis-May-Steinberger [LMS]. The preprint of Mitchell and Priddy [MP] is also illuminating. The proof that all these versions are equivalent may be found in [LMS].

Remark 2.6: The formula for transfer gives a map

$$
\tau(\pi): \Sigma^{i} B^{+} \rightarrow \Sigma^{i} E^{+}
$$

For $i \geq 1$, the set of homotopy classes of maps [ $\Sigma^{i} B^{+}, \Sigma^{i} E^{+}$] forms a group. We let $g, f: S^{i} \wedge B^{+} \rightarrow S^{i} \wedge E^{+}$. We can multiply $g \cdot f$ as follows. We may regard $S^{i}$ as $I^{i} / \partial I^{i}$, where $I^{i}$ is the i-fold cartesian product of the unit interval. Then

$$
\begin{gathered}
g \cdot f\left(t_{1}, \cdots, t_{i}, x\right)=g\left(2 t_{1}, t_{2}, \cdots, t_{i}, x\right) \text { if } 0 \leq t_{1} \leq 1 / 2 \\
g \cdot f\left(t_{1}, \cdots, t_{i}, x\right)=f\left(2 t_{1}-1, t_{2}, \cdots, t_{i}, x\right) \text { if } 1 / 2 \leq t_{1} \leq 1
\end{gathered}
$$

as in defining the group structure on homotopy groups. If $i \geq 2$, then the group structure is abelian. Thus, a formula

$$
\tau(\pi)=\sum f_{j}
$$

means

$$
\tau(\pi)=\Sigma^{-i}\left(\sum f_{j} \Sigma^{i}\right)
$$

for some i.

## Chapter 3

## Classifying spaces

In this chapter we summarize some basic facts about classifying spaces of groups. Let $G$ be a compact Lie group. Then there is a universal space $E G$ with a free G-action and $\pi_{i}(E G)=0$ for all $i>0$. Moreover, $E G$ is a limit of manifolds with the inductive limit topology. For example, for $G=U(n)$, the unitary group,

$$
E U(n)=\lim _{m \rightarrow \infty} V_{n}\left(\mathbf{C}^{n+m}\right)
$$

where the Stiefel manifold $V_{n}\left(\mathbf{C}^{n+m}\right)=U(n+m) / U(m)$. Any compact Lie group $G$ embeds into $U(n)$ for sufficiently large $n$ so $E G$ may always be given as $E U(n)$. The classifying space $B G$ is then defined as $E G / G$. For $G=U(n), B G \cong \lim _{m \rightarrow \infty} G_{n}(n+m)$, the infinite Grassmannian of n-planes. $B G$ has the following universal property. Let $P \rightarrow B$ be a numerable Gprincipal bundle. Then there exists a unique (up to homotopy) classifying map $\theta: B \rightarrow B G$ such that

$$
\theta^{-1}(E G) \cong P
$$

as G-principal bundles over B. As a consequence, $B G$ is well-defined up to homotopy-type.
$B G$ also classifies induced vector bundles. Let $P \rightarrow B$ be our Gprincipal bundle. Then if $V$ is a finite dimensional representation of $G$, $E \times{ }_{G} V$ is the associated vector bundle over $B$ with structure group $G$. Then $E$ induces a classifying map $\theta: B \rightarrow B G$ with

$$
\theta^{-1}\left(E G \times_{G} V\right) \cong E
$$

as G-vector bundles over $B$.
The special case of the classifying space for complex line bundles will be important. Here the appropriate structure group is $U(1)$ so the appropriate
classifying space is $B U(1)$. By the above construction,

$$
B U(1)=\lim _{m \rightarrow \infty} \mathbf{C} P(m)=\mathbf{C} P(\infty)
$$

As a consequence,

$$
H^{*}(B U(1), \mathbf{Z})=\lim _{m \rightarrow \infty} H^{*}(\mathbf{C} P(m), \mathbf{Z}) \cong \mathbf{Z}[[t]]
$$

where $t$ occurs in degree 2 , and $R\left[\left[t_{1}, \cdots, t_{l}\right]\right]$ denotes the ring of formal power series in $l$ variables with coefficients in the ring $R$. Of course, it is more standard to think of $H^{*}(B U(1))$ as a polynomial algebra. Because $H^{*}$ is graded, the distinction is not important here. The power series formulation is more consistent with other cohomology theories. Now let $T=\prod_{i=1}^{l} U(1)$ be a torus. Then we may take $E T=\prod_{i=1}^{l} E U(1)$. Therefore, $B T=\prod_{i=1}^{l} B U(1)$, and

$$
H^{*}(B T, \mathbf{Z}) \cong \hat{\otimes}_{i=1}^{l} H^{*}(B U(1), \mathbf{Z}) \cong \mathbf{Z}\left[\left[t_{1}, \cdots, t_{l} \cdot\right]\right]
$$

There are no Ext groups since $H^{*}(B U(1))$ is torsion-free.

## Chapter 4

The Brumfiel-Madsen formula for transfer

We give a formula for $\tau(\pi)^{*}$ due to Brumfiel and Madsen. Let $G$ be a compact connected Lie group with maximal torus $T$. Let $H$ be a closed connected subgroup of $G$ containing $T$. Let $W_{G}$ and $W_{H}$ be the Weyl groups of $G$ and $H$. Suppose $P \rightarrow B$ is a principal G-bundle. We have associated bundles $E_{1}=P \times_{G} G / T$ and $E_{2}=P \times_{G} G / H$ over $B$. There are fibrations


The Weyl group $W_{G}$ acts on $G / T$ by $w \cdot g T=g w T$. Hence, $W_{G}$ acts on $E_{1}$ over $B$. The fibers of $\pi$ are $H / T$. Hence, the Weyl group $W_{H}$ of $H$ acts on $E_{1}$ over $E_{2}$. Thus, cosets $w \in W_{G} / W_{H}$ define maps $\pi \circ w$ on $E_{1}$ over $E_{2}$. We have

Theorem 4.1(Brumfiel-Madsen $[\mathrm{BM}]$ ):

$$
\pi_{1}^{*} \circ \tau\left(\pi_{2}\right)^{*}=\sum_{w \in W_{G} / W_{H}} w \circ \pi^{*} .
$$

Corollary 4.2: If $H=T$ so $\pi_{1}=\pi_{2}$,

$$
\pi_{1}^{*} \circ \tau\left(\pi_{1}\right)^{*}=\sum_{w \in W_{G}} w
$$

Remark 4.3: Although Brumfiel and Madsen were the first to assert that this theorem is true, their proof is wrong. Indeed, Mitchell and Priddy have constructed a counterexample to Theorem 2.10 in Brumfiel-Madsen, which is used in the proof of the above theorem. However, Feshbach [Fe1] and Lewis-May-Steinberger [LMS] have given independent proofs of Theorem 4.1.

Now let $P=E G$. Since $E G$ is a universal space for $T$, we have
Theorem 4.4: Let $\pi: B T \rightarrow B G$ be the associated fiber bundle. Then

$$
\pi^{*} \circ \tau(\pi)^{*}=\sum_{w \in W_{G}} w
$$

We will need the following series of theorems, due to Feshbach [Fe2]. Recall that we are assuming $h^{*}$ is multiplicative and commutative.

Theorem 4.5: Let $B$ be locally compact. Let $\pi: E \rightarrow B$ be a fiber bundle with fiber $F$ a compact G-manifold. Then

$$
\tau(\pi)^{*} \circ \pi^{*}(x)=\chi(F) x+u x
$$

where $u \in \tilde{h}^{0}(B)$ is nilpotent, and $\chi(F)$ is the usual Euler characteristic of $F$.

Corollary 4.6: If $\chi(F)$ is a unit, then $\pi^{*}$ is injective.
Corollary 4.7: $\pi^{*}: h^{*}(B G) \rightarrow h^{*}(B T)$ is injective if $|W|$ is a unit in $h^{*}(p t)$.
Proof. It is well-known that $\chi(G / T)=|W|$.
Proposition 4.8: $\pi^{*}\left(h^{*}(B G)\right)=h^{*}(B T)^{W} \otimes \mathbf{Z}\left[\frac{1}{|W|}\right]$.
Proof. First we show $\subset$. Any group $G$ acts on its classifying space by conjugation of the group. This action is always homotopic to the identity. The Weyl group $W_{G} \cong N(T) / T$ acts on $B T$ by the conjugation action of $N(T)$. Moreover, the map $\pi: B T \rightarrow B G$ is $N(T)$-equivariant. Therefore, for $x \in h^{*}(B G), w \pi^{*}(x)=\pi^{*}(w x)=\pi^{*}(x)$. So $\subset$ is clear. $\supset$ follows from Theorem 4.4.

## Chapter 5

## Complex orientable cohomology theories

For the results of the previous section to be applicable we need a class of cohomology theories for which $h^{*}(B T)$ is easy to understand. For these theories, we will have

$$
h^{*}(B T) \cong \hat{\otimes}_{i=1}^{l} h^{*}(B U(1))
$$

The crucial point will be that $h^{*}(B U(1))$ has an orientation class.
Definition 5.1: Let $i: \mathbf{C P}(1) \rightarrow \mathbf{C} P(\infty)=B U(1)$ be the obvious inclusion. We say $h^{*}$ is complex orientable if there exists a class $x \in \tilde{h}^{*}(\mathbf{C} P(\infty))$ such that $i^{*}(x)$ is a generator of $\tilde{h}^{*}(\mathbf{C} P(1))$ over $h^{*}(p t)$.

Remark: By the suspension axiom, $\tilde{h}^{*}(\mathbf{C} P(1)) \cong \tilde{h}^{*}\left(S^{2}\right)$ is generated by one element over $h^{*}(p t)$.

Example: If $h^{*}=H^{*}, x$ may be taken as a ring generator of $H^{*}(\mathbf{C} P(1), \mathbf{Z})$, so $x \in H^{2}(\mathbf{C} P(\infty), \mathbf{Z})$.
$\mathbf{C} P(\infty)$ has a universal line bundle $L(\lambda)$ given as follows. Let $e^{\lambda}$ be the one-dimensional representation $\mathbf{C}_{\lambda}$ of $S^{1}=U(1)$ given by $e^{\lambda}\left(e^{i \theta}\right) \cdot v=e^{i \theta} \cdot v$. Then by definition, for a complex orientable theory $h^{*}$ with orientation given by $x, x=c_{1}(L(\lambda))$, the $h^{*}$ first Chern class. Let $T$ be an l-dimensional torus.

Theorem 5.2[Ad, p. 39]: In a complex orientable theory $h^{*}$,

$$
\begin{gathered}
(1) h^{*}(\mathbf{C} P(\infty)) \cong h^{*}(p t)[[x]] \\
(2) h^{*}(B T) \cong h^{*}(p t)\left[\left[x_{1}, \cdots, x_{l}\right]\right]
\end{gathered}
$$

$$
\begin{gathered}
(3) h^{*}(\mathbf{C} P(n)) \cong h^{*}(p t)[x] /\left(x^{n+1}\right) \\
(4) h^{*}\left(\prod_{i=1}^{l} \mathbf{C} P\left(n_{i}\right)\right) \cong h^{*}(p t)\left[x_{1}, \cdots, x_{l}\right] /\left(x_{1}^{n_{1}}, \cdots, x_{l}^{n_{l}}\right)
\end{gathered}
$$

Proof. We have an Atiyah-Hirzebruch spectral sequence with $E_{2}$ term

$$
E_{2}^{p, q} \cong H^{p}\left(\mathbf{C} P(\infty), h^{q}(p t)\right)
$$

and

$$
H^{*}\left(\mathbf{C} P(\infty), h^{*}(p t)\right) \cong h^{*}(p t)[[x]]
$$

There is also an Atiyah-Hirzebruch spectral sequence for $\mathbf{C} P(1)$ with

$$
E_{2}^{\prime p, q} \cong H^{p}\left(\mathbf{C} P(1), h^{q}(p t)\right)
$$

which is isomorphic to $h^{*}(p t)\left[x^{\prime}\right] /\left(x^{\prime 2}\right)$. Moreover, by the naturality of the construction of the Atiyah-Hirzebruch spectral sequence, we may assume that $i^{*}(x)=x^{\prime}$. The $E^{\prime}$ spectral sequence degenerates at the $E_{2}{ }^{\prime}$ level since we know $h^{*}(\mathbf{C P}(1)) \cong$ the $E_{2}{ }^{\prime}$ term by the suspension axiom. Thus, for $y \in E_{2}, i^{*}(y)=0$ in $E_{2}^{\prime}$ if and only if $i^{*}(y)=0$ in $h^{*}(\mathbf{C} P(1))$. Any element $y \in h^{*}(\mathbf{C} P(\infty))$, comes from an element of the form $x^{k} \otimes a$, where $a \in h^{*}(p t)$. Suppose $y$ defines the complex orientation of $h^{*}$, so $i^{*}(y)=u x^{\prime}$, where $u$ is a unit. Then also $i^{*}\left(x^{k} \otimes a\right)=u x^{\prime}$. It follows that $k=1$ and $a=u$. Thus, there exists an element $x \otimes u$ which survives in the spectral sequence, so $d_{2}(x \otimes u)=0$. But $d_{2}$ is $h^{*}$-linear, so $u d_{2}(x)=0$ so $d_{2}(x)=0$. Also, $d_{2}$ is a derivation so $d_{2}\left(x^{j} \otimes a\right)=0$ for all $j$ and all $a$. Similarly, all $d_{r}$ vanish. Hence, the $\mathbf{C} P(\infty)$ spectral sequence collapses at the $E_{2}$ term. This proves (1). The proofs of (2), (3), and (4) follow by analogous arguments.

Now let $\pi: L \rightarrow X$ be a line bundle over $X$. Then $L$ induces a classifying $\operatorname{map} \theta: X \rightarrow \mathbf{C} P(\infty)$.

Definition 5.3: The first Chern class of $L, c_{1}(L)=\theta^{*}(x)$.
Remark: Let $f^{-1}(L) \rightarrow Y$ be the pulback of $L$ under a map $f: Y \rightarrow X$. Then $f^{-1}(L)$ induces a classifying map $\theta^{\prime}: Y \rightarrow \mathbf{C} P(\infty)$. Then $\theta^{\prime}=\theta \circ f$ so

$$
c_{1}\left(f^{-1}(L)\right)=\theta^{\prime *}(x)=f^{*} \theta^{*}(x)=f^{*}\left(c_{1}(L)\right)
$$

One can go on to define Chern classes of vector bundles following the procedure of Grothendieck[CF, pp. 48-52]. We will only need the top Chern class of a vector bundle, which can be defined as follows. Let $\pi: E \rightarrow X$ be a vector bundle. Then there is a space $F l(E)$ and a map $f: F l(E) \rightarrow X$ such that $f^{-1}(E) \cong \oplus L_{i}$, where the $L_{i}$ are line bundles. Moreover, $f^{*}$ is injective. Then $c_{n}(E)$ is given by the formula, $f^{*} c_{n}(E)=\Pi c_{1}\left(L_{i}\right)$.

Remark: We will often refer to the top Chern class $c_{n}(E)$ as the Euler class $\chi(E)$. Note that this class lies in $h^{*}(B)$. It is the usual Euler class when $h^{*}=H^{*}$.

## Chapter 6

## Formal group laws

In ordinary cohomology, $c_{1}(L \otimes M)=c_{1}(L)+c_{1}(M)$, when $L$ and $M$ are line bundles. In a complex oriented theory, $c_{1}(L \otimes M)=F\left(c_{1}(L), c_{1}(M)\right)$ where $F$ is a power series. $F$ is called the formal group law of the theory. In this section, we explain this notion. A reference for this section is [Ad, pp. 36-46].

A line bundle $L$ over a space $X$ is equivalent to a homotopy class of maps $f_{L}: X \rightarrow \mathbf{C} P(\infty)$. Suppose $L$ and $M$ are two line bundles. Then we have $f_{L} \times f_{M}: X \rightarrow \mathbf{C} P(\infty) \times \mathbf{C} P(\infty) . \mathbf{C} P(\infty)$ has an H-space structure $m: \mathbf{C} P(\infty) \times \mathbf{C} P(\infty) \rightarrow \mathbf{C} P(\infty)$. Indeed, since $U(1)$ is abelian, the product $\operatorname{map} \tilde{m}: U(1) \times U(1) \rightarrow U(1)$ is a group homomorphism. Thus, there is a map

$$
m: E U(1) \times E U(1) / U(1) \times U(1) \rightarrow E U(1) \times E U(1) / U(1)
$$

Thus, we have $m: \mathbf{C} P(\infty) \times \mathbf{C P}(\infty) \rightarrow \mathbf{C P}(\infty)$. The homotopy class of $m \circ\left(f_{L} \times f_{M}\right)$ is then equivalent to the tensor product $L \otimes M$. There is an induced map,

$$
m^{*}: h^{*}(\mathbf{C} P(\infty)) \rightarrow h^{*}(\mathbf{C} P(\infty) \times \mathbf{C} P(\infty))
$$

Since,

$$
h^{*}(\mathbf{C} P(\infty)) \cong h^{*}(p t)[[x]] \text { and } h^{*}(\mathbf{C} P(\infty) \times \mathbf{C} P(\infty)) \cong h^{*}(p t)\left[\left[x_{1}, x_{2}\right]\right]
$$

$m^{*}$ has the form,

$$
m^{*}(x)=\sum a_{i j} x_{1}^{i} x_{2}^{j}=F\left(x_{1}, x_{2}\right) .
$$

Then

$$
c_{1}(L \otimes M)=F\left(c_{1}(L), c_{1}(M)\right)
$$

## Proposition 6.1:

$$
\begin{gathered}
(2) F\left(F\left(x_{1}, x_{2}\right), x_{3}\right)=F\left(x_{1}, F\left(x_{2}, x_{3}\right)\right) \\
(3) a_{i 0}=a_{0 i}=0 \text { if } i \geq 2 .
\end{gathered}
$$

$$
(4) a_{00}=0
$$

Proof. (1) and (2) follows from the isomorphisms $L \otimes M \cong M \otimes L$ and $(L \otimes M) \otimes N \cong L \otimes(M \otimes N)(N$ a line bundle $)$. Suppose $L$ is trivial. $L$ induces a classifying map $\theta: X \rightarrow \mathbf{C P}(\infty) . L=\pi^{-1}[1]$ where $\pi$ is the map from $X$ to a point and [1] is the line bundle over a point. Let $\theta^{\prime}: p t \rightarrow \mathbf{C} P(\infty)$ be the map induced by [1]. Then

$$
c_{1}(L)=\theta^{*}(x)=\pi^{*} \circ \theta^{\prime *}(x)
$$

Since

$$
\theta^{\prime *}(x) \in \tilde{h}^{*}(p t)=0, \theta^{* *}(x)=0
$$

Hence, $c_{1}(L)=0$. Now, let $M$ be arbitrary. Then

$$
x_{2}=c_{1}(M)=c_{1}(L \otimes M)=F\left(0, x_{2}\right)=\sum a_{01} x_{2}^{i} .
$$

(1) and (2) follow easily.

Remark: The requirement that a formal power series $F$ satisfy (1) through (4) is a strict requirement. Indeed, it is easy to show that if $F$ is polynomial then $F(X, Y)=X+Y$ or $F(X, Y)=X+Y+a_{11} X Y$, provided the coefficients $a_{i j}$ are not nilpotent [Ha].

## Chapter 7

Some examples of complex orientable cohomology theories

In this section we present our main examples which are (1) ordinary cohomology, (2) complex K-theory, (3) complex cobordism, and (4) elliptic cohomology. We have already discussed ordinary cohomology. As stated, ordinary cohomology $H^{*}(X)$ refers to $H^{*}(X, \mathbf{Z})$.
(2) Complex K-theory [Huse]. The familiar notion of complex K-theory as the Grothendieck group of vector bundles is inadequate for our purposes. It is appropriate only for locally compact spaces. For a classifying space one needs a homotopy theoretic definition. The space $B U$ is defined as follows. The Grassmannian of $n$-planes in 2 n -space

$$
G_{n}\left(\mathbf{C}^{2 n}\right) \cong U(2 n) / U(n) \times U(n)
$$

There is an inclusion to the middle 2 n-coordinates $U(2 n) \hookrightarrow U(2 m)$ for $m \geq n$. Under this inclusion, $U(n) \times U(n) \rightarrow U(m) \times U(m)$. Hence, there is an inclusion

$$
G_{n}\left(\mathbf{C}^{2 n}\right) \hookrightarrow G_{m}\left(\mathbf{C}^{2 m}\right)
$$

Then

$$
B U=\lim _{n \rightarrow \infty} G_{n}\left(\mathbf{C}^{2 n}\right),
$$

topologized via the inductive limit topology. By definition, for $n$ even

$$
K^{n}(X)=[X, B U \times \mathbf{Z}]
$$

where $[X, Y]$ denotes homotopy classes of maps from $X$ to $Y$. For $n$ odd

$$
K^{n}(X)=[X, \Omega(B U \times \mathbf{Z})]
$$

where $\Omega X$ denotes the loop space of $X$. If $g \in K^{0}(X)$ and $f: Y \rightarrow X$ is a map, then $f^{*}(g)=g \circ f$. It is well-known that for a finite complex $X$, $K^{0}(X)$ is the Grothendieck group of complex vector bundles and that the
above definition of $f^{*}$ coincides with pullback of vector bundles. Suppose $X=B G$ is the classifying space for a group $G$. Then any representation $(\pi, V)$ of $G$ induces a vector bundle over $B G$ and a class in $K^{0}(B G)$ via finite approximations. Indeed,

$$
K^{0}(B G)=\lim _{\leftarrow} K^{0}\left(X_{n}\right)
$$

where $X_{n}$ is a finite approximation of $B G$ [AS, Prop. 4.1].
Implicit in this definition of K-theory is the periodicity isomorphism

$$
K^{n}(X) \cong K^{n-2}(X)
$$

which is given by the mapping

$$
y \mapsto \omega \cdot y
$$

where $\omega \in K^{-2}(p t) \cong \tilde{K}^{0}\left(S^{2}\right)$ is the Bott class, which represents the univeral line bundle over $S^{2} \cong \mathbf{C P}(1)$. As defined, K-theory is a generalized cohomology theory.

Complex K-theory is complex orientable. The complex orientation is given as follows [Ad, p. 38]. Let $V^{*}$ be the dual bundle to a bundle $V$. Let $L$ be the canonical line bundle over $\mathbf{C} P(\infty)$. Then [1] - [ $L^{*}$ ] represents a class in $\tilde{K}^{0}(\mathbf{C} P(\infty))$. Moreover, restricted to $\mathbf{C} P(1),[1]-\left[L^{*}\right]$ is a generator of $\tilde{K}^{0}(\mathbf{C} P(1))$ so we set $c_{1}{ }^{K}(M)=[1]-\left[M^{*}\right]$ for a line bundle M. We use $\left[M^{*}\right]$ instead of $[M]$ in order to make topological constructions correspond to sheaf-theoretic constructions. The formal group law is easy to compute. It is

$$
F(X, Y)=X+Y-X Y
$$

We can, and sometimes will, regard $x=c_{1}(L)$ as $[1]-\left[L^{*}\right] \in \tilde{K}^{2}(\mathbf{C} P(\infty))$ by the periodicity isomorphism. In that case,

$$
F(X, Y)=X+Y-\omega X Y
$$

By Theorem 5.2, $K^{0}(B T) \cong \mathbf{Z}\left[\left[t_{1}, \cdots t_{n}\right]\right]$. However, $K^{0}(B G)$ for any compact Lie group $G$ has a more natural realization. Let $R(G)$ be the representation ring of $G$. Then there is a map $i^{*}: R(G) \rightarrow K^{0}(B G)$ given as follows. Let $(\pi, V)$ be a representation of $G$. Then

$$
E G \times_{G} V \cong \tilde{V}
$$

defines a class in $K^{0}(B G)$. Let

$$
I(G)=\operatorname{ker}(\epsilon: R(G) \rightarrow \mathbf{Z})
$$

where $\epsilon(\tilde{V})=\operatorname{dim} V$. Then we can complete $R(G)$ with respect to the ideal $I(G)$ to get $\hat{R}(G)$.

Theorem 7.2: $([\mathrm{AH}],[\mathrm{AS}]) K^{0}(B G) \cong \hat{R}(G)$. Moreover, if $G$ is connected, the natural map $R(G) \rightarrow R(G)$ is an inclusion.

For the case where $G=T$ is a torus then $R(T)$ is generated by onedimensional representations of $T$, and $I(T)$ is generated by the Chern classes $[1]-\left[L^{*}\right]$ of the associated line bundles.
(3) Complex cobordism. Complex cobordism is the universal complex orientable theory, in a sense we will describe. As with K-theory, there is a geometric definition valid for manifolds, and a homotopy theoretic definition valid in general. We will give both definitions because they both will be useful.

We begin with the geometrical definition due to Quillen [Qu]. The first step is to define a complex-orientable map. Let $f: Z \rightarrow X$ be a proper map of manifolds where $Z$ is compact. Suppose

$$
\operatorname{dim} Z_{x}-\operatorname{dim} X_{f(x)}
$$

is even. Then a complex orientation of $(Z, f)$ is given by a commutative diagram

where i is an embedding into a complex vector bundle $E$ over $X$, together with a complex structure on the normal bundle to $i$. We say

is equivalent to

if $E$ and $E^{\prime}$ embed into a vector bundle $E^{\prime \prime} \rightarrow X$ such that i and $i^{\prime}$ are isotopic in $E^{\prime \prime}$ compatibly with the complex structure on the normal bundle. If $Z$ and $X$ are complex manifolds, and $f$ is holomorphic then $(Z, f)$ is complex orientable.

Now suppose $\operatorname{dim} Z_{x}-\operatorname{dim} X_{f(x)}$ is odd. Then a complex orientation for $f: Z \rightarrow X$ will be given by a complex orientation for $(f, \epsilon): Z \rightarrow X \times \mathbf{R}$ with $\epsilon(z)=0$. For a general map, let $Z=Z^{\prime} \sqcup Z^{\prime \prime}$, where

$$
\operatorname{dim} Z^{\prime}{ }_{x}-\operatorname{dim} X_{f(x)}
$$

is even, and

$$
\operatorname{dim} Z^{\prime \prime}{ }_{x}-\operatorname{dim} X_{f(x)}
$$

is odd. Then $f$ is complex-orientable if it is complex orientable on each piece.

We will define $T^{q}(X)$ to be equivalence classes of complex oriented maps $(Z, f) f: Z \rightarrow X$, where $\operatorname{dim} \mathrm{X}-\operatorname{dim} \mathrm{Z}=\mathrm{q} . T^{q}$ is contravariant with respect to maps in the following sense. Let $g: Y \rightarrow X$ be a map transverse to $f$. Then the induced map $g^{*}$ is defined by

$$
g^{*}(Z, f)=p_{1}: Y \times_{X} Z \rightarrow Y
$$

which has a complex orientation given by the pullback of the bundle defining the complex orientation on $f$. The transversality condition implies $Y \times_{X} Z$ is a manifold. Since every map $\tilde{g}: Y \rightarrow X$ is homotopic to a map $g: Y \rightarrow X$ tranverse to $f$, we can define $\tilde{g}^{*}(Z, f)=g^{*}(Z, f)$ in a homotopy invariant way. Thus, $T^{q}$ is a contravariant functor from spaces to abelian groups.

Complex cobordism, $M U^{q}(X)$ is $T^{q}(X)$ modulo an equivalence relation given as follows. Let

$$
f_{1}: Z_{1} \rightarrow X, f_{2}: Z_{2} \rightarrow X
$$

be two proper complex-oriented maps. Let

$$
\epsilon_{1}, \epsilon_{2}: X \rightarrow X \times \mathbf{R}
$$

be given by $\epsilon_{i}(x)=(x, i)$. We say $\left(Z_{1}, f_{1}\right)$ is cobordant to $\left(Z_{2}, f_{2}\right)$ if there is a proper complex-oriented map $b: W \rightarrow X \times \mathbf{R}$ such that $b$ is transversal to $\epsilon_{i}$ and $\epsilon_{i}^{*}(b)$ is equivalent to $f_{i}$. Then cobordism is an equivalence relation $\sim$ and by definition, $M U^{q}(X) \cong T^{q}(X) / \sim$. To review,

Definition 7.3: $M U^{q}(X)$ is the set of cobordism classes of proper complexoriented maps of codimension $q$.
$M U^{*}(X)$ has a ring structure given as follows. If $f_{1}: Z_{1} \rightarrow X$ and $f_{2}: Z_{2} \rightarrow X$ are two cobordism classes, $\left(Z_{1}, f_{1}\right)$ and $\left(Z_{2}, f_{2}\right)$ then

$$
\left(Z_{1}, f_{1}\right)+\left(Z_{2}, f_{2}\right)
$$

is the class of the map

$$
f_{1} \sqcup f_{2}: Z_{1} \sqcup Z_{2} \rightarrow X
$$

The negative of $(Z, f)$ is $(Z, f)$ with the opposite orientation on the normal bundle. The product structure on $M U^{*}(X)$ is given by products of manifolds. That is, if $\left(Z_{1}, f_{1}\right) \in M U^{q}(X)$ and $\left(Z_{2}, f_{2}\right) \in M U^{r}(X)$ are as before, then

$$
\left(f_{1}, f_{2}\right): Z_{1} \times Z_{2} \rightarrow X \times X \in M U^{q+r}(X \times X) .
$$

Then

$$
\left(Z_{1}, f_{1}\right) \cdot\left(Z_{2}, f_{2}\right)=\Delta^{*}\left(\left(Z_{1}, Z_{2}\right),\left(f_{1}, f_{2}\right)\right)
$$

( $\Delta: X \rightarrow X \times X$ is the diagonal embedding). The unit element $1 \in$ $M U^{0}(X)$ is given by the identity $\operatorname{map} X \rightarrow X$.

Now we sketch the homotopy theoretic definition [Ad, p. 5]. Let $E(n) \rightarrow$ $B U(n)$ be the universal rank n vector bundle over $B U(n)$. Let $D(E)$ and $S(E)$ be its disc and sphere bundles. Then $D(E) / S(E)=M U(n)$. Moreover, if $E(n+1) \rightarrow B U(n+1)$ is the universal bundle, and $i: B U(n) \rightarrow$ $B U(n+1)$ is the map induced by the inclusion $U(n) \rightarrow U(n+1)$,

$$
i^{-1} E(n+1) \cong E(n) \oplus \mathbf{C} .
$$

Then the Thom space

$$
B U(n)^{E(n) \oplus \mathbf{C}} \cong S^{2} \wedge M U(n)
$$

maps to $M U(n+1)$ in the obvious way. Thus, we have a sequence of spaces $\Sigma_{2 n}=M U(n)$ and maps

$$
S^{2} \wedge \Sigma_{2 n} \rightarrow \Sigma_{2 n+2}
$$

In other words, the above sequence of spaces defines a spectrum denoted $M U$.. By standard reasoning, the group of maps $\bar{M} U(X)=\left[\Sigma^{\infty} X, M U\right]$ defines a cohomology theory [Huss, pp. 103-111]. Moreover, if $X$ is a manifold, $\bar{M} U(X)=M U(X)[Q u]$. For applications, we will generally use the geometric description of $M U^{*}(X)$.

The complex orientation of $M U^{*}$ is given as follows. By construction, $M U(1)=D(E) / S(E)$ where $E$ is the canonical line bundle over $B U(1)$. We have the principal $U(1)$ bundle $S(E) \rightarrow B U(1)$, which realizes $S(E)$ as the universal $U(1)$ principal bundle. In particular, $S(E)$ is contractible, so $M U(1) \simeq D(E) \simeq B U(1)$. Hence, we have a homotopy equivalence

$$
\theta: B U(1) \rightarrow M U(1)
$$

given by the zero section. By definition, $\theta$ defines a class $x \in \tilde{M} U^{2}(\mathbf{C} P(\infty))$. By construction, $i^{*}(x)$ is given by the inclusion

$$
\theta \circ i: \mathbf{C} P(1) \rightarrow M U(1) .
$$

It is trivial to check that $\theta \circ i$ is equivalent to the image of $1 \in M U(p t)$ under the suspension isomorphism, $M U^{0}(p t) \cong \tilde{M} U^{2}(\mathbf{C P}(1))$. Thus, $x$ defines the complex orientability of $M U^{*}$.

The geometric definition of $M U^{*}(X)$ has the virtue that a push-forward map is easy to construct [Qu]. Indeed, let $f: X \rightarrow Y$ be a proper complexoriented map of codimension $-d$. Let $g: Z \rightarrow X$ define a class $(Z, g) \in$ $M U^{q}(X)$. Then since $g$ and $f$ are proper and complex-oriented, so is $f \circ g$ [Dy, p. 57], so we have a new class

$$
(Z, f \circ g) \in M U^{q-d}(X)
$$

Definition 7.4: The push-forward $f_{*}(Z, g)=(Z, f \circ g)$.
The universality of $M U^{*}$ can then be described as follows. Let $h^{*}$ be a generalized cohomology theory with a push-forward, i.e., for any proper
complex-oriented map $g: Z \rightarrow X$, there is a map $g_{*}: h^{*}(Z) \rightarrow h^{*}(X)$. Suppose moreover that push-forward satisfies the following two properties.
(1):Base change. Let

be a Cartesian square of manifolds, with $g$ transversal to $f$, and suppose $f$ is proper and complex-oriented and give $f^{\prime}$ the pullback of the complex orientation of $f$. Then,

$$
g^{*} \circ f_{*}={f^{\prime}}_{*}^{\prime} \circ g^{\prime *}: h^{*}(Z) \rightarrow h^{*}(Y) .
$$

(2): Functoriality. If $f: Z \rightarrow X$ and $g: X \rightarrow Y$ are proper complex-oriented maps, and if $g \circ f$ is given the composition of the complex orientations, then $(g \circ f)_{*}=g_{*} \circ f_{*}$.

Proposition 7.5: (Quillen) Given an element $a$ of $h^{*}(p t)$, there is a unique morphism $\theta$ of functors commuting with pushforwards such that $\theta 1=a$, where $1 \in M U(p t)$ is the cobordism class of the identity.

Proof: Let $(Z, f) \in M U^{*}(X)$ be a cobordism class. Let $1_{Z} \in M U^{*}(Z)$ be the cobordism class of the identity. Then it follows from the definitions that $f_{*}\left(1_{Z}\right)=(Z, f)$. Let $\pi_{Z}: Z \rightarrow p t$ be the projection to a point. $1_{Z}=\pi_{Z}{ }^{*}(1)$. Then,

$$
\theta(Z, f)=\theta f_{*} \pi_{Z}^{*}(1)=f_{*} \pi_{Z}^{*} \theta(1)=f_{*} \pi_{Z}{ }^{*}(a)
$$

Thus, uniqueness of clear. Existence of $\theta$ amounts to showing that $\theta(Z, f)$ depends only on the cobordism class of $(Z, f)$. This follows from the homotopy invariance of $h^{*}$.

Thus, $M U^{*}$ is universal with respect to push-forwards. Quillen uses this fact to prove the following result.

Theorem 7.6: (Quillen, see also Adams) Let $h^{*}$ be a complex-orientable cohomology theory. Then there is a multiplicative natural transformation $\theta: M U^{*} \rightarrow h^{*}$, and

$$
\theta F_{M U}(X, Y)=F_{h}(\theta(X), \theta(Y))
$$

( $F_{h}$ refers to the formal group law in $h^{*}$ ).
As a consequence, to prove certain relations about complex orientable theories it suffices to prove statements about $M U$. As a point of information,

$$
M U^{*}(p t) \cong \mathbf{Z}\left[x_{1}, x_{2}, \cdots\right]
$$

where $x_{n}$ represents the map from a particular $2 n$-dimensional manifold $M^{2 n} \rightarrow p t$ and so $x_{n}$ occurs in degree $-2 n$ [Ad, p. 75]. If we work over the rationals, we may take $M^{2 n}=\mathbf{C P}(n)$. The formal group law for $M U$ is the universal one-dimensional formal group law introduced by Lazard.
(4): Elliptic cohomology. One can produce cohomology theories from $M U^{*}$ as follows [La]. $M U^{*}(X)$ is a module over $M U^{*}(p t)$. Suppose R is a ring and we have some ring homomorphism $\phi: M U(p t) \rightarrow R$. Then we can define a functor

$$
h_{\phi}^{*}(X)=M U(X) \otimes_{M U(p t)} R,
$$

where $R$ is a $M U(p t)$-module under the ring homomorphism $\phi$. Of course, $h_{\phi}{ }^{*}$ need not be a cohomology theory, since $R$ need not be flat over $M U^{*}(p t)$. However, there is an exact functor theorem which gives a criterion for $h_{\phi}{ }^{*}$ to be a cohomology theory. For example, if $\phi$ is given by the classical Todd genus, Conner and Floyd proved ${h_{\phi}}^{*}=K-$ theory.

A cohomology theory defined as above is said to be elliptic in the following situation. Let $\delta$ and $\epsilon$ be 2 algebraically independent elements over $\mathbf{Z}[1 / 2]$ of degrees -4 and -8 respectively. Let $R=\mathbf{Z}[1 / 2]\left[\delta, \epsilon, \epsilon^{\mathbf{- 1}}\right]$. We construct a ring homomorphism $\phi: M U \rightarrow R . \mathbf{C} P(n)$ defines a class $y_{n}$ in $M U$. Let

$$
R(x)=1-2 \delta x^{2}+\epsilon x^{4}
$$

Then $R(t)^{-1 / 2}$ has a power series expansion

$$
R(t)=\sum_{n} a_{n} t^{n}
$$

Then $\phi$ is said to be elliptic if $\phi\left(y_{n}\right)=a_{n}$. As a consequence, $\phi\left(y_{n}\right)=0$ if $n$ is odd for an elliptic genus.

Proposition-Definition 7.7: Let $\phi$ be elliptic. The functor

$$
h_{\phi}^{*}(X)=M U^{*}(X) \otimes_{M U(p t)} R
$$

defined by $\phi: M U(p t) \rightarrow R$ is a cohomology theory $E l l^{*}(X)$, called elliptic cohomology. It is complex orientable and its formal group law is given by the expression,

$$
F(x, y)=\frac{x \sqrt{R(y)}+y \sqrt{R(x)}}{1-\epsilon x^{2} y^{2}}
$$

The complex orientation is given by $x \rightarrow x \otimes 1$ in $E l l^{*}(\mathbf{C P}(\infty))$, where $x$ gives the complex orientation of $M U^{*}(X)$.

## Chapter 8

The umkehr homomorphism

We saw in the previous section that complex cobordism was universal with respect to cohomology theories with push-forwards. In this section we construct a push-forward $\pi_{*}$ for complex orientable generalized cohomology theories. Here, $\pi: E \rightarrow B$ is a fiber bundle with fiber a compact complex manifold associated to a $G$-principal bundle. $\pi_{*}$ is closely related to transfer. Our discussion follows Becker-Gottlieb [BG].

First, we need a Thom isomorphism theorem for a complex orientable theory $h^{*}$. Let $\pi: M \rightarrow X$ be a complex line bundle. There is an induced $\operatorname{map} \theta: X \rightarrow \mathbf{C} P(\infty)$ and an induced map of line bundles $M \rightarrow L$, where $L$ is the universal line bundle over $\mathbf{C} P(\infty)$. Then there is also an induced map of Thom spaces $\tilde{\theta}: X^{M} \rightarrow \mathbf{C} P(\infty)^{L}$. Let $D(L)$ and $S(L)$ be the disc and sphere bundles of $L$. Then

$$
\mathbf{C} P(\infty)^{L}=D(L) / S(L) \simeq D(L)
$$

since $S(L)$ is contractible. But $D(L) \simeq \mathbf{C} P(\infty)$. Hence $\mathbf{C} P(\infty)^{L} \simeq \mathbf{C} P(\infty)$. As a consequence, we can define $u \in h^{*}\left(\mathbf{C} P(\infty)^{L}\right)$ to be the class corresponding to $c_{1}(L)$ under the isomorphism

$$
h^{*}\left(\mathbf{C} P(\infty)^{L}\right) \cong h^{*}(\mathbf{C} P(\infty))
$$

Let

$$
u_{M}=\tilde{\theta}^{*}(u) \in h^{*}\left(X^{M}\right) .
$$

Recall that $h^{*}\left(X^{M}\right)$ is a $h^{*}(X)$ - module.
Theorem 8.1: (Dold [Dy, p. 45]) $\Phi: h^{*}(X) \rightarrow h^{*}\left(X^{M}\right)$ given by $\Phi(x)=$ $u_{M} \cdot \pi^{*}(x)$ is an isomorphism.

More generally, if $E$ is any vector bundle, there is an associated Thom class $u \in h^{*}\left(X^{E}\right)$. We have,

Theorem 8.2(Dold) : $\Phi: h^{*}(X) \rightarrow h^{*}\left(X^{E}\right)$ given by $\Phi(x)=u \cdot \pi^{*}(x)$ is an isomorphism.

Let $\pi: E \rightarrow B$ be a fiber bundle with compact smooth f-dimensional fiber $F$ associated to a G-principal bundle $P \rightarrow B$. As in chapter 2, let $i: F \rightarrow V$ be an embedding with normal bundle $N$. Let $c: S^{V} \rightarrow F^{N}$ be the associated Pontryagin-Thom collapsing map. Let $\xi$ be the vector bundle over $B$ associated to the representation $V$ and let $\bar{\xi}$ be its inverse bundle. The Pontryagin-Thom map induces a map

$$
1 \times_{G} c: P \times_{G} S^{V} \rightarrow P \times_{G} F^{N}
$$

and hence a map,

$$
\left(1 \times_{G} c\right) \wedge 1: P \times_{G} S^{V} \wedge_{B} \bar{\xi} \rightarrow P \times_{G} F^{N} \times_{B} \bar{\xi}
$$

Identifying $B$ to a point, we get a map

$$
\tilde{t}: B^{\xi \oplus \tilde{\xi}}=\Sigma^{s}\left(B^{+}\right) \rightarrow E^{N \oplus p^{-1}(\bar{\xi})} .
$$

Now, suppose $T(F)$, the tangent bundle to $F$, is a complex vector bundle. Then its inverse bundle

$$
N \oplus p^{-1}(\bar{\xi})=\beta
$$

may be chosen to have a complex structure so it has a Thom class $U \in$ $h^{s-f}\left(E^{\beta}\right)$ and an associated Thom isomorphism

$$
\Phi: h^{k}\left(E^{+}\right) \rightarrow h^{k+s-f}\left(E^{\beta}\right) .
$$

Let

$$
\sigma: h^{i}\left(\Sigma^{s} B^{+}\right) \rightarrow h^{i-3}\left(B^{+}\right)
$$

be the suspension isomorphism.
Definition 8.3: The umkehr homomorphism
$\pi_{*}=\sigma \circ c^{*} \circ \Phi: h^{k}\left(E^{+}\right) \rightarrow h^{k+s-f}\left(E^{N \oplus p^{-1}(\bar{\xi})}\right) \rightarrow h^{k+s-f}\left(\Sigma^{s} B^{+}\right) \rightarrow h^{k-f}\left(B^{+}\right)$.
Since the tangent bundle $T(F)$ has a complex structure so does $T_{\pi}$. Hence, in our complex orientable theory $h^{*}, T_{\pi}$ has an Euler class,

$$
\chi\left(T_{\pi}\right)=c_{n}\left(T_{\pi}\right)
$$

Theorem 8.4: (BG, Thm 4.3) The transfer

$$
\tau(\pi)^{*}: h^{k}\left(E^{+}\right) \rightarrow h^{k}\left(B^{+}\right)
$$

is given by

$$
\tau(\pi)^{*}(x)=\pi_{*}\left(x \cdot \chi\left(T_{\pi}\right)\right)
$$

Proof: The following diagram is commutative.


Here the map $i^{*}$ is induced from the inclusion of $\beta$ into the trivial rank n vector bundle. The commutativity of the left hand square follows from the naturality properties of the Thom isomorphism. The commutativity of the right hand square is just the definition of $\pi^{*}$. The lower line of the diagram is the transfer. The result follows by naturality of the suspension isomorphism.

The map $\pi_{*}$ satisfies the universal properties for push-forwards described in chapter 7 .
(1): If the following is a Cartesian square of fiber bundles

then

$$
\tilde{\theta}^{*} \circ \pi_{*}^{\prime}=\pi_{*} \circ \theta^{*}
$$

(2):functoriality.

As a consequence of (1), we have
Proposition 8.5 :

$$
\theta^{*} \circ \pi^{\prime *} \circ \pi_{*}^{\prime}=\pi^{*} \circ \pi_{*} \circ \theta^{*}
$$

Thus, $\theta^{*}$ is an intertwining operator between $\pi^{*} \circ \pi_{*}$ and $\pi^{\prime *} \circ \pi_{*}^{\prime}$.

## Chapter 9

The Weyl group invariants on the cohomology of the classifying space

By the results of chapters 3 and 4, we know that rationally the generalized cohomology of the classifying space of a compact connected Lie group is given by the Weyl group invariants in the cohomology of the classifying space of a maximal torus. This fact makes the Weyl group action on the cohomology of the classifying space of a maximal torus very important. In this chapter we study that action. The main result is that this action is equivalent to the action on the ordinary cohomology. Most of these results will be proved under the assumption that $|W|$ is invertible in our cohomology theory $h^{*}$.

Let $W$ be the Weyl group and let

$$
\hat{h}^{*}=h^{*}\left(\frac{1}{|W|}\right)
$$

The W -action on $B T$ is induced from the W -action on $T$ and on $R(T)$. Let $e^{\lambda}$ be a one-dimensional representation of $T$ and let $L(\lambda) \rightarrow B T$ be the corresponding line bundle. Let $\chi(\lambda)=c_{1}(L(\lambda))$, where $c_{1}$ denotes the $h^{*}$ Chern class. Then $w$ induces an automorphism $\phi_{w}$ of $B T$, so

$$
\phi_{w}^{*} \chi(\lambda)=\chi\left(\phi_{w}^{-1} L(\lambda)\right)
$$

by naturality. Since

$$
\phi_{w}^{-1} L(\lambda)=L(w \lambda), \phi_{w}^{*} \chi(\lambda)=\chi(w(\lambda))
$$

Let $s_{\alpha}$ be a reflection. Then

$$
s_{\alpha}(\lambda)=\lambda-<\lambda, \alpha>\alpha
$$

where $<\lambda, \alpha>\in \mathbf{Z}$ is the Cartan pairing

$$
\frac{2(\lambda, \alpha)}{(\alpha, \alpha)}
$$

Thus,
$\chi\left(s_{\alpha}(\lambda)\right)=\chi(\lambda-<\lambda, \alpha>\alpha)=\chi(\lambda)-<\lambda, \alpha>\chi(\alpha)+$ higher order terms because the formal group law is of the form

$$
F(X, Y)=X+Y+\text { higher order terms. }
$$

If we filter $\hat{h}^{*}(B T)$ as in the Atiyah-Hirzebruch spectral sequence, then the $s_{\alpha}$-action on $G r \hat{h}^{*}(B T)$ is identical with the $s_{\alpha}$-action on

$$
H^{*}\left(B T, \hat{h}^{*}(p t)\right)
$$

Since the Weyl group is generated by reflections, the same statement is true for the Weyl group. Of course, this fact follows from generalities about the Atiyah-Hirzebruch spectral sequence but it seems more instructive to give an explicit proof.

Proposition 9.1 : Assume $h^{*}$ has no 2-torsion. Then the Weyl group acts faithfully on $h^{*}(B T)$.
Proof: It is well-known that $W$ acts faithfully on $H^{*}\left(B T, \mathbf{Z}_{p}\right)$ for $p \neq 2$. Thus, $W$ acts faithfully on $G r h^{*}(B T)$ so it acts faithfully on $h^{*}(B T)$.

## Theorem 9.2:

$$
\hat{h}^{*}(B T) \cong H^{*}\left(B T, \hat{h}^{*}(p t)\right)
$$

as W-modules and as $\hat{h}^{*}(p t)-$ modules.
Proof: The $E_{2}$ term of the Atiyah-Hirzebruch spectral sequence is

$$
H^{*}\left(B T, \hat{h}^{*}(p t)\right)
$$

The spectral sequence degenerates at the $E_{2}$ term so

$$
g r \hat{h}^{p+q}(B T) \cong H^{p}\left(B T, \hat{h}^{q}(p t)\right)
$$

where the grading is on the p-index. Since $B T$ is simply connected,

$$
H^{*}\left(B T, \hat{h}^{*}(p t)\right) \cong H^{*}(B T) \otimes \hat{h}^{*}(p t)
$$

Moreover, the same considerations are valid for $X_{n}=\prod_{i=1}^{l} \mathbf{C P}(n)$ where $\mathrm{l}=\operatorname{dim} \mathrm{T}$.

First we construct a linear map $\theta$ from

$$
H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right) \rightarrow \hat{h}^{*}\left(X_{n}\right) .
$$

Choose an algebraically independent set of ring generators $e^{\lambda_{1}}, \cdots, e^{\lambda_{l}}$ for $R(T)$. Let $x_{i}=c_{1}{ }^{H}(L(\lambda))$, the Chern class in ordinary cohomology. Then the $x_{i}$ are ring generators for $H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right)$ over $\hat{h}^{*}(p t)$. Define $\tilde{\theta}\left(x_{i}\right)=\chi\left(\lambda_{i}\right)$. Extend $\tilde{\theta}$ linearly and multiplicatively to $H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right)$. Thus, for example, $\tilde{\theta}\left(-x_{i}\right)=-\chi\left(\lambda_{i}\right)$. Define $\theta$ by averaging over the Weyl group so

$$
\theta(x)=\frac{1}{|W|} \sum_{w \in W} \pi_{h}(w) \tilde{\theta}\left(\pi_{H}\left(w^{-1}\right) x\right)
$$

Here $\pi_{H}$ denotes the representation of $W$ on

$$
H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right)
$$

and $\pi_{h}$ denotes the representation of $W$ on $h^{*}\left(X_{n}\right)$. By construction, $\theta$ is W-equivariant. Since the representation of $W$ on $\operatorname{Gr} \hat{h}^{*}\left(X_{n}\right)$ is isomorphic with the representation of $W$ on

$$
H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right)
$$

$\theta(x)=x+$ higher order terms.

$$
H^{*}\left(X_{n}, \hat{h}^{*}(p t)\right)
$$

and $h^{*}\left(X_{n}\right)$ are finitely generated $\hat{h}^{*}(p t)$ - modules. Thus. as a finite matrix, $\theta$ is upper triangular with 1's on the diagonal and coefficients in $\hat{h}^{*}(p t)$. Hence it has an inverse $\theta^{-1}$ which is automatically W -equivariant. Denote the homomorphism $\theta$ by $\theta(n)$. Then $\theta(n)$ respects inclusions $i: X_{n} \rightarrow X_{m}$ for $m \geq n$. That is, $\theta(n) \circ i^{*}=i^{*} \circ \theta(m)$. Thus, $\theta(n)$ and its inverse $\theta(n)^{-1}$ can be extended to

$$
\theta: H^{*}\left(B T, \hat{h}^{*}(p t)\right) \rightarrow \hat{h}^{*}(B T)
$$

and

$$
\theta^{-1}: \hat{h}^{*}(B T) \rightarrow H^{*}\left(B T, \hat{h}^{*}(p t)\right)
$$

and are still W-equivariant. The result follows.

## Chapter 10

Nonvanishing of some characteristic classes

Suppose $L(\alpha)$ is the line bundle on $B T$ associated to a character $e^{\alpha}$ where $\alpha$ is a root. We want to determine when its characteristic classes are not zero divisors. This will be important later when we seek to invert characteristic classes. The main difficulty is that the characters $e^{\alpha}$ do not usually generate $R(T)$.

Let

$$
\mathbf{g}=\operatorname{Lie}(G) \otimes_{\mathbf{R}} \mathbf{C}
$$

be the complexified Lie algebra of $G$ so

$$
\mathbf{t}=\operatorname{Lie}(T) \otimes_{\mathbf{R}} \mathbf{C}
$$

is a Cartan subalgebra of g . We begin by introducing a particular set of generators for $R(T)$. Let $R$ be the set of roots and let $R^{+}$be a system of positive roots with corresponding simple roots $\Delta=\left(\alpha_{1}, \cdots, \alpha_{l}\right)$. For each simple root $\alpha_{i}$, there is a corresponding subgroup

$$
S_{i}=P S U(2) \text { or } S U(2) \subset G
$$

with $\operatorname{Lie}\left(S_{i}\right) \otimes_{\mathbf{R}} \mathbf{C}$ having roots $\alpha_{i}$ and $-\alpha_{i}$. Let $T_{i} \subset T$ be a maximal torus of this $S_{i}$. Let $e^{\lambda_{i}}$ be a generator of $R\left(T_{i}\right)$ such that $e^{\alpha_{i}}=e^{\lambda_{i}}$ or $e^{2 \lambda_{i}}$ on $T_{i}$. Extend $e^{\lambda_{i}}$ to $R(T)$ by setting $e^{\lambda_{i}}=1$ on $T_{j}$ for $i \neq j$. Then the $e^{\lambda_{i}}$ are a set of generators for $R(T)$. As a consequence, Proposition 5.2 asserts that

$$
h^{*}(B T) \cong h^{*}(p t)\left[\left[\chi\left(\lambda_{i}\right), \cdots, \chi\left(\lambda_{l}\right)\right]\right] .
$$

Thus, the $\chi\left(\lambda_{i}\right)$ are not zero-divisors in $h^{*}(B T)$. Suppose

$$
e^{\lambda} \in R(T)
$$

Then in $\mathrm{t}^{*}$,

$$
\lambda=\sum_{i} n_{i} \lambda_{i} .
$$

Thus,

$$
\chi(\lambda)=\sum_{i} n_{i} \chi\left(\lambda_{i}\right)+\text { higher order terms }
$$

If some $n_{i}$ is not a zero-divisor in $h^{*}(p t)$, then $\chi(\lambda)$ is not a zero-divisor in $h^{*}(B T)$. Indeed, $\chi(\lambda)$ is then a power series with first term not a zero-divisor.

We want to apply this result to the case where $\lambda$ is a root. Each

$$
\alpha_{i}=\sum_{i} n_{i} \lambda_{i}, n_{i} \in \mathbf{Z}
$$

Proposition 10.1: If $p \geq 3$ is a prime, there is some $n_{i}$ such that $p$ does not divide $n_{i}$.
Proof. This follows from the classification of complex semisimple Lie algebras. If $p$ divides $n_{i}$ for all i , then $p$ divides all entries in the corresponding row of the Cartan matrix. By examination of Cartan matrices, one sees that $p=2$.

Corollary 10.2: If $h^{*}(p t)$ has no 2 -torsion, then $\chi\left(\alpha_{i}\right)$ is not a zero-divisor for any simple root $\alpha_{i}$.

Proposition 10.3: If $h^{*}(p t)$ has no 2-torsion, $\chi(\alpha)$ is not a zero-divisor for any root $\alpha$.
Proof. Every root $\alpha$ is Weyl group conjugate to a simple root $\alpha_{i}$. Since the Weyl group acts by automorphism on $h^{*}(B T)$ and $\chi(\alpha)$ is W-conjugate to $\chi\left(\alpha_{i}\right)$, the result follows from the above corollary.

Chapter 11

The formula for the umkehr homomorphism

In this section, we combine the Brumfiel-Madsen formula from chapter 4 with the results of the previous section to prove a formula for the umkehr homomorphism. In the next few sections, we will interpret this formula in various ways.

Again, $G$ is a compact connected Lie group with maximal torus $T$. Suppose $h^{*}$ is a complex-orientable cohomology theory in which $\chi(\alpha)$ is not a zero-divisor for any root $\alpha$. Let

$$
\pi: B T \rightarrow B G
$$

be the fiber bundle with fiber $G / T$ induced by the inclusion of $T$ in $G$. To define the umkehr homomorphism

$$
\pi_{*}: h^{*}(B T) \rightarrow h^{*}(B G)
$$

we need a complex structure on $G / T$.
Since $G$ is compact, it embeds into $G L(n, \mathbf{C})$ for some n . As before g is the complexified Lie algebra of $G$. Let $G_{\mathbf{C}}$ denote the complex Lie group in $G L(n, \mathbf{C})$ which corresponds to g . Let $B$ be a Borel subgroup of $G_{\mathbf{C}}$. Then $G_{\mathbf{C}} / B \cong G / T$. We may assume $T \subset B$. In this way, a choice of a Borel subgroup determines a complex structure on $G / T[\mathrm{BH}]$.

We want to compute the tangent bundle to the fibers $T_{\pi}$ in terms of Lie theoretic data. Let $R^{+}$be the positive root system determined by $B$, so $\alpha \in R^{+}$means $\alpha$ is a weight of the action of t on $\operatorname{Lie}(B)=\mathrm{b}$. We have the identification of $T\left(G_{\mathbf{C}} / B\right)$ with $G \times_{T} \mathrm{~g} / \mathrm{b}$. As a T-representation space,

$$
\mathbf{g}=\mathbf{b} \oplus\left(\oplus_{\alpha \in R^{+}} \mathbf{C}_{-\alpha}\right)
$$

where $\mathbf{C}_{-\alpha}$ denotes the character of $T$ defined by the root $-\alpha$. As a consequence,

$$
\mathrm{g} / \mathrm{b} \cong \oplus_{\alpha \in R^{+}} \mathbf{C}_{-\alpha},
$$

Then the tangent bundle along the fibers is

$$
T_{\pi}=E G \times_{T} \mathbf{g} / \mathrm{b} \cong E G \times_{T} \oplus_{\alpha \in R^{+}} \mathbf{C}_{-\alpha}=\oplus L(-\alpha),
$$

where $L(-\alpha)$ is the line bundle associated to the root $-\alpha$. In any complexorientable theory $h^{*}$,

$$
\begin{equation*}
\chi\left(T_{\pi}\right)=\prod_{\alpha \in R^{+}} \chi(-\alpha) \tag{11.1}
\end{equation*}
$$

Now assume $h^{*}$ has coefficients with no 2 -torsion. Theorem 8.4 asserts that for $x \in h^{*}(B T)$,

$$
\pi^{*} \circ \tau(\pi)^{*}(x)=\pi^{*} \circ \pi_{*}\left(\chi\left(T_{\pi}\right) \cdot x\right)
$$

By $10.3, \chi\left(T_{\pi}\right)$ is a product of non-zero-divisors in $h^{*}(B T)$, so we may formally invert it in a localization

$$
Q=h^{*}(B T)\left[\frac{1}{\chi\left(T_{\pi}\right)}\right]
$$

with $h^{*}(B T) \hookrightarrow Q$. Thus, using the Brumfiel-Madsen formula 4.4, we have the identity in $Q$,

$$
\pi^{*} \circ \pi_{*}(x)=\pi^{*} \circ \tau(\pi)^{*} \frac{1}{\chi\left(T_{\pi}\right)} x=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}} \chi(-\alpha)} x
$$

As written, this is an identity on $Q$ but since the left hand side preserves the subring $h^{*}(B T)$, it may be regarded as an identity on $h^{*}(B T)$.
Theorem 11.2: (Bressler-Evens) Suppose $h^{*}$ has no 2-torsion, then for $x \in h^{*}(B T)$ we have the formula

$$
\pi^{*} \circ \pi_{*}(x)=\sum_{w \in W} w \frac{1}{\Pi \chi(-\alpha)} x
$$

Remark 11.3: The only place where we used the absence of 2 -torsion was when we asserted that $\chi(\alpha)$ was not a zero-divisor. If we have some other reason for knowing $\chi(\alpha)$ is not a zero-divisor, then the result is still true. For example, if the formal group law of $h^{*}$ is of the form

$$
X+Y+a_{11} X Y+\cdots
$$

and $a_{11}$ is a unit, then for $G=S U(2), \chi(\alpha)$ is not a zero-divisor. In any case when $G=S O(3), \chi(\alpha)$ is not a zero-divisor because the associated character generates $R(T)$.

## Chapter 12

The Weyl character formula and Verma modules

In this section we interpret Theorem 11.2 for the case of complex K-theory. As a first application, we show that 11.2 is just the Weyl character formula. Then we will interpret a part of the formula as a topological construction of a Verma module. A modification of the Brumfiel-Madsen formula will then give irreducible quotients of Verma modules associated to nonsingular Schubert varieties.

We use the notation of the previous section. Also, for all applications in this section $K^{1}=0$ so by Bott periodicity we may regard $K^{0}=K$. Using this convention, we have the identifications $K(B T) \cong \hat{R}(T)$ and $K(B G) \cong \hat{R}(G)$ (Theorem 7.2). In these identifications, a representation of a compact group is identified with the associated vector bundle over the classifying space of the group. Thus, if $e^{\lambda}$ is a representation of a torus $T$, then $[L(\lambda)]$ is the associated class in $K(B T)$. Using our convention that

$$
\begin{aligned}
& \chi(L)=[1]-\left[L^{*}\right] \\
& \chi\left(-\alpha_{i}\right)=1-e^{\alpha_{i}}
\end{aligned}
$$

as an element of $R(T)$. With this identification, 11.2 reads

$$
\pi^{*} \circ \pi_{*}(x)=\sum_{w \in W} w \frac{1}{\prod\left(1-e^{\alpha}\right)} x
$$

We apply this formula to the class of the line bundle $[L(\lambda)]=e^{\lambda}$. Thus we have,

$$
\pi^{*} \circ \pi_{*}\left(e^{\lambda}\right)=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda}
$$

The action of $W$ induced on $K(B T)$ agrees with its action on roots. Hence, we may compute as follows. Let

$$
\rho=\frac{1}{2} \sum_{\alpha \in R^{+}} \alpha
$$

Let $l(w)$ be the length of $w$, which is equal to the number of positive roots whose sign is changed by $w$. Then,

$$
\begin{gathered}
\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda}=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}}\left(e^{-\alpha / 2}-e^{\alpha / 2}\right)} e^{\lambda-\rho}= \\
\frac{1}{\prod_{\alpha \in R^{+}}\left(e^{-\alpha / 2}-e^{\alpha / 2}\right)} \sum_{w \in W}(-1)^{l(w)} e^{w(\lambda-\rho)}
\end{gathered}
$$

which is the ordinary form of the Weyl character formula [Hum, p. 139].
Of course, there is a theorem attached to the above formula which asserts that the right hand side is the restriction to $T$ of a finite dimensional irreducible representation. The proof of this theorem will require some additional results. We need to interpret $\pi^{*} \circ \pi_{*}$ in another way. First, observe that

$$
\pi_{*}: K(B T) \rightarrow K(B G)
$$

can be interpreted as a map

$$
\pi_{*}: \hat{R}(T) \rightarrow \hat{R}(G)
$$

In this guise, $\pi_{*}$ is called holomorphic induction. $\pi^{*}$ is naturally identified as the restriction map $\hat{R}(G) \rightarrow \hat{R}(T)$. We can interpret $\pi_{*}$ as follows. Let $L(\lambda)$ (resp. $\mathcal{L}(\lambda)$ be the line bundle over $B T$ (resp. G/T) associated to a character of $T$. Let $H^{i}(G / T, \mathcal{L}(\lambda))$ be the Cěch cohomology groups defined with respect to holomorphic sections of $\mathcal{L}(\lambda)$. These cohomology groups are G-representations since $\mathcal{L}(\lambda)$ is G-equivariant, and finite dimensional since $G / T$ is Kaehler. Let $\mathcal{H}^{i}$ be the associated vector bundle over $B G$. Then define,

$$
\pi_{!}([L(\lambda)])=\sum(-1)^{i} \mathcal{H}^{i}
$$

The Atiyah-Hirzebruch version of the Grothendieck-Riemann-Roch theorem would asserts that $\pi_{*}=\pi_{!}$for the case where $B T$ and $B G$ are replaced by finite approximations [AH2]. The generalization of the above result to the classifying spaces if fairly easy, but lacking a reference, we will give it.

Lemma: $\pi_{*}=\pi$.
Proof: Let $X_{n}$ give a finite approximation of $B T$ and let $Y_{n}$ give a finite approximation of $B G$, so that $X_{n} \rightarrow Y_{n}$ is a $G / T$ fiber bundle. Then there is a Cartesian square

which means the induced diagram commutes


Applying limits and using the fact that $K(B G)=\lim K\left(Y_{n}\right)$ for any compact group $G$, the following diagram commutes.

$$
\begin{aligned}
& K(B T) \cong K(B T) \\
& \pi_{*} \downarrow \downarrow \lim p_{n_{*}} \\
& K(B G) \xrightarrow{\cong} K(B G)
\end{aligned}
$$

By the similar reasoning, the following diagram commutes.

$$
\begin{array}{cll}
R(T) & K(B T) \\
\pi!\downarrow & \downarrow \lim p_{n_{*}} \\
R(G) \longrightarrow & K(B G)
\end{array}
$$

The lemma follows.
Returning to the Weyl Character formula, by the Borel-Weil-Bott theorem, all but one cohomology group is nonzero [Bott]. Moreover, if $\lambda$ is anti-dominant with respect to $R^{+}$, then $\mathcal{H}^{0}$ is the irreducible representation $V(\lambda)$ of lowest weight $\lambda$. Let $\operatorname{ch} V(\lambda)$ denote its decomposition as a representation of T. Thus, we have

Theorem 12.1 (Weyl character formula): The representation of $T$ given by the finite dimensional $G$-representation $V(\lambda)$ of lowest weight $\lambda$, is given by the formula,

$$
\operatorname{chV}(\lambda)=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda}
$$

There are several points worth making about this argument. First, it uses two relatively difficult facts : the identification of $\pi_{*}$ with $\pi_{!}$, and the Borel-Weil-Bott theorem. The logic in the argument is to some extent reversible.

That is, given our results computing $\pi^{*} \circ \pi_{*}$ and the vanishing part of the Borel-Weil-Bott theorem, we have the following result.

Theorem 12.2 : Any 2 of the following imply the third.

$$
\begin{gathered}
(1) \operatorname{ch}(V(\lambda))=\sum_{w \in W} w \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda} \\
(2) \pi_{*}: K(B T) \rightarrow K(B G) \text { and } \pi_{!}: K(B T) \rightarrow K(B G) \text { coincide. } \\
(3) H^{0}\left(G_{\mathbf{C}} / B, L(\lambda)\right)=V(\lambda)
\end{gathered}
$$

Proof. We have already shown that (2) and (3) imply (1). Now suppose we are given (1) and (3). Then computing $\pi^{*} \circ \pi_{*}\left(e^{\lambda}\right)$ we get $\operatorname{ch} V(\lambda)$ by (1) and Theorem 12.1. By (3), computing $\pi^{*} \circ \pi!\left(e^{\lambda}\right)$ we get $\operatorname{ch} V(\lambda)$, since applying $\pi^{*}$ amounts to taking the character. Therefore,

$$
\pi^{*} \circ \pi_{*}=\pi^{*} \circ \pi_{!}
$$

on line bundles over $B T$. Since $K(B T)$ is additively generated by line bundles, they are equal on $K(B T)$. But $\pi^{*}$ is injective (Corollary 4.7), so $\pi_{*}=\pi_{1}$. Hence, we have (2). The fact that (1) and (2) imply (3) follows in a similar way.

The consequence that (1) and (2) imply (3) is not so interesting since the Borel-Weil theorem admits several much more illuminating proofs [Se] [BB]. However, (2) is a fairly difficult analytic fact and is in fact reasonably farreaching. Indeed, suppose $X$ is any space with a free $G$-action. Consider the fiber bundle $X / T \rightarrow X / G$. Then we have a classifying map $\theta: X / T \rightarrow B T$ and an induced map

$$
\theta^{*}: K(B T) \rightarrow K(X / T)
$$

Then the diagram,

$$
\begin{array}{ccc}
X / T & \theta \\
p \downarrow & B T \\
X / G & \downarrow \pi \\
\theta_{G} & \square G
\end{array}
$$

is a pullback diagram. By base change, it follows that

$$
\theta^{*} \circ \pi^{*} \circ \pi_{*}=p^{*} \circ \theta_{G}^{*} \circ \pi_{*}=p^{*} \circ p_{*} \circ \theta^{*}
$$

But the left-hand side of the above equation is

$$
\theta^{*} \circ \pi^{*} \pi!
$$

If $X / T$ and $X / G$ are complex projective manifolds (or lie in some other category of spaces admitting base change), the right-hand side is

$$
p^{*} \circ p_{!} \circ \theta^{*}
$$

Therefore, if $\theta^{*}$ is surjective,

$$
p^{*} \circ p_{*}=p^{*} \circ p_{!}
$$

If we assume further that $|W|$ is invertible in $K(X / G)$, then $p_{*}=p_{!}$since $p^{*}$ is injective (4.6). This fact for general projective complex manifolds requires some fairly difficult analysis. It seems useful to have a fairly simple proof of this fact for the special case described above. Note that fibrations of the form $G / T \rightarrow G / H$, where $T$ is a subgroup of $H$, satisfy the hypotheses, i.e. they are complex projective manifolds [Se] and the classifying map is surjective [St]. Moreover, the same result is true for maps of the form $G / H \rightarrow G / K$, with $T \subset H \subset K$.

Of course, the Weyl character formula is not a difficult theorem to prove by standard algebraic machinery. However, the above proof has the virtue that the terms have some intrinsic meaning. This meaning is very suggestive for representation theory. Indeed, the Weyl character formula admits the following interpretation. Let $U(\mathrm{~g})$ and $U(\mathrm{~b})$ denote the universal enveloping algebras of $g$ and $b$ respectively. Let $b_{-}$denote the opposite Borel subalgebra to $b$. As before, $t \subset b_{-}$is a Cartan subalgebra of $g$. If we write

$$
\frac{1}{\left(1-e^{\alpha}\right)} \text { as }\left(1+e^{\alpha}+e^{2 \alpha}+\cdots\right)
$$

the expression

$$
\frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda}
$$

is the formal character of the Verma module $M(\lambda)$ of lowest weight $\lambda$ [Hum, p. 136]. Thus, the formal character $\operatorname{ch} M(\lambda)$ is given by dividing the class of the line bundle $[L(\lambda)]$ by the Euler class of the tangent bundle to $G_{\mathbf{C}} / B$. $b_{-}$decomposes as a Lie algebra direct sum $b_{-}=t \oplus n_{-}$as a Lie algebra
direct sum, where $n_{-}$is the nilradical of $b_{-}$. Thus a linear functional $\lambda$ of $t$ can be extended to $b_{-}$by setting $\lambda$ trivial on $n_{-}$. Call the associated onedimensional representation space $\mathbf{C}_{\lambda} . M(\lambda)$ is defined as the induced Lie algebra representation

$$
U(\mathbf{g}) \otimes_{U\left(\mathbf{b}_{-}\right)} \mathbf{C}_{\lambda}
$$

Thus, as others have no doubt noticed, $\operatorname{ch} V(\lambda)$ is obtained by formally averaging $\operatorname{ch} M(\lambda)$ when $\lambda$ is anti-dominant. If $\lambda$ is not anti-dominant, we still get a virtual finite dimensional representation by averaging, which is actually an irreducible representation up to a factor of -1 .

Readers familiar with representation theory will realize that Verma modules are usually highest weight modules rather than lowest weight modules. We are taking Verma modules to be lowest weight modules in order to identify a topological construction with a sheaf-theoretic construction. Our treatment is of course completely equivalent to the standard version.

We want to give a topological interpretation to $\operatorname{ch} M(\lambda)$ and to certain associated objects. None of the results discussed here are new results in representation theory. They only give topological realizations to familiar objects. Again, we let $\pi: B T \rightarrow B G$ be the fiber bundle with fiber $G_{\mathbf{C}} / B$ of real dimension $n$. Let $\chi\left(T_{\pi}\right)$ be the Euler class of the tangent bundle to the fiber. Let $\beta$ be a $s$ - $n$-dimensional complementary vector bundle over $B T$ with associated Thom isomorphism $\Phi$. The relation between $\pi_{*}$ and $\tau(\pi)^{*}$ was derived from the commutativity of the following diagram.


We want to apply this diagram to K-theory. We may assume all dimensions are even since $n$ is even, so we work with $K=K^{0}$. Then the above diagram reads,


For a vector bundle $\pi: E \rightarrow B$ with Thom class $U$ we will write the

Thom isomorphism

$$
\begin{gathered}
\qquad h^{*}(B) \rightarrow h^{*}\left(B^{E}\right) \\
\text { as } x \rightarrow x \cdot U \\
\text { instead of as } \pi^{*}(x) \cdot U
\end{gathered}
$$

in order to simplify notation. Let

$$
\pi_{[s]}: B T \times \mathbf{R}^{s}=T_{\pi} \oplus \beta \rightarrow B T
$$

and

$$
\pi_{\beta}: \beta \rightarrow B T
$$

be the associated vector bundles with respective Thom classes

$$
\Theta \in K\left(\Sigma^{s}\left(B T^{+}\right)\right)
$$

and

$$
U \in K\left(B T^{\beta}\right)
$$

Then for $x \in K\left(B T^{+}\right)$, the suspension isomorphism $\sigma$ is

$$
\sigma(x)=x \cdot \Theta
$$

Moreover, $\Theta$ is invariant under any automorphism of $B T$, in particular under the Weyl group. The inclusion $\beta \rightarrow \mathbf{R}^{s}$ induces the inclusion

$$
i: B T^{\beta} \rightarrow \Sigma^{s}\left(B T^{+}\right)
$$

Thus, in K-theory, we have an induced map

$$
i^{*}: \sigma(x) \mapsto U \cdot \chi\left(T_{\pi}\right) \cdot x
$$

$\chi\left(T_{\pi}\right)$ is not a zero-divisor in K -theory so adjoining its inverse, we have a map

$$
i^{*}: \sigma\left(\frac{x}{\chi\left(T_{\pi}\right)}\right) \mapsto U \cdot x
$$

Thus, multiplication by $U$ is equivariantly division by $\chi\left(T_{\pi}\right)$. But $\chi\left(T_{\pi}\right)=$ $\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)$ so the Thom isomorphism $\Phi: K(B T) \rightarrow K\left(B T^{\beta}\right)$ is

$$
\Phi(x)=U \cdot x=i^{*} \sigma\left(\frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} x\right)
$$

Thus, we have
Theorem 12.4:

$$
\Phi\left(e^{\lambda}\right)=i^{*} \sigma(\operatorname{ch} M(\lambda))
$$

where $e^{\lambda}$ denotes the line bundle on $B T$ corresponding to the character $e^{\lambda}$ of $T$.

In the sequel we will regard $\operatorname{ch} M(\lambda)$ as an element of $K\left(B T^{\beta}\right)$ via the above map.

Recall that a Verma module has a central character. That is, if $z \in Z(\mathrm{~g})$, the center of the universal enveloping algebra, then if $v \in M(\lambda)$,

$$
z \cdot v=\chi_{\lambda}(z) \cdot v
$$

where

$$
\chi_{\lambda}: Z(\mathrm{~g}) \rightarrow \mathbf{C}
$$

is an algebra homomorphism independent of $v$. Moreover, we have

$$
\chi_{\lambda}=\chi_{w(\lambda-\rho)+\rho}
$$

for $w \in W$ [Hum, p. 130] Regarded as elements of $K\left(B T^{\beta}\right)$, characters of Verma modules admit a Weyl group action.

## Proposition 12.5 :

$$
w \operatorname{ch} M(\lambda)=(-1)^{l(w)} \operatorname{ch} M(w(\lambda-\rho)+\rho)
$$

Proof:

$$
\begin{gathered}
w \cdot \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{\lambda}=w \cdot \frac{1}{\prod_{\alpha \in R^{+}}\left(e^{-\alpha / 2}-e^{\alpha / 2}\right)} e^{\lambda-\rho}= \\
(-1)^{l(w)} \frac{1}{\prod_{\alpha \in R^{+}}\left(e^{-\alpha / 2}-e^{\alpha / 2}\right)} e^{w(\lambda-\rho)}=(-1)^{l(w)} \frac{1}{\prod_{\alpha \in R^{+}}\left(1-e^{\alpha}\right)} e^{w(\lambda-\rho)+\rho}
\end{gathered}
$$

Corollary 12.6 : Weyl group orbits on $K\left(B T^{\beta}\right)$ correspond to Verma modules with the same infinitessimal character.

The motivation behind the previous result is that we have constructed the Verma modules (or at least their formal characters) without defining ag action on them. Thus, our construction of Verma modules is lacking a crucial structure. If $M(\lambda)$ and $M\left(\lambda^{\prime}\right)$ are Verma modules, there can be Lie algebra homomorphisms

$$
\phi: M(\lambda) \rightarrow M\left(\lambda^{\prime}\right)
$$

only if $\chi_{\lambda}=\chi_{\lambda^{\prime}}$. Therefore, the category of modules with central character generated by Verma modules breaks up into a direct sum of subcategories. The corollary asserts that these subcategories correspond to Weyl group orbits. As a result, our construction can see some of the $g$ - module structure.

Definition 12.7 : Let $P(\chi)$ denote the category of modules with central character $\chi$ generated by Verma modules $M(\chi)$ with $\chi_{\lambda}=\chi$.

We want to discuss irreducible objects in the category $P(\chi)$. We recall some basic facts. $M(\lambda)$ has a unique irreducible quotient, which we denote $L(\lambda) . L(\lambda)$ has the property that the weight $\lambda$ occurs exactly once and every other weight $\lambda^{\prime}$ which occurs has

$$
\lambda-\lambda^{\prime}=\sum_{\alpha \in R^{+}} n_{\alpha} \alpha,
$$

with $n_{\alpha} \leq 0$. Such modules are called lowest weight modules. $M(\lambda)$ has a composition series of finite length, and each composition factor is of the form $L(\mu)$ with $\chi_{\mu}=\chi$. Thus, we have the expression,

$$
\operatorname{ch} M(\lambda)=\sum_{\mu: x_{\mu}=x_{\lambda}} a(\lambda, \mu) \operatorname{ch} L(\mu)
$$

where $a(\lambda, \mu)$ is the number of composition factors of the form $L(\mu)$ which occur in $M(\lambda)$. Then $a(\lambda, \lambda)=1$. Furthermore, if $\mu$ appears in the sum,

$$
\mu=w(\lambda-\rho)+\rho
$$

There exists a unique $\mu=\mu_{0}$ such that

$$
<\mu_{0}-\rho, \alpha>\geq 0
$$

for all $\alpha \in R^{+}$. Let

$$
M(w)=M\left(w\left(\mu_{0}-\rho\right)+\rho\right)
$$

We can rewrite the above expression as

$$
\operatorname{ch} M(w)=\sum_{y \in W} a(w, y) \operatorname{ch} L(y)
$$

Assume further that $\lambda-\rho$ is regular, so

$$
<\lambda-\rho, \alpha>\neq 0 \text { for } \alpha \in R .
$$

For example, it is usual to take

$$
\mu_{0}=2 \rho
$$

so $Z(\mathrm{~g})$ acts trivially on $M\left(\mu_{0}\right)=M(e)$. Then $a(w, y) \neq 0$ if and only if $y \leq w$ in the Bruhat order [Vo, p. 95]. This fact, combined with the fact that $a(w, w)=1$ enables us to invert the matrix $A=a(w, y)$ giving,

$$
\operatorname{ch} L(w)=\sum_{y \leq w}(-1)^{l(y)-l(w)} b(w, y) \operatorname{ch} M(y)
$$

with $b(w, y) \in \mathbf{Z}$.
We recall some statements about Schubert cells. The flag variety

$$
G_{\mathbf{C}} / B=\cup_{w \in W} X_{w}
$$

with the B-orbit $B w B=X_{w}$. Also $X_{w}$ is isomorphic to $l(w)-$ dimensional complex affine space. The closures

$$
\bar{X}_{w}=\cup_{y \leq w} X_{y}
$$

are the Schubert cells. Since each $X_{y}$ is a B-orbit it is in particular T-stable. Hence we can form the space

$$
E G \times_{T} \bar{X}_{w}
$$

which is a fiber bundle over $B T$ with fiber $\bar{X}_{w}$.
The proof of the Brumfiel-Madsen formula goes as follows [ Fe 1 ]. We have $\pi: B T \rightarrow B G$ and we want to compute $\pi^{*} \circ \tau(\pi)^{*}$. We have the Cartesian diagram,

with

$$
\pi_{1}(x, g)=x, \quad \pi_{2}(x, g)=x g
$$

for $x \in E G$, and $g=g T \in G / T$. Then by naturality of the transfer, we have

$$
\pi^{*} \circ \tau(\pi)^{*}=\tau\left(\pi_{1}\right)^{*} \circ \pi_{2}{ }^{*} .
$$

The proof of the Brumfiel-Madsen formula is then a computation of $\tau\left(\pi_{1}\right)^{*}$. Now there is no way to fill in the lower right-hand diagonal in the above Cartesian square to produce an operator corresponding to an arbitrary Schubert variety. However, there is an obvious way to fill in the upper left-hand part of the square. We just replace $E G \times_{T} G / T$ with $E G \times_{T} \bar{X}_{w}$. The maps $\pi_{1}$ and $\pi_{2}$ are the same as with $G / T$. Thus, we can form the operator

$$
\phi_{w}=\tau\left(\pi_{1}\right)^{*} \circ \pi_{2}{ }^{*} \text { on } h^{*}(B T) .
$$

Theorem 12.8: $\phi_{w}=\sum_{y \leq w} y$.
Proof: This fact is essentially Theorem 1.4 in Mitchell-Priddy. First, we give $\bar{X}_{w}$ a finite bundle decomposition. This means,

$$
\bar{X}_{w}=\sqcup X_{i}
$$

where each $X_{i}$ is homeomorphic to an open disc bundle $D_{i}$ over a finite complex $F_{i}$ satisfying the following two conditions: (1) $D_{i} \rightarrow X_{i}$ extends to a continuous map of the closed disc bundle $\bar{D}_{i}$ into $\bar{X}_{w}$, (2) $\bar{X}_{i}-X_{i}=\bigcup X_{j}$, where the fiber dimension of $X_{j}$ is less than the fiber dimension of $X_{i}$. For $\bar{X}_{w}, X_{i}=X_{y}$, the open Schubert cell. Of course, $X_{y}$ is diffeomorphic to a vector bundle over a point. Indeed, let $N$ be the unipotent radical of $B$ and let $N_{-}$be the unipotent radical of the opposite Borel subgroup. Then $N_{y}=$ $y N_{-} y^{-1} \cap N$ is a complex connected unipotent subgroup of real dimension $2 l(y)$. The map $N_{y} \rightarrow X_{y}$ given by $n \rightarrow n y B$ is a diffeomorphism [BGG, Theorem 1.1]. Of course, any complex connected unipotent group is a vector space. Thus, conditions (1) and (2) are satisfied.

This bundle decomposition is T-equivariant. This means that the vector bundles $X_{y}$ and the attaching maps are T-equivariant. To see that $X_{y}$ is T-equivariant, we show that the T-action on $X_{y}$ is equivalent to the T-action by conjugation on $N_{y}$, which is equivariantly diffeomorphic to the T-action on $\operatorname{Lie}\left(N_{y}\right)$ via the exponential map. Indeed, the above identification maps

$$
t n t^{-1} \rightarrow t n t^{-1} w B=t n w \tilde{t} B=t n w B .
$$

There is a transfer $\tau_{y}$ for the vector bundle

$$
E G \times_{T} X_{y} \rightarrow B T
$$

Then Mitchell and Priddy have proved,
Theorem 12.9 : Let $P \times_{G} F \rightarrow B$ be a fiber bundle where the fiber $F$ has an equivariant bundle decomposition. Suppose the fiber $F$ decomposes into complex vector bundles $X_{i}$ with associated transfers $\tau_{i}$. Then $\tau^{*}=\sum \tau_{i}{ }^{*}$.

In our situation, the bundles $X_{y}$ have a unique T-fixed point at the origin. By standard arguments about the transfer, $\tau_{y}$ is just the inclusion of the zero-section. In our situation, the zero-section corresponds to the map $x \rightarrow$ $(x, y T), y \in W$. Thus,

$$
\tau\left(\pi_{1}\right)^{*} \circ \pi_{2}{ }^{*}=\sum_{y \leq w} y .
$$

The operator $\phi_{w}$ can be lifted to an operator on $K\left(B T^{\beta}\right)$ via the Thom isomorphism.

Corollary 12.10: Suppose $\bar{X}_{w}$ is smooth. Then as an operator on $K\left(B T^{\beta}\right)$,

$$
(-1)^{l(w)} \phi_{w}(\operatorname{ch} M(e))=\operatorname{ch} L(w)
$$

Proof: Proposition 12.5 asserts that

$$
y(\operatorname{ch} M(e))=(-1)^{l(y)} \operatorname{ch} M(y)
$$

Thus,

$$
(-1)^{l(w)} \phi_{w}=\sum_{y \leq w}(-1)^{l(w)-l(y)} \operatorname{ch} M(y)
$$

By a famous result of Kazhdan and Lusztig, the integers $b(w, y)=1$ when $\bar{X}_{w}$ is smooth [KL1].

So we have a formula for $\pi^{*} \circ \pi_{*}$, which when applied to K-theory gives the Weyl character formula. Moreover, a variation of $\pi^{*} \circ \pi_{*}$, still applied to K-theory, gives certain irreducible quotients of Verma modules. The obvious generalization is to apply these operations to other cohomology theories and to try to interpret the results. The main question here is to which cohomology classes one should apply these operators. In K-theory we applied them to $e^{\lambda}=[L(\lambda)]$. In an arbitrary theory we do not have an analogous notion of a class associated to a line bundle. The notion of a characteristic class is not a good generalization, since applying our operator to it does not give a representation. The philosophical point here is that the fundamental objects of study in representation theory are not really natural from the point of view of algebraic topology. Representations give a basis in $K(B T)$, but a particular basis is not a natural object to generalize to other cohomology theories. There are several approaches which might be useful in trying to interpret the Weyl character formula in other cohomology theories. First, many of these other cohomology theories have geometric interpretations. For example, elliptic cohomology may be interpreted as a character-valued index for a certain operator associated to a spin structure [Wi]. Thus, the meaning of our Weyl character formula should have some importance in this context. Second, Adams operations provide a way of picking out the actual vector bundles from the virtual vector bundles in K-theory. An Adams operation is just an example of a cohomology operation in a generalized cohomology theory. Thus, it should be interesting to see if cohomology operations can provide a way of picking out distinguished classes in generalized cohomology theories which play the same role as vector bundles in K-theory. I hope to do some later work on these topics.

## Chapter 13

## Braid relations and induction

In this section, we discuss some work of Bressler and myself and reinterpret in terms of induction. The basic idea is to introduce an operator on $h^{*}(B T)$ for each simple root. Our main theorem is that the operators attached to pairs of simple roots satisfy the same relations as the corresponding simple reflections in the Weyl group if and only if the formal group law of the cohomology theory is that of ordinary cohomology or of K-theory.

Again let $T \subset G$ be a maximal torus of a compact Lie group. The braid relations are defined as follows. The Weyl group is a Coxeter group. As such, it is a free group on $l$ generators $s_{1}, \cdots, s_{l}$ modulo certain relations. First,

$$
s_{i}^{2}=1
$$

We will for the most part ignore these relations. Second, for $i \neq j$ there exist integers $m_{i j}$ such that

$$
\left(s_{i} s_{j}\right)^{m_{i j}}=1
$$

Therefore,

$$
s_{i} s_{j} s_{i} \cdots=s_{j} s_{i} s_{j} \cdots,\left(\mathrm{~m}_{\mathrm{ij}} \text { factors on each side }\right) .
$$

These are called the braid relations because for the special case when the Weyl group is the symmetric group, they give the defining relations for Artin's braid group. It is well-known that the possible values for $m_{i j}$ are $2,3,4$, and 6 .

Definition 13.1: Let $D_{i}, i=1, \cdots l$ be linear operators associated to each simple root $\alpha_{i}$. Then we say the $D_{i}$ satisfy braid relations if

$$
D_{i} D_{j} D_{i} \cdots=D_{j} D_{i} D_{j} \cdots\left(\mathrm{~m}_{\mathrm{ij}} \text { factors on each side }\right)
$$

for all pairs $i$ and $j$.

Remark 13.2 :If $R$ is an algebra generated by operators $D_{i}$ which satisfy braid relations we can define an operator $D_{w}$ for $w \in W$ as follows[Bour, Prop. 5, p. 16]. We take a minimal decomposition of $w=s_{i_{1}} \cdots s_{i_{k}}$ and then we set $D_{w}=D_{i_{1}} \cdots D_{i_{k}}$. By a theorem of Matsumoto, $D_{w}$ does not depend on the choice of a minimal decompostion.

We define operators $D_{i}$ on $h^{*}(B T)$ as follows. Any simple root $\alpha_{i}$ (in fact any root) defines a subgroup

$$
H_{i} \cong S U(2) \times T \subset G
$$

$\operatorname{Lie} H_{i} \otimes_{\mathbf{R}} \mathbf{C}=h_{i}$ has as its root spaces $g_{\alpha_{i}}$ and $g_{-\alpha_{i}}$ [Hum, p. 37]. The induced fiber bundle $\pi_{i}: B T \rightarrow B H_{i}$ has fiber $H_{i} / T \cong \mathbf{C P}(1)$. Then for any complex oriented cohomology theory $h^{*}$, we have operators $\pi_{i}^{*} \circ \pi_{i *}$ on $h^{*}(B T)$.

Definition 13.3: $D_{i}=\pi_{i}{ }^{*} \circ \pi_{i *}$.
Operators of this form were first introduced by Bernstein, Gel'fand, and Gel'fand on the cohomology of the flag variety [BGG] and by Demazure on K-theory and on the Chow ring of the flag variety [De]. They were used to prove statements about the ring structures of these objects. Later, Kač and Peterson gave the purely topological description described above [KP]. Kostant and Kumar extended many of the results of BGG and Demazure to the Kač-Moody situation [KK1,KK2]. I should also mention the work of Arabia [Ar] and Gutkin-Slodowy [GS] on related questions. Kac̆ has used these operators to prove some striking theorems on torsion in the cohomology of Lie groups [Kač]. Perhaps most importantly, Kazhdan and Lusztig have used a mild generalization of this construction to give a topological construction of Hecke algebras [Lu] and to prove the Deligne-Langlands conjecture [KL2,KL3].

## Proposition 13.4 :

$$
D_{i}(x)=\left(1+s_{i}\right) \frac{1}{\chi\left(-\alpha_{i}\right)} x .
$$

Proof. This is just Theorem 11.2.

There is an isomorphism $\theta: \mathbf{t}^{*} \rightarrow H^{2}(B T, \mathbf{C})$ given by $\lambda \rightarrow \chi(\lambda) . \theta$ extends to an inclusion of the symmetric algebra $S\left(\mathrm{t}^{*}\right)$ into $H^{*}(B T, \mathbf{C})$. Given this identification the previous theorem asserts that

$$
D_{i}=\left(1+s_{i}\right) \frac{1}{-\alpha_{i}}
$$

## Propositon 13.5 :

$$
D_{i}^{2}(x)=D_{i}(1) D_{i}(x)=\left[\frac{1}{\chi\left(-\alpha_{i}\right)}+\frac{1}{\chi\left(\alpha_{i}\right)}\right] D_{i}(x)
$$

Proof: There is a projection formula

$$
\pi_{i_{*}}\left(\pi_{i}^{*}(y) \cdot z\right)=y \cdot \pi_{i *}(z)[\mathrm{Dy}, \mathrm{p} .54] .
$$

Let $y=\pi_{i *}(x)$ and let $z=1$. Then we have,

$$
\pi_{i}{ }^{*} \pi_{i *} \pi_{i}{ }^{*} \pi_{i *}(x)=\pi_{i}{ }^{*} \pi_{i *}(x) \cdot \pi_{i}{ }^{*} \pi_{i *}(1)=D_{i}(x) D_{i}(1) .
$$

But,

$$
D_{i}(1)=\left(1+s_{i}\right) \frac{1}{\chi\left(-\alpha_{i}\right)}=\frac{1}{\chi\left(-\alpha_{i}\right)}+\frac{1}{\chi\left(\alpha_{i}\right)}
$$

Corollary 13.6 :Let $L^{*}$ be the dual bundle to $L$. If $\chi\left(L^{*}\right)=-\chi(L)$, then $D_{i}^{2}=0$.

As a consequence, $D_{i}^{2}=0$ in ordinary cohomology and in elliptic cohomology. For ordinary cohomology this relation is well-known. In K-theory the formal group law implies

$$
\chi\left(-\alpha_{i}\right)=\frac{-\chi\left(\alpha_{i}\right)}{\omega \cdot \chi\left(\alpha_{i}\right)+1}
$$

where $\omega$ is the Bott class. Therefore, $D_{i}^{2}=\omega D_{i}$. If we use the periodicity isomorphism, we get $D_{i}^{2}=D_{i}$. This is the well-known formula for the Demazure operator [Lu]. Thus, we can recover some of the standard facts about these operators solely in terms of a formal group laws.

Suppose $h^{*}$ is a complex oriented theory satisfying the assumptions of 11.2. Consider the extension

$$
Q=h^{*}(B T)\left[\frac{1}{\chi\left(-\alpha_{i}\right)}, \frac{1}{\chi\left(\alpha_{i}\right)}\right] .
$$

Proposition 13.7 : The elements $w \in W$ are linearly independent over $Q$ as operators on $Q$.

Proof: If $Q$ were an integral domain, this fact would follow from a well-known theorem of Artin [Art, p. 35]. In our four main examples this is the case. However, $Q$ is not a domain in general, but we can modify Artin's argument for our purposes. Suppose there is some relation

$$
\begin{equation*}
\sum_{w \in W} a_{w} w=0 \tag{13.8}
\end{equation*}
$$

We can choose such a relation with a minimal number of nonzero $a_{w}$. Suppose $a_{w_{1}}$ and $a_{w_{2}}$ are nonzero. The argument that $W$ acts faithfully on $h^{*}(B T)$ implies there is some characteristic class $\chi(\lambda)$ on which $w_{1}$ and $w_{2}$ differ. Apply (13.8) to $\chi(\lambda) \cdot x$. Then,

$$
\sum_{w \in W} a_{w} \chi(w \lambda) \cdot w x=0
$$

and also,

$$
\sum_{w \in W} a_{w} \chi\left(w_{1} \lambda\right) w x=0
$$

Subtracting, we get

$$
\sum_{w \in W} a_{w}\left(\chi(w \lambda)-\chi\left(w_{1} \lambda\right)\right) w(x)=0
$$

and there is no $a_{w_{1}}$ term in the above sum. Hence, all terms are zero since we took a minimal relation. But

$$
\chi\left(w_{2} \lambda\right)-\chi\left(w_{1} \lambda\right)=\chi\left(w_{2}(\lambda)-w_{1}(\lambda)\right)+\text { higher order terms }
$$

If we can show that the above expression is not a zero-divisor, then we have a contradiction. We may as well assume that $w_{2}=e$ and $\lambda$ is a simple root $\alpha_{i}$. Then it is not difficult to check that we can choose $\alpha_{i}$ so that

$$
w_{1}\left(\alpha_{i}\right)=\sum m_{j} \alpha_{j}
$$

with some $m_{j} \leq|2|$ and $\neq 0$. It follows that

$$
\chi\left(w \alpha_{i}-\alpha_{i}\right)=\sum m_{j} \chi\left(\alpha_{j}\right)+\text { higher order terms }
$$

Since there is no 2 -torsion and $\chi\left(\alpha_{j}\right)$ is not a zero-divisor then the above expression is not a zero-divisor. Hence, we have the desired contradiction.

Theorem 13.9 : Let $G$ be a compact connected Lie group with at least two nonorthogonal roots and let $h^{*}$ be a complex oriented cohomology theory with no torsion. Let the $D_{i}$ be the operators defined above. Then the $D_{i}$ satisfy braid relations if and only if the formal group law is that of cohomology or K-theory.
Proof: There are three cases to consider. These cases are when the two nonorthogonal roots $\alpha_{i}$ and $\alpha_{j}$ have $m_{i j}=3,4$, or 6 . ( $m_{i j}=2$ implies the roots are orthogonal.) We first study the case $m_{i j}=3$.

We need to evaluate an identity of the form

$$
D_{1} D_{2} D_{1}=D_{2} D_{1} D_{2}
$$

By Proposition 13.6 we can check the above identity by expanding each side and equating coefficients of a Weyl group element on each side. When we expand each side we have to interchange characteristic classes $\chi(\alpha)$ with Weyl group elements. for $x \in h^{*}(B T)$,

$$
w(\chi(\alpha) x)=\chi(w \alpha) w(x)
$$

so as operators,

$$
w \chi(\alpha)=\chi(w \alpha) w
$$

Using this rule, when we examine terms on each side with coefficients $s_{i}$, we get

$$
\begin{gathered}
\left(\frac{1}{\chi\left(\alpha_{i}\right)}\right)\left(\frac{1}{\chi\left(-\alpha_{i}-\alpha_{j}\right) \chi\left(\alpha_{i}\right)}+\frac{1}{\chi\left(-\alpha_{i}\right) \chi\left(-\alpha_{j}\right)}\right) s_{i}= \\
\left(\frac{1}{\chi\left(\alpha_{i}\right)}\right)\left(\frac{1}{\chi\left(-\alpha_{j}\right) \chi\left(-\alpha_{i}-\alpha_{j}\right)}\right) s_{i}
\end{gathered}
$$

since $s_{i}\left(\alpha_{j}\right)=\alpha_{i}+\alpha_{j}$ and $s_{i}\left(\alpha_{i}\right)=-\alpha_{i}$. Therefore, when we equate coefficients, multiply through by $\chi\left(\alpha_{i}\right)$, and reduce denominators, we get the expression

$$
\chi\left(-\alpha_{i}\right) \chi\left(-\alpha_{j}\right)+\chi\left(\alpha_{i}\right) \chi\left(-\alpha_{1}-\alpha_{2}\right)=\chi\left(-\alpha_{i}\right) \chi\left(\alpha_{i}\right)
$$

By our discussion on formal group laws,

$$
\chi\left(-\alpha_{i}-\alpha_{j}\right)=\chi\left(-\alpha_{i}\right)+\chi\left(-\alpha_{j}\right)+\sum_{k, l \geq 1} a_{k l} \chi\left(-\alpha_{i}\right)^{k} \chi\left(-\alpha_{j}\right)^{l}
$$

It is easy to see that

$$
\chi\left(\alpha_{i}\right)=\sum_{k \geq 1} b_{k} \chi\left(-\alpha_{i}\right)^{k}
$$

with $b_{1}=-1$ [Ad, p. 45]. Simplifying further and replacing $\chi\left(-\alpha_{i}\right)$ by $X$ and $\chi\left(-\alpha_{j}\right)$ by $Y$, we get

$$
X Y=-\left(\sum_{k \geq 1} b_{k} X^{k}\right)\left(Y+\sum_{k, l \geq 1} a_{k l} X^{k} Y^{l}\right.
$$

Since the left hand side has no expressions with powers of $Y>1$, neither does the right hand side. The expression,

$$
\chi\left(\alpha_{i}\right)=\sum_{k \geq 1} b_{k} \chi\left(-\alpha_{i}\right)^{k}
$$

is not a zero-divisor so $a_{k l}=0$ for $l>1$. But $a_{k l}=a_{l k}$, so the formal group law has the form

$$
F(X, Y)=X+Y+a_{11} X Y
$$

If $a_{11}=0, h^{*}$ has the formal group law of cohomology. If $a_{11} \neq 0, h^{*}$ has the formal group law of complex K-theory, with the ambiguity in the choice of $a_{11}$ corresponding to the ambiguity in choices of Chern classes. It is easy to check that the operators for cohomology and K-theory satisfy braid relations.

For the cases $m_{i j}=4$ and 6 a similar, but much more involved, argument works. However, the calculations are burdensome and we will not present them here. Instead we will explain how our earlier paper combined with Gutkin's work solves the problem. Since there is no torsion, we can replace $\chi\left(\alpha_{i}\right)$ by a formal power series $g\left(\alpha_{i}\right)$ in $L\left(\alpha_{i}\right)$ called the logarithm. $g$ has the property that

$$
g(L \otimes M)=F(g(L), g(M))
$$

Gutkin [G3] has established necessary conditions for when an operator of the form $D_{i}=\left(f\left(\alpha_{i}\right)+s_{i} g\left(\alpha_{i}\right)\right)$ satisfies braid relations for the cases $m_{i j}=4$ or 6 (Bressler and I established the necessity for $m_{i j}=3$ and sufficiency for the general case [BE1]). In particular, taking $f=g$, braid relations imply that the formal group law is either that of cohomology or complex K-theory.

Remark 13.10: The argument given for the case $m_{i j}=3$ requires only that there is no 2 -torsion. However, Gutkin's argument requires that $h^{*}$ be torsion-free. It seems likely that 13.9 can be proved for the case with no 2 -torsion.

Remark 13.11: One sees easily that the argument is valid for Affine Kac̆-Moody groups also.

Remark 13.12 : As the proof implies, the assertion in 13.9 is actually slightly stronger working with complex coefficients. Suppose any operator $D_{i}$ of the form $f\left(\alpha_{i}\right)-g\left(\alpha_{i}\right) s_{i}$ satisfies braid relations, where $f$ and $g$ are meromorphic functions, not identically zero. Then

$$
f\left(\alpha_{i}\right)=\frac{1}{\alpha_{i}} \text { or } \frac{1}{1-e^{\alpha_{i}}}
$$

(up to some obvious identifications) and

$$
g\left(\alpha_{i}\right) g\left(-\alpha_{i}\right)-f\left(\alpha_{i}\right) f\left(-\alpha_{i}\right) \text { is constant }
$$

This result was proved by Bressler and myself for the root system $A_{2}$ and by Gutkin for the other cases. Moreover, Bressler and I proved that these results are sufficient to imply braid relations for any case. This result may be interpreted as giving a new distinguishing property for the Todd series. To see this, let $f=g$. Given that the function $f\left(\alpha_{i}\right)=\frac{1}{\alpha_{i}}$ defines an operator which satisfies braid relations, one can ask when a new function $h\left(\alpha_{i}\right)=f\left(\alpha_{i}\right) \cdot j\left(\alpha_{i}\right)$ defines an operator which satisfies braid relations. Our theorem asserts that up to various choices of constants, the only non-constant choice for $j$ is the Todd series

$$
\frac{\alpha_{i}}{1-e^{-\alpha_{i}}}
$$

In the case of K-theory, we can interpret the $D_{i}$ as a sequence of induced representations. On the other hand, we could also apply

$$
\pi^{*} \circ \pi_{*}: h^{*}(B T) \rightarrow h^{*}(B T)
$$

where $\pi: B T \rightarrow B G$ is the induced $G / T$ fiber bundle.A consequence of the above theorem is that the sequence $D_{i} D_{j} D_{i} \cdots$ is the same as $\pi^{*} \circ \pi_{*}$ only for cohomology and K-theory.

Proposition 13.13 : Let $G$ be a simple rank 2 compact connected Lie group. Let $s_{i} s_{j} s_{i} \cdots=w_{0}$ be a reduced decomposition of the long element of the Weyl group. Then $D_{i} D_{j} D_{i} \cdots=\pi^{*} \circ \pi_{*}$ if and only if the formal group law of $h^{*}$ is that of ordinary cohomology or K-theory.

Proof. If $D_{i} D_{j} D_{i} \cdots=\pi^{*} \circ \pi_{*}$ then since the right hand side is independent of order, braid relations are satisfied, so the group law is that of cohomology or K-theory. On the other hand, one can check that the required relation is true in those two cases.

## Chapter 14

Some comments about the flag variety

Up to this point, we have concentrated our attention on $B T$. However, most of the interesting applications for the operators $D_{i}$ are for the generalized flag variety $G / T$. In this chapter, we explain how the results of the previous chapters apply to $G / T$.

First we need some basic facts about $G / T$. It is a finite CW-complex with cells only in even degrees. As a result, its integral cohomology is completely given by its cell complex decomposition.

Proposition 14.1 :Let $h^{*}$ be any complex oriented cohomology theory. Then the Atiyah-Hirzebruch spectral sequence for $G / T$ degenerates at the $E_{2}$ term.
Proof: $M U^{*}$ has coefficients only in even degrees. As a consequence, the $M U^{*}$ spectral sequence degenerates at the $E_{2}$ - term (Corollary 1.2). For any complex oriented theory, there is a natural transformation $t: M U^{*} \rightarrow h^{*}$ such that $t(1)=1$. By naturality of the Atiyah-Hirzebruch spectral sequence, $t d_{r}{ }^{M U}=d_{r}{ }^{h} t$. Hence $d_{r}{ }^{h}=0$ on the image of $t$. But at the $E_{2}-$ level, the image of $t$ generates the spectral sequence as a module over $h^{*}(p t)$. Since differentials commute with $h^{*}(p t),{d_{2}}^{h}=0$ on all of $E_{2}{ }^{h}$. By similar reasoning, all higher $d_{r}^{h}=0$.

We have considered the fiber bundle $\pi_{i}: B T \rightarrow B H_{i}$. Since $G / T$ is a Tprincipal bundle, there is a classifying map $\theta: G / T \rightarrow B T$. Similarly, there is a classifying map $\theta_{i}: G / H_{i} \rightarrow B H_{i}$. The diagram,

$$
\begin{array}{ccc}
G / T & \theta \\
p_{i} \downarrow & & B T \\
G / H_{i} & \xrightarrow{\theta_{i}} & \downarrow \pi_{i} \\
B H_{i}
\end{array}
$$

is a Cartesian square. Let $C_{i}=p_{i}^{*} \circ p_{i *}$. By Proposition $8.5, \theta^{*} \circ D_{i}=C_{i} \circ \theta^{*}$.

The following theorem implies that rationally the $D_{i}$ determine the $C_{i}$.
Theorem 14.2 : Let $h^{*}$ be a complex oriented cohomology theory with $h^{*}(p t)$ containing the rationals $\mathbf{Q}$. Then $\theta^{*}$ is surjective. Moreover,

$$
\operatorname{ker} \theta^{*} \supset<\pi^{*}\left(\tilde{h}^{*}(B G)\right)>
$$

the ideal of $h^{*}(B T)$ generated by the reduced cohomology of $B G$.
Proof: It is well-known that $\theta^{*}$ is surjective for ordinary cohomology [Bor]. Thus,

$$
\theta^{*}: E_{2}(B T) \rightarrow E_{2}(G / T)
$$

is surjective. Since each spectral sequence is trivial,

$$
\theta^{*}: h^{*}(B T) \rightarrow h^{*}(G / T)
$$

is surjective. The second assertion is trivial.
Remark 14.3 : To understand the operators $C_{i}$, we did not really need to work over $Q$. It suffices to work with torsion-free coefficients. Indeed, in this case $h^{*}(G / T)$ embeds in $h^{*}(G / T) \otimes Q$ so we may consider $C_{i}$ on $h^{*}(G / T)$.

Theorem 14.2 implies that the operators $C_{i}$ satisfy braid relations for ordinary cohomology and for K-theory. The $C_{i}$ for these two cases are the original operators considered by BGG, Demazure, Kač-Peterson, et al. The basic difference between our treatment and theirs is that we work with the classifying space explicitly while they work with it only implicitly, by introducing operators on its cohomology. The advantage of our approach is that on the classifying space it is natural to invert characteristic classes, while such an operation makes no sense on the flag variety, where characteristic classes are nilpotent.

It would be desirable to extend Theorem 13.9 to $h^{*}(G / T)$. However, we have not succeeded in overcoming the technical obstacles involved in this problem. We do have the following result.

Proposition 14.4 : The operator $C_{i}$ do not satisfy the braid relations for elliptic cohomology or for complex cobordism in the case $m_{i j}=3$.

Proof: First we remark that if the $C_{i}$ satisfy braid relations for complex cobordism, they satisfy braid relations for elliptic cohomology. There is a natural transformation $t: M U^{*} \rightarrow E l l^{*}$ commuting with $\pi_{i *}$ and $\pi_{i}^{*}$. Thus, if

$$
C_{i} C_{j} C_{i} \cdots=C_{j} C_{i} C_{j} \cdots
$$

in complex cobordism, the same relation is satisfied in elliptic cohomology.
Thus, it suffices to prove the claim for elliptic cohomology. We apply,

$$
C_{i} C_{j} C_{i} \prod_{\alpha \in R^{+}} \chi(\alpha)
$$

Using the fact that $\chi(-\alpha)=-\chi(\alpha)$, we get

$$
4-2\left[\frac{\chi\left(\alpha_{i}+\alpha_{j}\right)-\chi\left(\alpha_{j}\right)}{\chi\left(\alpha_{i}\right)}\right]
$$

We replace $\chi\left(\alpha_{i}\right)$ with $X$ and $\chi\left(\alpha_{j}\right)$ with $Y$. In elliptic cohomology, the group law is

$$
F(X, Y)=X+Y-\delta\left(X Y^{2}+X^{2} Y\right)+\text { higher order terms. }
$$

Thus, the expression,

$$
\begin{equation*}
\frac{F(X, Y)-Y}{X}=1-\delta\left(X Y+X^{2}\right)+\text { higher order terms } \tag{14.6}
\end{equation*}
$$

We need to check if it equals,

$$
\begin{equation*}
\frac{F(Y, X)-X}{Y} \tag{14.7}
\end{equation*}
$$

The difference between (14.6) and (14.7) is

$$
\delta\left(X^{2}-Y^{2}\right)+\text { higher order terms. }
$$

Moreover, these higher order terms all involve products of at least four characteristic classes. But a product of four characteristic classes lies in $E l l^{8}(G / T)$, which is zero since $\operatorname{dim} G / T=6$. Since the Atiyah-Hirzebruch spectral sequence collapses, $\delta$ is not a zero-divisor in $E l l^{*}(G / T)$ so it suffices to prove that $X^{2}-Y^{2}$ does not map to 0 . There is a natural transformation from
elliptic cohomology to rational cohomology and the image under this natural transformation of $\chi_{E l l}(\alpha)$ is $\chi_{H}(\alpha)=\alpha$ (see remark after 13.4). Thus, it suffices to show that $\alpha_{2}{ }^{2}-\alpha_{1}{ }^{2}$ does not vanish in ordinary cohomology. A simple calculation reveals that it does not.

Remark 14.5 : It presumably possible to check in a similar fashion that the above result is true for $m_{i j}=4$ or 6 . The computation is horrendous.

## Chapter 15

A geometric interpretation of braid relations

We want to give a geometric interpretation of our result about braid relations. Using the geometric interpretation of cobordism (chapter 7), we will see that a sequence of operators $C_{i_{1}} \cdots C_{i_{k}}$ maps the Euler class of the tangent bundle of the flag variety to the class given by a Bott-Samelson desingularization of a Schubert variety. Then we translate this result into a geometric statement for any complex oriented cohomology theory.

Let $E$ be a complex vector bundle of dimension $n$ over a manifold $X$ and let $i: X \rightarrow E$ be the zero section. If $1 \in M U^{0}(X)$ is the class of the identity, then

$$
i^{*} i_{*} 1 \in M U^{2 n}(X)
$$

may be taken to be the Euler class of $E[\mathrm{Qu}] . i_{*}(1)$ is the class of the inclusion $(i, X)$. To compute $i^{*} i_{*} 1$, we need to adjust $i$ so that it is transversal to itself. By a homotopy, we may change $i$ to a generic section $\tilde{i}$. By definition,

$$
\tilde{i}^{*} i_{*} 1=\left(p_{1}: X \times_{E} X \rightarrow X\right)
$$

where the first map $X \rightarrow E$ is $\tilde{i}$ and the second is $i$. Thus, $\tilde{i}^{*} i_{*} 1$ is the class of the inclusion of the zeroes of a generic section into $X$. Now suppose $X=G / T$ and $E$ is its tangent bundle. It is well known that a generic section may be chosen with zeroes at Weyl group elements. Indeed, we may identify the tangent bundle $T(G / T)$ with $G \times_{T} \operatorname{Lie}(G) / \operatorname{Lie}(T)$ and define $\tilde{i}(g T)=\operatorname{Adg}(X)$, where $X$ is a regular vector in $\operatorname{Lie}(T)$. Then the zeroes of $\tilde{i}$ are precisely at points $g T$ where $g$ normalizes $T$. Hence, the class of

$$
\begin{equation*}
i^{*} i_{*} 1=|W|(p t \rightarrow G / T) \tag{15.1}
\end{equation*}
$$

so the Euler class of the tangent bundle is given up to a constant by the inclusion of a point into $G / T$.

Fix a complex structure $G_{\mathbf{C}} / B$ on $G / T$. Then $G / H_{i} \cong G_{\mathbf{C}} / P_{i}$, where $P_{i}$ is the complex parabolic subgroup containing $B$ and $H_{i}$. Let $x$ be the
cobordism class of the inclusion of a point into $G_{\mathbf{C}} / B$. As before, let

$$
p_{i}: G_{\mathbf{C}} / B \rightarrow G_{\mathbf{C}} / P_{i}
$$

be the associated $\mathbf{C} P(1)$ fiber bundle. Then

$$
p_{i}^{*} p_{i *}(x)=p_{i}^{*}\left(p t \rightarrow G_{\mathbf{C}} / P_{i}\right)
$$

Since $p_{i}$ is surjective, it is transverse to any map, so

$$
p_{i}^{*}\left(p t \rightarrow G_{\mathbf{C}} / P_{i}\right)=G_{\mathbf{C}} / B \times_{G_{\mathbf{C}} / P_{i}} p t \rightarrow G_{\mathbf{C}} / B
$$

which is equivalent to the inclusion $P_{i} / B \rightarrow G_{\mathbf{C}} / B$. Let

$$
p_{j}: G_{\mathbf{C}} / B \rightarrow G_{\mathbf{C}} / P_{j}
$$

be the $\mathbf{C} P(1)$ bundle associated to a different parabolic $P_{j}$. Then

$$
\begin{aligned}
p_{j}^{*} p_{j_{*}} p_{i}^{*} p_{i_{*}}(x) & \left.=p_{j}^{*} p_{j_{*}}\left(P_{i} / B \rightarrow G_{\mathbf{C}} / B\right)\right) \\
=p_{j}^{*}\left(P_{i} / B \rightarrow G_{\mathbf{C}} / P_{j}\right) & =\left(G_{\mathbf{C}} / B \times_{G_{\mathbf{C}} / P_{j}} P_{i} / B \rightarrow G_{\mathbf{C}} / B\right)
\end{aligned}
$$

This last space

$$
\begin{gathered}
G_{\mathbf{C}} / B \times_{G_{\mathbf{C}} / P_{j}} P_{i} / B=\left[\left(x B, x_{i} B\right): x P_{j}=x_{i} P_{j}\right] \\
=\left(x_{i}, x_{i}^{-1} x \in P_{i} \times_{B} P_{j} / B\right.
\end{gathered}
$$

The map to $G_{\mathbf{C}} / B$ is

$$
\left(x_{1}, x_{2}\right) \rightarrow x_{1} x_{2}
$$

Continuing in a similar vein, for any sequence $s_{i_{1}}, \cdots, s_{i_{k}}$ we can construct a space

$$
Z_{i_{1}, \cdots, i_{k}}=P_{i_{1}} \times{ }_{B} P_{i_{2}} \times \times_{B} \cdots \times_{B} P_{i_{k}} / B
$$

together with a map

$$
\theta:\left(x_{1}, \cdots, x_{k}\right) \rightarrow x_{1} \cdots x_{k} \in G_{\mathbf{C}} / B
$$

The identification of the B-action in $Z_{i_{1}, \cdots, i_{k}}$ is by

$$
\left(x_{1}, \cdots, x_{i} b, x_{i+1}, \cdots\right)=\left(x_{1}, \cdots, x_{i}, b x_{i+1}, \cdots\right)
$$

Definition 15.2 : Let $s_{i_{1}} \cdots s_{i_{k}}=w$ be a minimal decomposition of a Weyl group element $w$. Let

$$
Z_{\bar{w}}=P_{i_{1}} \times_{B} \cdots \times_{B} P_{i_{k}} / B
$$

be the space constructed above and let $\theta$ be the associated map. Then the pair ( $Z_{\bar{w}}, \theta$ ) is called a Bott-Samelson variety. Here $\bar{w}$ refers to a Weyl group element together with a reduced decomposition.

Theorem 15.3: (Demazure [De]) $\theta: Z_{\bar{w}} \rightarrow \bar{X}_{w}$ is a resolution of singularities of $\bar{X}_{w}$, so $\theta$ maps to $\bar{X}_{w}, Z_{\bar{w}}$ is smooth, and $\theta$ is proper and birational.

As Haynes Miller has pointed out to me, $\left(Z_{\bar{w}}, \theta\right)$ may be interpreted as a cobordism class. It follows from the above discussion that,

Theorem 15.4: $\left(Z_{\bar{w}}, \theta\right)=C_{i_{k}} \cdots C_{i_{1}}(x)$.
Corollary 15.5 :Let $h^{*}$ be any complex oriented cohomology theory. Let $t: M U^{*} \rightarrow h^{*}$ be the unique natural transformation commuting with pushforwards such that $t(1)=1$. Let

$$
t\left(Z_{\bar{w}}, \theta\right)=z_{\bar{w}} \in h^{*}(G / T)
$$

and let $e$ be the identity of the Weyl group. Then

$$
z_{\bar{w}}=C_{i_{k}} \cdots C_{i_{1}}\left(z_{\bar{e}}\right)
$$

Proof: The above relation is true in cobordism by construction. Since

$$
C_{i}=p_{i}{ }^{*} p_{i *},
$$

$C_{i}$ commutes with $t$, so the above relation is true in $h^{*}$.
Remark 15.6 : In ordinary cohomology the operator

$$
C_{i_{k}} \cdots C_{i_{1}}=C_{w}
$$

does not depend on the choice of a reduced decomposition. Hence the class $z_{\bar{w}}$ does not depend on the choice of a reduced decomposition. This class $z_{\bar{w}}$
is dual to the homology class of the Schubert cell $\bar{X}_{w_{0} w}$. Thus, using complex cobordism, we can recover one of the basic facts about the operators $C_{i}$, which is that they take classes dual to Schubert cells to classes dual to Schubert cells. This argument is in some sense a generalization of an argument for ordinary cohomology due to Arabia [Ara].

Remark 15.7 : I hope to use Theorem 15.4 in a future paper with Bressler as follows. We had hoped to generalize the cohomological and K-theoretic results of BGG, Demazure, Kostant-Kumar (et al) to the case of an arbitrary complex oriented theory $h^{*}$. For this purpose, it would suffice to generalize these results to complex cobordism. In particlar, we needed a generalization of the concept of the cohomology class dual to a Schubert cell. In a generalized homology theory there is no good notion for the generalized homology class of a cell. However, for $M U$, there is a notion of the cohomology class associated to a resolution of singularities. What 15.4 asserts is that if we replace the notion of the cohomology class dual to a cell with the notion of a cobordism class given by a Bott-Samelson variety, then the operators $C_{i}$ play the same role as in ordinary cohomology. The cobordism classes $\left(Z_{\bar{w}}, \theta\right)$ generate $M U^{*}(G / T)$, but there are relations. We would like to produce a formula for $\left(Z_{\bar{w}}, \theta\right) \cup\left(Z_{\bar{w}^{\prime}}, \theta\right)$ for any pair $\bar{w}, \bar{w}^{\prime}$. Such a formula would specialize to the classical Schubert calculus for the case of ordinary cohomology and $G=S U(n)$, and would also give the results of BGG, Demazure, and Kostant-Kumar. We would like to prove this formula for the case of a KačMoody group also. The problem in deriving any such formula is that one has to choose specific orderings for elements $w \in W$ in order to get a basis for $M U^{*}(G / T)$, and relating the different bases corresponding to different orderings may prove to be too complicated to make the above project worthwhile. At the least, (15.1) and (15.4) provide an answer to the above question in terms of characteristic classes.

## Chapter 16

## Some nice algebras and some messy algebras

The operators $D_{i}$ introduced in chapter 13 generate an algebra. In Ktheory this algebra has been thoroughly studied. It is a degenerate Hecke algebra in a sense we will make clear. In ordinary cohomology, this algebra has not been studied so thoroughly. We will show how it is a degenerate form of the group algebra of the Weyl group. An intertwining operator will arise from this analysis which has a very interesting interpretation in terms of a completely integrable system. Finally, we will make some comments on this algebra of operators for an arbitrary complex oriented cohomology theory.

We begin with some remarks about the 0 -Hecke algebra. These remarks are not new. They are included only for perspective. For an excellent reference, see Carter [Car].

In K-theory the operators $D_{i}$ are known as the Demazure operators. Their defining relations are

$$
\text { (1) } D_{i}^{2}=D_{i}
$$

$$
\text { (2) } D_{i} D_{j} D_{i} \cdots=D_{j} D_{i} D_{j} \cdots\left(i \neq j, m_{i j} \text { terms on each side }\right)
$$

The algebra they generate is finite dimensional over any coeffient ring. We will refer to it as $H_{0}$, the 0 -Hecke algebra. The reason for this name is as follows. Let

$$
T_{i}=(q-1) D_{i}+q s_{i}
$$

Lusztig [Lu] has shown that the $T_{i}$ generate the Hecke algebra $H_{q}$, with defining relations

$$
\begin{gathered}
(1)\left(T_{i}-q\right)\left(T_{i}+1\right)=0 \\
(2) T_{i} T_{j} T_{i} \cdots=T_{j} T_{i} T_{j} \cdots\left(m_{i j} \text { terms on each side }\right)
\end{gathered}
$$

Thus, the 0 -Hecke algebra is the Hecke algebra $H_{q}$ with $q$ specialized to 0 . When $q=1, H_{q}$ is the group algebra of the Weyl group.

The operators $T_{i}$ have a topological interpretation due to Lusztig. Let $\pi_{i}: G / T \rightarrow G / H_{i}$ be the $\mathbf{C} P(1)$ fiber bundle used to define $D_{i}$. Let $\Omega_{i}^{1}$ be
the line bundle over $G / T$ of holomorphic one-forms along the fiber. Then for $E \in K(G / T)$,

$$
E+s_{i} E=D_{i}(E)-D_{i}\left(E \otimes \Omega_{i}^{1}\right)
$$

More generally, replace $G$ with $G \times U(1)=M$ and let $U(1)$ act trivially on $E$ and by scalar multiplication on $\Omega_{i}^{1}$. Then if we perform the same operation as before,

$$
E+T_{i} E=D_{i}(E)-D_{i}\left(E \otimes \Omega_{i}^{1}\right)
$$

Here $q$ implicit in the above description of $T_{i}$ is a generator for the characters of $U(1)$.

Suppose the coefficient ring for $H_{q}$ is the complex numbers. Then the Hecke algebra is semi-simple and moreover, its representation theory is identical with that of the group algebra of the Weyl group. The 0 -Hecke algebra, however, is far from being semi-simple. In fact, its left regular representation is upper triangular. Norton has proved that $H_{0}$ decomposes into a direct sum of $2^{l}$ indecomposable submodules, where 1 is the rank of $G$. Moreover, she gives an explicit generator for these submodules. Starkey and Carter have proved several interesting results about the relation between this decomposition and various decompositions of the group algebra of the Weyl group. It would be interesting to try to interpret these results in terms of K-theory.

The case of ordinary cohomology is also interesting. There the operators

$$
-D_{i}=A_{i}=\left(1+s_{i}\right) \frac{1}{\alpha_{i}}
$$

Their defining relations are

$$
\text { (1) } A_{i}^{2}=0
$$

$$
\text { (2) } A_{i} A_{j} A_{i} \cdots=A_{j} A_{i} A_{j} \cdots
$$

The nilpotence condition (1) led Kostant and Kumar to call the algebra $R$ it generates the nil Hecke ring. $R$ is strictly upper triangular with respect to the left regular representation. For $w \in W$, let $A_{w}=A_{1} A_{2} \cdots A_{k}$, where $w=s_{1} \cdots s_{k}$ is a minimal decomposition for $w$. Then the $A_{w}$ form a basis for $R$ over any coefficient ring.

Proposition 16.1: $R$ is indecomposable.
Proof: Let $x=\sum_{w \in W} a_{w} A_{w}$ be a nonzero element of $R$. Choose some $w$ so that $w$ is minimal with respect to the Bruhat order such that $a_{w} \neq 0$. Choose
$v \in W$ such that $v w=w_{0}$, the long element of the Weyl group. It follows from (2) above that $A_{v} A_{w}=A_{w_{0}}$. Moreover, $A_{v} A_{y}=0$ for $y \not z w$, since the $A_{i}$ preserve order relations and $w_{0}$ is the maximum element of the Weyl group. Hence, $A_{v} x=a_{w} A_{w_{0}}$. Thus, every submodule contains $A_{w_{0}}$ so $R$ is indecomposable.

We want to show that $R$ is a degeneration of the group algebra of the Weyl group $\mathbf{C}[W]$. This fact was first proved by Gutkin and I noticed it independently later. Let

$$
C_{i}=t s_{i}+A_{i} .
$$

Bressler and I have proved the following result.
Theorem 16.2: Let $C_{i}=f\left(\alpha_{i}\right)-g\left(\alpha_{i}\right) s_{i}$. The $C_{i}$ satisfy the braid relations if

$$
f\left(\alpha_{i}\right)=\frac{1}{\alpha_{i}} \text { or } \frac{1}{e^{\alpha_{i}}-1},
$$

and

$$
g\left(\alpha_{i}\right) g\left(-\alpha_{i}\right)-f\left(\alpha_{i}\right) f\left(-\alpha_{i}\right)=c, c \in \mathbf{C} .
$$

In our case, $f\left(\alpha_{i}\right)=1 / \alpha_{i}$ and $g\left(\alpha_{i}\right)=t-\frac{1}{\alpha_{i}}$. Thus,

$$
g\left(\alpha_{i}\right) g\left(-\alpha_{i}\right)-f\left(\alpha_{i}\right) f\left(-\alpha_{i}\right)=t^{2},
$$

so the condition is satisfied.
It is easy to check that $C_{i}^{2}=1$ and that the $C_{i}$ satisfy no further relations. Thus, we have

Proposition 16.3: (Gutkin) The algebra $R_{t}$ generated by the $C_{i}$ is isomorphic to the group algebra of the Weyl group and $R_{0}$ is the nil Hecke ring.

For $t \neq 0, R_{t}$ is generated by the operators

$$
E_{i}=1 / t C_{i}=s_{i}+1 / t A_{i} .
$$

Let $u=1 / t$ and call the corresponding representation of $\mathbf{C}[W] \pi_{u}$. Thus, in this nomenclature $\pi_{0}$ is the standard representation of $\mathbf{C}[W]$. Thus, we have
a C-parameter family of representations of the Weyl group on $H^{*}(B T, \mathbf{C})$. Filter $H^{*}(B T, \mathbf{C})$ by

$$
S^{j}=\oplus_{i \leq j} H^{i}(B T, \mathbf{C})
$$

Since the $A_{i}$ reduce degree and $H^{i}=0$ for $i<0$, the $C_{i}$ act on $S_{j}$, which is finite dimensional over $\mathbf{C}$.

Proposition 16.4 : The $\pi_{u}$ representation on $S_{j}$ is equivalent to the $\pi_{0}$ representation.
Proof: A finite dimensional representation of the group algebra of a finite group is completely determined by its character. Since the $A_{i}$ reduce degree, they do not contribute to the character. Hence $\operatorname{trs} s_{i}=\operatorname{tr} E_{i}$.

Since $\pi_{u}$ is equivalent to $\pi_{0}$, it follows that there must be an intertwining operator. We can construct one by averaging. Let

$$
\phi_{u}=\frac{1}{|W|} \sum_{w \in W} \pi_{u}(w) \pi_{0}\left(w^{-1}\right)
$$

Then, clearly $\phi_{u}\left(\pi_{0}(w) x\right)=\pi_{u}(w) \phi_{0}(x)$. To show $\phi_{u}$ is an intertwining operator we just need to show it is a vector space isomorphism. Filter $S^{j}$ so

$$
S_{k}^{j}=\oplus_{i \leq k} H^{i}(B T, \mathbf{C})
$$

Then $\pi_{u}=\pi_{0}$ on $G r S^{j}$, since

$$
\pi_{u}-\pi_{0}=u A_{j}=0
$$

on $G r S_{j}$. Hence $\phi_{u}=1$ on $G r S^{j}$, so $\phi_{u}$ is an isomorphism.
Its precise form is interesting. Let $w=s_{1} \cdots s_{k}$ be a reduced decomposition. Let $\beta_{1}=\alpha_{1}$ and let

$$
\begin{gathered}
\beta_{i}=s_{1} s_{2} \cdots s_{i-1}\left(\alpha_{i}\right) \\
\pi_{u}(w) \pi_{0}(w)^{-1}=\left(s_{1}+t A_{1}\right) \cdots\left(s_{k}+t A_{k}\right) s_{k} \cdots s_{1}
\end{gathered}
$$

But,

$$
\left(s_{k}+t A_{k}\right) s_{k}=1-t A_{k}, \text { and } s_{i}\left(1-t A_{k}\right) s_{i}=1-t A_{s_{i}\left(\alpha_{k}\right)}
$$

where

$$
A_{\alpha}=\left(1+s_{\alpha}\right) \frac{1}{\alpha}
$$

for any root $\alpha$. Thus,

$$
\pi_{u}(w) \pi_{0}(w)^{-1}=\left(1-t A_{\beta_{1}}\right)\left(1-t A_{\beta_{2}}\right) \cdots\left(1-t A_{\beta_{k}}\right)
$$

Proposition 16.5 : The operator on $S^{j}$

$$
\frac{1}{|W|} \sum_{w \in W}\left(1-t A_{\beta_{1}}\right) \cdots\left(1-t A_{\beta_{k}}\right)
$$

is an intertwining operator between $\pi_{0}$ and $\pi_{u}$.
The above operator is important in Gutkin's solution of the Bethe Ansatz in the field of completely integrable systems[Gul]. Gutkin showed that a certain Hamiltonian $H$ related to the Laplacian is completely integrable. He proved complete integrability by constructing an integral operator $P$ such that $P \Delta P^{-1}=H$. This operator $P$ is defined on a space of functions over the Cartan subalgebrat. $P$ has a different form for the different Weyl chambers of t . Weyl chambers $C$ are indexed by Weyl group elements. Let $P_{w}=P$ in the chamber $C_{w}$. Then $P_{w}$ is adjoint to the above operator in the following sense. Consider compactly supported cohomology of $B T, H_{c}^{*}(B T, \mathbf{C}) \cong S\left(\mathrm{t}^{*}\right)$. Here $S(V)$ denotes the symmetric algebra of $V$. We may identify $S\left(\mathrm{t}^{*}\right)$ with polynomial functions on $t$ and $S(\mathrm{t})$ with constant coefficient differential operators on t . There is a natural Hermitian pairing between $S(\mathrm{t})$ and $S\left(\mathrm{t}^{*}\right)$ given as follows. If $D$ is a differential operator and $p$ is a polynomial then $<D, p>=D \bar{p}(0)$. Thus, there is an integral operator $C_{i}^{*}$ on $S(\mathrm{t})$ adjoint to our operators $C_{i}$ on functions. More generally, we can define an integral operator

$$
Q_{w}=\left(\left(1-t A_{\beta_{1}}\right) \cdots\left(1-t A_{\beta_{k}}\right)\right)^{*}
$$

adjoint to a summand of the intertwining operator constructed in Proposition 16.5. Then Gutkin's operator $P_{w}=Q_{w}$. It would be interesting to try to understand this fact better. It asserts that our C-parameter family of representations of the Weyl group corresponds to a family of completely integrable systems in some sense.

Finally, we want to comment on the algebra of operators generated by the $D_{i}$ for an arbitrary complex oriented cohomology theory $h^{*}$. Our main theorem about these operators was a negative result, in the sense that it asserted certain relations are not satisfied. It would be interesting to determine the
precise structure of these algebras. We have no reason to expect them to be finite dimensional, even over $h^{*}(p t)$. However, the algebra of operators generated by the $C_{i}$ on $h^{*}(G / T)$ is finite dimensional over $h^{*}(p t)$. Our main result about the algebra generated by the $D_{i}$ is that $D_{i}^{2}=D_{i}(1) D_{i}$ (Proposition 13.5). It is not in general true that $D_{i}(1) \in h^{*}(p t)$, as is true in ordinary cohomology and in K-theory. The question of what relations should replace braid relations is still unanswered. By a laborious computation, I have managed to show that for the root system $A_{2}$,

$$
D_{i} D_{j} D_{i} D_{j} D_{i} D_{j}=D_{j} D_{i} D_{j} D_{i} D_{j} D_{i}
$$

when $\chi(-\alpha)=-\chi(\alpha)$. It is likely that further results would come from some geometric argument.
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