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Abstract

Transcoding of speech coders occurs frequently in systems today as subsystems use different
codecs for speech compression. Transcoding is traditionally done by fully decoding speech
from the first coder before sending it to the second coder. The CELP speech coders, QCELP
13K and G.723.1, are evaluated under tranditional transcoding situations. An LSP-based
transcoder is then designed to partially replace the decoder of the leading coder and the
encoder or the following coder. This transcoder is evaluated and compared with the tradi-
tional case. Listening tests for speech with flat response show that in the traditional case,
distortion is most likely due to both the digital and non-digital parts of the transcoding pro-
cess. The LSP-based transcoder does not demonstrate a clear-cut improvement in “digital
distortion” for flat speech. Listening tests with modified IRS response show that distor-
tion in transcoding performance is instead likely linked with the weighting filter within the
coders. Suggestions for improvements are given.
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Chapter 1

Introduction

Communications technology today is designed to carry either speech or data. Technology
differs depending on which is carried. This Masters of Engineering thesis will exclusively
address speech. Even within the speech framework, there are a vast amount of standards
and technology available to perform very similar tasks. Again, we will be dealing with only
a very small subset of these technologies. Specifically, this thesis will address two speech
coders, QCELP 13K (hereafter known as QCELP) and G.723.1. These speech coders are
part of a general class of speech coders known as CELP (Code Excited Linear Prediction)
coders. We will investigate situations where we have these coders in transcoding! situations.
Tandem? situations using the same coder are also considered to help us better understand
the transcoding situation. Speech quality through these two-stage coding situations will be
analyzed and designs for improving speech quality proposed and evaluated.

Technology for carrying speech through wire and wireless media has been around for
quite a while. However, the increase in the demand for these media to carry speech has
necessitated the improvement in the technology available. Coders that can deliver higher
quality speech with lower bit rate (in case of digital systems) are very desirable. One such
algorithm that has been very successful at coding speech at low bitrates (while retaining
good quality) is the class of CELP coders. These were first proposed about 15 years ago in

a paper by Atal and Schroeder[1, 21]. We will concern ourselves entirely with two coders,

1One coder followed by the other coder.

2Usually this means that both coders are the same. Throughout this thesis, the word “tandem(ing)” is
used loosely. The context will determine whether we are talking about the using the same coder or different
coders.
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QCELP and G.723.1. QCELP, Qualcomm’s 13K coder[23], will be paid the most attention
in this thesis. This coder is mainly used in cellular telephony (especially in Qualcomm
phones) and is now the TIA? standard IS-733, High Rate Speech Service Option 17 for
Wideband Spread Spectrum Communications Systems. This coder provides high quality
speech as a result of the effective algorithm and the high full-rate bit rate. G.723.1 is an
ITU? standard used for the internet. It supports lower bit rates than QCELP and produces
lower quality speech.

As mentioned earlier, there are a lot of algorithms available and presently in use. It
is therefore not surprising that situations arise when communication between two systems,
using different algorithms, is necessary. One such case arises when a user needs to transmit
speech from a cellular phone to an end-user on the internet. The other direction, though
less likely, might also arise. In the former case, one must go from say, a QCELP coder to
a (.723.1 coder and vice versa for the latter. This transcoding situation creates a possible
need for efficient algorithms, if possible. The standard practice in dealing with transcoding
situations is to fully decode the speech from the first coder before passing it to the following
coder. However, this process causes undesired degradation in the speech quality.

This thesis addresses this transcoding problem. In particular, we seek to develop a
transcoding algorithm that would allow for better quality speech without necessarily in-
creasing complexity and delay by much (if any) and without making any significant alter-
ations to the encoder of the leading coder and the decoder of the coder in tandem. In
other words, this transcoder “black box” could take in packets from the leading coder and
generate packets for the following coder. A study of the detioration of speech through the
CELP coders in necessary to help facilitate this end. To aid this venture, the tandem case
with the same coders is also considered in certain cases.

The rest of this thesis is organized as follows: First, we give some background information
on pertinent research and results. Then we describe CELP coders, with specific attention
given to QCELP and G.723.1. We then describe the transcoding problem in more depth
and come up with a transcoder. This transcoder is evaluated subjectively and the results
analyzed. Further efforts are then made to improve on these results. Finally, we conclude

by discussing the implications of the results, conclusions and possible future work.

3Telecommunications Industry Association
4International Telecommunications Union
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1.1 Background Information

We first mention some research that has been done in transcoding and then talk about some
results from tests done on CELP coders.

Transcoding and Tandeming have been investigated to quite some depth for speech
coders; especially for non-CELP coders. Not only has tandeming and transcoding been stud-
ied in-depth for Differential Encoding Systems like ADPCM?®/PCMS®/CVSD [20, 16, 9, 7]
papers have been proposed with algorithms that completely reduce further degradation due
to tandeming/transcoding. One such paper, by Nishitani[16], studies and develops models
for quantization in ADPCM/PCM coders and proposes an algorithm for distortion free
speech coding through tandem connections. This is clearly the optimal case and the “Holy
Grail” of tandem coding research. However this is not necessary always attainable. Quanti-
zation in the ADPCM/PCM case is a direct quantization of speech. Tandem connections in
Differential Encoding Systems are, therefore, really a case of Cascaded Quantizers[7]. CELP
coders, on the other hand, do not quantize speech directly, but rather quantize parameters
that are capable of producing the speech, as explained in Chapter 2. Deducing an exact
mathematical model for the effect of quantization is complex and probably intractable given
the complex operations involved in CELP coders today. Thus, in the case of improvements
on tanscoding/tandem connections between CELP coders, the “playing field” includes any-
thing from a minor improvement to almost perfect tandem connections. The literature does
not seem to have much on direct study on improving tandem/transcoding connections in
CELP coders. There are some evaluative studies on tandem properties of different CELP
coder algorithms. A celp coder in tandem with a non-CELP coder has been studied for
some arrangements: for example, CELP/CVSD, CVSD/CELP, DM/CELPI6, 15, 5, 4].

Celp coders have also been studied in tandem conditions with other celp coders (usually,
the same coder). One such study was performed by AT&T Bell Laboratories[18]. This study
concluded the following with regards to tandem processing of several coders, mostly CELP

coders - including QCELP under different modes:

(i) There is no statistically significant difference between performance in IRS® flat re-

5 Adaptive Differential Pulse Code Modulation
5Pulse Code Modulation

"Continous Variable Slope Delta Modulation

8This is different from modIRS as we will see later.
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sponse filter conditions.

(ii) There is statistically significant difference between tandeming and non-tandeming

conditions for the QCELP coder.
(ili) This degradation is worse for lower rate coders.

Other tests? have been done that corroborate these results for the QCELP coder and

show that there is much worse degradation in lower rate coders (e.g. IS-96A).

“We do not give specific details because of proprietary restrictions.
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Chapter 2

Overview

Since this thesis deals entirely with CELP coders, it is essential that the reader have an
understanding of these coders and in particular, QCELP and G.723.1. The first section
gives a very general overview of CELP coders and some of the key algorithms involved.

The latter sections deal with the specific coders, QCELP and G.723.1.

2.1 CELP Coders

As the name CELP suggests, this algorithm consists of synthesizing speech by exciting
a filter, derived by linear prediction, by a set of values (from a codebook). This simple
but powerful idea is what gives CELP its appeal. Speech can be represented by a model
whose parameters are sufficient for reconstruction. The bit rate of the coder depends on
the number of parameters sent from encoder to decoder. CELP allows for lower bit rates

with good speech qualities, especially in narrowband cases.

2.1.1 Linear Prediction

Linear prediction, a concept used in countless applications, is particularly useful in CELP
and especially in the case of speech, because it allows one to closely approximate the speech
spectra with a very small set of values (called Linear Prediction Coefficients - LPCs). These
LPCs are then used to create the synthesis filter, which when excited by the error signal

(or some approximation to it), reconstructs the speech. The equation below (Equation 2.1)

14



summarizes linear prediction.

N
sln] = Zaks[n—k] + es[n] (2.1)
k=1

where s{n| is the signal (speech in our case), the ai’s are the LPCs and e,4[n| is the error
signal. Knowing es[n] and ay, is sufficient to reconstruct, in principle, s[n| exactly (except
maybe at some points’). N is the order used. Larger N gives better approximation. A

Synthesis filter for N=10 is shown below (Figure 2-1). The a;’s are determined so as to

40 T T T T T

Magnitude Response (dB)

_30 1 L ) I 1 1
0 0.1 02 0.3 04 0.5 06 0.7 0.8 09 1
Normalized frequency (Nyquist == 1)

Figure 2-1: LP synthesis filter for 160 samples of a 8Khz sampled speech waveform

minimize eg[n] in the squared-error sense. The Levinson-Durbin Algorithm[19] is employed
to determine the LPCs. Equation 2.1 refers to an all-pole (auto-regressive) model. A general
pole-zero model can be used but isn’t in general because auto-regressive models are good
enough for speech. These all-pole models match speech very well at the spectral peaks but
do not do that well at the valleys.

2.1.2 Code Excitation

The other half of Code Excited Linear Prediction (CELP), “Code Excited”, completes the

overall picture. The excitation signal used is an approximation to es[n], the error signal.

!Places where the spectrum of es{n] is zero.

15



This approximation is derived from a codebook of finite index length, M, with 2M values.

The determination of which of these values to use depends on the particular CELP coder.

2.1.3 Quantization

The use of linear prediction and code excitation is central to CELP coders. However, the
implementation details differ. One such difference in implementation is quantization. There
are many algorithms in the literature for quantization of parameters. A general class of
quantization widely used is Vector Quantization. Here, instead of quantizing each parameter
separately, one can take advantage of any correlation between these parameters by jointly
quantizing a couple of them at a time. The LPCs however are not quantized directly. This
is because it is not possible to easily guarantee the stability of LPCs across quantization.
Thus, the LPCs are converted to an intermediary “stage” before quantization. Again,
there are several options for this intermediary “stage”: some include, arcsine of reflection
coefficients, log area ratios and line spectral coefficients. Line spectral pairs (LSPs) are the
most common since they are more efficient bitwise [17, 19]. LSPs also have a very nice
property that stability is guaranteed if the LSPs are ordered.

Other aspects of CELP coders will be evident as we describe, in more detail, the two

CELP coders, QCELP and G.723.1.

2.2 QCELP and G.723.1

These two coders, though similar in many ways, have some differences. We briefly discuss
some of the main similarities and differences and some of the assumptions and simplifications
we make in this thesis. We then give a more detailed description of the encoder and decoder,
with particular emphasis on QCELP (discussing differences with G.723.1 where necessary).
Some of the differences and similarities are shown in Table 2.1. Others will come up in the
discussions below.

In our discussion of these coders, we make certain assumptions and simplifications. We
only consider the 6.3kbps rate in G.723.1 (though the results also apply to the slower rate).
Voice Activity Detection and Comfort Noise Generation are disabled in the (.723.1 coder.
For QCELP, we, for the most part, ignore the fact that there are different rates (most of

the rates use the same algorithms, so this is not a problem). The rate reduction option,

16



Table 2.1: Comparisons between Coders

QCELP G.723.1
8 kHz sampled, 14 bit linear PCM | 8 kHz sampled 16 bit linear PCM
speech speech
10th order linear prediction 10th order linear prediction
Frame? size of 160 samples (20 ms) Frame size of 240 samples (30 ms)
LPC window size® = 160 samples LPC window size = 180 samples
Variable rate coder with rate Fixed rate coder with two rates

reduction® capabilities. Rates are: | (5.3kbps and 6.3kbps®).
Rate 1(13.3kbps), Rate 1/2(6.2kbps),
Rate 1/4(2.7kbps) Rate 1/8(1kbps)
and blank (Okbps)

Cyclic codebook Algebraic codebook (5.3kbps); Maxi-
mum Likelihood Multipulse (6.3kbps).

which optimizes the initial rate decisions (these initial decisions are based on whether the
speech is voiced® or unvoiced” and other energy and band characteristics), is disabled. Also,
in certain cases, we do not give a detailed description of parts of the algorithm - which are
usually complex - as this is not necessary. We now describe the encoder and decoder for

QCELP and G.723.1.

2.3 Encoder

The encoder (block diagram shown in Figure 2-2 ) takes in 14 bit (16 in G.723.1), linear PCM
highpass-filtered speech, previously sampled at 8 kHz and generates packets of varying size
depending on rate. Frame size for QCELP 13K is 20ms or 160 samples (30ms, 240 samples
for G.723.1). Each frame is subdivided into 4 subframes. Most of processing is done at the

subframe level. The highpass® filtered speech is first processed to produce the LPCs which

2Speech is processed once per frame.

3This is the actual number of speech samples used to calculate the LPC using the Levinson-Durbin
algorithm. It is not necessarily equal to the frame size nor centered within the frame.

4Rate reduction goes beyond the first stage Rate Determination Algorithm and tries to identify the most
efficient encoding rate based on input speech statistics.

51t is possible to switch between rates at frame boundaries.

5 Associated with the vocal tract. Excitation in this case is close to an impulse train.

" Associated with the glottis. Excitation is random noise. Unvoiced speech are sent at lower rates than
voiced speech.

8 A highpass filter removes circuit noise and DC. G.723.1 uses a first order filter that has a steeper cut-off
than the second order filter QCELP uses.

17
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Figure 2-2: Simplified Encoder for QCELP

will be used to calculate other important parameters.

2.3.1 Linear Predictive Coeflicients

A 160 sample Hamming window, centered around the middle of the fourth subframe is used
(180 samples in G.723.1). The first 17 values of the autocorrelation, Ry’s, are calculated.
The first 11 are used to calculate LPCs and the rest are used for rate determination. The
11 autocorrelation values are fed through Durbin’s recursion algorithm[19] (Appendix C) to
produce the 10 LPCs. These LPC coefficient form the basis of the “prediction error filter”

transfer function:
A(z)=1—a1z7t — ... — a2zt (2.2)

2.3.2 LPCs to LSPs

The LPCs are then converted to Line Spectrum Pairs (LSPs). In the case of G.723.1, a small
bandwidth expansion (7.5Hz) is performed. This is done to avoid problems caused by very
small bandwidths in formant peaks that could occur in some LPC frames[2]. Conversion to

LSP is done by defining new transfer functions P(z) and Q(z) as:

P(z)=AR)+ 2z MAGE ) =1+pz 4+ sz S+ psz 4+ 4204 27
(2.3)

18



QRQR)=A(z) -z A Y =14qz 4+ .. +gz =gz b — .. —quz 10— 271!
(2.4)

where

i = —a;—a11—j, 1 <1<

G = —a;+an— 1<1<5

The LSPs frequencies are the ten zeros (w;...w10) which exist between w = 0 and w = 1.0

in the following equations:

P'(w) = cos (5 (nw)) + p cos((4 (mw)) + ... + p) cos (mw) + %5 (2.5)
Q' (w) = cos (5 (mw)) + ¢} cos((4 (7w)) + ... + ¢} cos (mw) + %él (2.6)

Since the formant synthesis (LPC) filter is stable, the roots of the two functions in (2.5)

and (2.6), when rearranged in increasing order, alternate in the range w € (0, 1)[22].

2.3.3 Converting the LSPs to Transmission Codes for QCELP

The 10 LSP frequencies are quantized into 32% bits using a vector quantizer (VQ). Five

2-dimensional vectors are used for this purpose.

Converting to Sensitivities

LSP frequencies have different sensitivities to quantization. The model described below to
calculate these sensitivities is computationally efficient and was developed by Gardner[8}).
These sensitivities are used in the quantization process to weight the quantization error in
each LSP frequency appropriately.

First, the set of vectors of length 10, J;, where i is the index of the LSP frequency, are
obtained by long division operations on P and @ given in Equations (2.3) and (2.4). For the

®All Rates except Rate 1/8 use this mechanism. Rate 1/8 uses a different mechanism which includes a
1-bit quantizer and a predictor.

19



LSP frequencies with odd index, wy, ws, etc (zeros of P'(w)), the long division is performed

as

14+piz7lpez™ 2+ .+ pez 9+ p1z~ 104 27U

1— 2cos(mwy)z 1 + 22 = Ji(1) + Ji(2)z7! + . + Ji(10)27°
1

(2.7)

while for the rest (those with even indices), it is calculated as

1+ gzt + @z 2+ +qr?+qz 04271
1 — 2cos(nw;)z~1 + 272

= J,(1) + Ji(2)z7 + ... + J;(10)2™°

(2.8)
Autocorrelations of vectors J; are computed as:
10—n
Ry (n) =Y Ji(k)Ji(k+mn), 0<n<10,0<i<10 (2.9)
k=1

Finally, the sensitivity weights for the LSP frequencies are computed by cross correlating
the R, vectors with the autocorrelation vector computed from the speech, R(k) (mentioned

in Section 2.3.1). The final sensitivity weights are given by:

SW; = sin® (mw,) |R(0)Ry, (0) + 2.0 29: R(K)Ry, (k)]|, 1<i<10 (2.10)
k=1

These weights, SW; are used to compute the weighted squared error metrics needed to

search the LSP VQ codebooks as briefly described in the next section.

Vector Quantization of LSP Frequencies

As mentioned earlier, the LSP vector is divided into 5 2-dimensional subvectors, each quan-
tized by a VQ, whose codebook has varying sizes (6,7,7,6,6 bits respectively totalling 32
bits).

Differential vectors are used in the codebooks; i.e. the VQ codebooks contain possible

values for quantized differences in the LSP frequencies, given by Aw; = w; —w;_1. The ith

20



VQ codebook contains possible quantized values for Awg; 1 and Awsg;. The five subvectors
are quantized sequentially in the following manner.

The best vector for the ith codebook is determined by minimizing the sensitivity weighted
error between the quantized (&;) and unquantized (w,) LSP frequencies. This weighted error

is computed as

error = SWai_1 (waim1 — @2i-1)° + SWa; (wa; — o;)°
= SWai_1 (wai—1 — (@2i—2 + Adgi_1))* + SWa, (wai — (D22 + Adgi1 + Ad;))

= SWai 1 (war1 — (@ai-2 + Lk (5,1)))? + SWa; (wa; — (@202 + L (3, 1) + Ly (3, 2)))?

(2.11)

where Ay = @ and L (4,7) is the jth element in the kth subvector of the ith codebook.
The index of the codevector, k*, which results in the minimum error for each subvector is

selected and sent as the transmission code for that subvector.

2.3.4 Converting the LSPs to Transmission Codes for .723.1

The G.723.1 coder does not use sensitivity calculations to quantize LSPs. Instead it uses
the algorithm based on linear prediction that is briefly described below.

First, the long term DC component, wpc, is removed from the LSP vector w to get the
new vector w’. A first order predictor, b = 12/32, is then applied to the previously decoded
LSP wvector @,_1 to obtain the DC removed predicted LSP vector, &,, and the residual

LSP vector, e, at nth frame.

Wy = ol b - hon] (2.12)
A (2.13)
@y = bl@n1 —wpcl” (2.14)
e, = w,—@, (2.15)

The unquantized LSP vector, w,, the quantized LSP vector, @y, the residual LSP
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vector, e, are divided into 3 subvectors with dimension 3, 3 and 4 respectively. Each mth
subvector is vector quantized using an 8-bit codebook (256 entries). The index [ of the
appropriate subvector codebook entry that minimizes the error criterion Ej ., is chosen for

that subvector.

T 3, m=20
W = [Wi4sm W243m - WKp43m] s Km =4 3, m=1 (2.16)
4, m=2
@im = @11m D20m - &)Km,l’m]T , 0<m<2,1<1<256 (2.17)
w =w'+ch (2.18)
Olm = @y, + WDC, + €1m, : (2.19)
Eim = (Wm — @1m)T P (Wm — @1m) (2.20)

where ¢, is the lth entry of the mth split residual LSP codebook and P, is the diagonal

weighting matrix, determined from the unquantized LSP coefficients:

1

P, = 2<45<9
53 min {w;, — wj_1,wj41 — W}’ =J=
1
P = (2.21)
’ wz — w1
1
P = 10— s

This chosen index is sent as the transmission code for the subvector.

2.3.5 Decoding LSPs and Converting to LPCs

The LSP frequencies calculated are used to determine the parameters needed to excite the
LPC filter to reproduce the speech (described later in Section 2.3.6). However, for the
encoder to resemble the decoder closely, it must use the quantized LSPs (since this is what

the decoder sees) for it’s synthesis filter. As a result, the encoder must have some of the
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functionalities of the decoder in it (henceforth referred to as the encoder’s decoder). One
of these is the algorithm to decode LSPs back to LPCs. This algorithm is described below.
The LSP transmission codes (indexes of codebooks) are converted back to quantized

LSP frequencies. For QCELP, the quantized LSPs are:

(9i—1 = W2+ Ao o= 2+ Li (i,1)

Dy = W1 + Adg = oo + + L~ (4,2) (2.22)

In case of G.723.1, the three subvectors are decoded to form €,. This is then added to the
predicted vector, @/, and the DC vector, wpc, to form the decoded LSP vector, @,. A
stability check is also performed to ensure that LSPs are ordered (&7 < &g < ... < &10) and
separated by a minimum of 31.25 Hz. A simple averaging algorithm is used to modify LSP
frequencies that violate this check.

These LSP frequencies are then linearly interpolated!® to generate four LSP frequencies;

1 These four LSP frequencies are then converted to LPCs, a, by

one for each subframe
doing the “inverse” of equations (2.3) to (2.6). A small bandwidth expansion of 15 Hz
is performed at this stage'? for the QCELP coder. These decoded LPCs (referred to as

qLPCs) form the basis of the synthesis filter given by:

1 1

= = 2.23
A(z) 1—arz71—..— G102~ 10 ( )

2.3.6 Analysis-by-Synthesis Loop

The excitation parameters necessary to reproduce the speech at the decoder are determined
by synthesizing speech for different possible excitations and choosing the best by comparing
this synthesized speech with the input speech, using some weighted minimum squared error
criterion (sometimes called the MPSE for Minimum Perceptual Squared Error). Again,
(G.723.1 and QCELP differ in the implementation of this loop. As usual, we describe the
algorithm for QCELP and mention the pertinent deviations in G.723.1 wherever necessary.

We also give a brief overall picture of the G.723.1 encoder at the end. First, the pitch

10This interpolation across time frames generally results in improved quality of synthetic speech without
any additional information for transmission|2]

"These LSP frequencies produce stable filters(2].

2This is done after LSP quantization instead of before as in G.723.1.
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parameters are determined (as shown in Figure 2-3). Using the periodicity of speech to

s[n] =+ f_l:
azir(W Y
ZIR of
{m) for current VA(z) W(z)
pitch subframe 1 =1 Current
Current
l State State
Y
1 +
-l A -
Zero R —I_
Yy State
A(Z) bZ-L
Current 1 Current ¥ )2
State State
| *
. Choose
~ 1 Minimum
ForallLe{17,17.5, 18,185, ..., 139.5,140,141,142,143}
and be {0,025, ..., 2.0} *
C'&b

Figure 2-3: Analysis-by-Synthesis Procedure for the Pitch Parameter Search|[23]

help reduce the dynamic range of the residual enhances the quality of the speech. Before
we briefly describe the algorithm to generate pitch parameters, we examine the weighting

filter (shown as W(z) in Figure 2-3).

Weighting Filter

Weighting filters are used to help greatly reduce the perceptible quantization noise. Without
these filters, this noise is evident. Reducing noise (every subframe) is done by shaping the
noise spectrum. Quantization noise can be “hidden” under the formant peaks without
much discernible effect. The weighting filter thus achieves its goal by “shifting” noise from
the troughs to the peaks of the speech spectrum: attenuate frequencies where error is

perceptually more important and amplify others[1].
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A speech-dependent weighting filter is used. The general form is:

W) = Ale/m)

= /) =5

For G.723.1, v; = 0.9, 72 = 0.5 and the actual LPCs values are used. QCELP, on the
other hand, uses v; = 1, 7o = 0.78 and A(-) = A(.): the qLPCs are used here. QCELP
makes a trade-off by choosing v = 11 . In doing so, it greatly reduces complexity by
collapsing the product of the synthesis filter, 1/ A(z) and the weighting filter, A(z)/A (z/v2),
into one all-pole filter, 1/A4 (z/72). G.723.1 cannot do this without taking a big hit in
quality!?. The figure below (Figure 2-4) shows weighting filters for both coders for a frame

of voiced speech.

15 T T T

Magnitude Response (dB)

1 A1 1 1 1 1
0.1 0.2 03 0.4 0.5 0.6 07 08 0.9 1
Normalized frequency (Nyquist == 1)

-20 I 1 1
0

Figure 2-4: Weighting and Associated Synthesis Filters for a Frame of Voiced Speech

Periodicity and Pitch Search

A frame size of 160 samples is long enough to contain more than one period of speech (pitch

for speech is typically around 130 Hz which is about 60 samples). Pitch prediction is only

3Thus, only using one degree of freedom.

"Simulations showed that using the QCELP filter for G.723.1 causes a very perceptible reduction in
quality.
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done for Rate 1 and Rate 1/2 packets. A simple prediction filter is derived in this manner:
future speech L samples from now is predicted to be some gain, b, multiplied by the present
sample. Therefore, we only need to send the error, e[n] = p[n] — bp[n — L]. This allows
for better quantization. The pitch synthesis filter (used by the decoder and the encoders

decoder) is therefore

11
P(z) 1-b2L

(2.25)

and is excited by the prediction error, E(z). Eight bits are used to represent the lag,
L (ranges from 17 and 143, including some half delays) and three bits to represent the
prediction gain, b (ranges from 0 to 2.0). Pitch prediction (new values for b and L) is done
every subframe (40 samples). However, values for the whole frame are stored and available
since L is usually greater than 40.

Figure 2-3 shows exactly how this is determined. Though some of the complexities
(approximations used to enhance speed/reduce complexity) are omitted, it shows how the
ZIR and ZSR responses of the synthesis filter, 1/4(z) (Equation 2.23), also update once

every subframe with the new qLPCs.

Codebook Search

Once the pitch parameters are determined, the excitation parameters are then determined.
Circular codebooks with 128 values are used to encode Rate 1 and Rate 1/2 frames (separate
codebook for each rate). These are calculated 16 times every frame for Rate 1 and 4 times
every frame for Rate 1/2. Rate 1/4 and Rate 1/8 use other mechanisms, based on energy of
prediction residual and a pseudorandom generator. Only the codebook search mechanism
for Rates 1 and 1/2 is briefly described here.

The codebook parameters specify the excitation to the speech filter (an approximation
to E(z) above). This excitation is generated by scaling a codebook vector by the codebook
gain, G. The goal of the search (shown in Figure 2-5) is to find the codebook vector and
gain which minimize the weighted error between input and synthesized speech. The gain is
quantized by taking the log and using a combination of linear prediction, a scalar quantizer
and a lookup table. The index for the value in the vector and the sign of the gain are sent

after doing some straightforward manipulations.
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Figure 2-5: Simplified Codebook Search for QCELP[23]

Analysis-by-Synthesis for .723.1

The actual (without any simplifications) block diagram for G.723.1 is shown in Figure 2-6).
Initial examination of Figure 2-6 suggests that the algorithm is quite different from that of
QCELP. This is not so: the high-level design is very similar. Below is a list of some of the

minor differences:
e G.723.1 uses a fifth order predictor °

¢ A Harmonic noise Shaping filter is used to remove noise in between harmonics. This

is absent in QCELP6. Tests!” were run on female speech to confirm this.

e Weighting filter, as discussed earlier.

!5Sample p[n + L} is predicted using a weighed sum of 5 samples in the neighborhood of p[n].

16Since QCELP provides very high quality speech, it does not need this filter. G.723.1, a lower rate coder,
exhibits higher quality with this filter present.

7By author.
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Encoder’s Decoder
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Figure 2-6: Encoder for G.723.1[12]
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e Rate 6.3kbps uses MP-MLQ (Multi-pulse Maximum Likelihood Quantization). MP-
MLQ uses 5 or 6 (exceptions in the cases when the pitch, L, is small) pulses of equal
absolute value spaced either at even or odd time samples to represent the excitation

to the pitch filter.

2.4 Decoder

The packets sent by the encoder through the channel is then decoded by the decoder to
generate speech that is perceptually close to the original. The Figure below (2-7) shows the
decoding algorithm for QCELP.

L&b L&b
. e;"] Pitch Pitch
Incoming Decode »=| Synthesis —p-| Pre-filter
Parameters Parameters Filter 1/P'(z)
1/P(z)
€[n] — ~
¢ (@)
Synthesis I}j‘)"’?fl‘:“
- ostfilter
1/A(z) F(z)

l s'n]

We have seen most the decoder since the encoder uses these functionalities for its anal-

Figure 2-7: Simplified Decoder for QCELP[23]

ysis. The excitation is derived from the parameters and fed to the pitch filter, which then
creates the residual that excites the synthesis filter, 1/A(z). The pitch prefilter between
the pitch and synthesis filters improves the quality of the signal'®. Synthesized speech un-
dergoes some processing before being sent to the A/D (usually includes first converting to

p-law quantization). We are mainly interested in the postfilter block.

18QCELP uses a simple pole filter very similar to the pitch filter: same lag but different gain. G.723.1
uses forward and backward correlation analysis to increase SNR at multiples of the pitch period.
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2.4.1 Formant Postfilter

Postfiltering is done on the speech (every subframe) to improve the quality. Amongst other
things, postfiltering reduces the troughs (also reduces perceptible noise) and increases the
peaks (most of the perceptual infor