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ABSTRACT

Q&A social media have gained a lot of attention during theergéc
years. People rely on these sites to obtain informationaaetim-
ber of advantages they offer as compared to conventionatasof
knowledge (e.g., asynchronous and convenient access)e\wgow
for the same question one may find highly contradicting answe
causing an ambiguity with respect to the correct infornmatibhis
can be attributed to the presence of unreliable and/or rpare
users. These two attributes (reliability and expertisghificantly
affect the quality of the answer/information provided. Wegent
a novel approach for estimating these user’s charactristlying
on human cognitive traits. In brief, we propose each userdnim
tor the activity of his peers (on the basis of responses tgtipres
asked by him) and observe their compliance with predefingd co
nitive models. These observations lead to local assessnttest
can be further fused to obtain a reliability and expertisesemsus
for every other user in the social network (SN). For the agare
tion part we use subjective logic. To the best of our knowéedg
this is the first study of this kind in the context of Q&A SNs. 1Ou
proposed approach is highly distributed; each user camidhdilly
estimate the expertise and the reliability of his peersgisisdirect
interactions with them and our framework. The online SN (SN
which can be considered as a distributed database, peréamtis-
uous data aggregation for users expertise and reliabg8ggament
in order to reach a consensus. In our evaluations, we firskena
Q&A SN to examine various performance aspects of our algorit
(e.g., convergence time, responsiveness etc.). Our eiaiaandi-
cate that it can accurately assess the reliability and theréise of

a user with a small number of samples and can successfullytea
the latter’s behavior change, provided that the cognitiagg hold
in practice. Furthermore, the use of the consensus opdoattirte
aggregation of multiple opinions on a specific user, redtioesin-
certainty with regards to the final assessment. Howeveeaslata
obtained from Yahoo! Answers imply, the pairwise interaesi be-
tween specific users are limited. Hence, we consider theeggte
set of questions as posted from the system itself and wesasses
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expertise and realibility of users based on their respoase\ior.
We observe, that users have different behaviors dependirtgeo
level at which we are observing them. In particular, whileith
activity is focused on a few general categories, yieldirgnitreli-
able, their microscopic (within general category) acyivé highly
scattered.

1. INTRODUCTION

During the last decade, advancements in computing and retwo
ing have drastically changed the way people acquire infioma
For example, printed sources of information and knowledgg. (
scientific magazines, books etc.) are being supplanted ditati
media, while functions of traditional libraries are beigién over
by online digital libraries and search engines. In OSNs;useght
seek for help in specific topics from their peers. As an exampl
members of the Yahoo! Answers network can post a specificques
tion, and the rest of the users are free to provide answerssdime
is possible via the most popular OSN to date, Facebook, wiash
introduced a new feature called “Questions”. For quick arsw
such online forums, Q&A SNs, online tutoring, etc., have dde
vantages of being asynchronous, often without requiring-ta-
face communications, and in general being more convenient.

What is common in all these situations, is the lack of vettifig
these modern sources of information for their quality, ectmess
and accuracy, among other characteristics. For instancthei
physical world, an oculist is an eponymous source, that kas b
recognized as aauthority on eye diseases. The same holds for
a book that is used in a reputed medical school to train dsictor
its usage in the medical school automatically attachesttwista-
tus of infallibility. On the contrary, it is clear that forfiormation
provided by an online source, the same property does not hold
social psychology studies, people have been found to plhaigghar
trust on information provided from sources classified abarities
[1], even though the classification (e.g., book used in usit®
itself is subjective. In [2], a study with a diverse set of tampar-
ticipants on how they search for and appraise medical irdition,

it was found that a “professional look" of a web site made i ap
pear to be more authoritative. Improper banner ads affettted
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credibility of the site. Nevertheless, an unscrutinizedrse can
still be preferable to humans if it is easy to access and coexe
Studies have shown that individuals may rely on less trugtwo
but more accessible sources to obtain the information tlesdn
risking though the accuracy of the information itself [3]hig, in-
creases the possibilities that their search results acequate or
less reflective and the information obtained to be flawed.

For instance, Shachaf [4], performs content analysis &f2LtEans-
actions from Yahoo! Answers, Wiki Answers, Askville, andeth
Wikipedia Reference Desk. The goal of this study is to idgméli-
able answers (in terms of accuracy, completeness and bdiifip
in these online information social media. The findings o #tudy
reveal that the most popular Q&A site as captured from thebarm
of users, questions and answers (i.e., Yahoo! Answers)qesvhe
least accurate, complete, and verifiable information. Heuwrhore,
there is a significant difference in answer quality amongétsites.
Hence, identifying high quality content is crucial in a Q&AIS

Our position is that the reputatiband the expertise of the answer
provider has a direct impact on the quality of the information ob-
tained. As we will discuss in later section, there exist &sidhat
try to assess these characteristics of a user individualyy Q&A
SN. However, in this paper we take a novel direction by saléity
lizing the human behavioral patterns. The mict our scheme is
based on is thénability of a person to know everything about
anything. In other words, expertise is context dependent; Bob is
a highly reliable person and an excellent Java programntecan
(with high probability) correctly answer any question wiggards

to this topic. However, he will not be able to answer quesion
about heart diseases even if he is willing to provide trutiffor-
mation. Of course, depending on tbentextual distancbetween
two topics, there might be a correlation between the exqeexial-
ues on each of them. For instance, a Java programmer might b
expected to be able to answer to questions for other progiiagnm
languages as well. We further study this important issuagufata
from Yahoo! Answers. For now we will assume that the topias-co
sidered have a large contextual distance, that is, theyoanpletely
disjoint. Therefore, there is no correlation between thEeetise at-
tribute on these topics.

Every question posted in Q&A SN is related with a specific ¢opi
(e.g., “Java programming”, “Soccer”, etc.). Each user.(étice)
keeps track of every other user’s (say Jack) activity peegmty
with the help of theresponse matrix (to be defined in the follow-
ing). This monitoring idocal, in the sense that it captures the in-
teractions between Alice and Jack. In other words, the respo
matrix includes information about threactionsof Jack on Alice’s
questions. Statistical metrics that capture the compdiftieviation
of Jack’s behavior with the expected profile are then defifiéeir
computation enables Alice to update her belief on Jack'seige
and reliability. The social network as a whole (or even justilaset
of users) can further aggregate using subjective logicintiigid-
ual/local opinions on Jack’s expertise and reliability afdain a
global opinion for his characteristics. The main advansaafeour
assessment system are its lightweight nature and the fatctam
be appliedocally from every user individually. The contribution
of our work can be summarized in the following:

e Design of a human cognition-based, lightweight framework

In the following we will use the terms reputation and rellapi
interchangeably.

e

for simultaneously assessing the reliability and expexifsa
user in a Q&A SN. Alice can use this framework to obtain a
subjective opinion on Bob based on their interactions.

e Integration of our framework with subjective logic to acui
a consensus for Bob’s attributes and reduce the uncertainty
that accompanies the local assessements.

e Study of the applicability of our assessment scheme to real
Q&A social networks. Utilizing data gathered from Yahoo!
Answers, we study the pairwise interactions between real
users as well as their macro- and micro-scopic activity with
regards to topic granularity. In brief, we find that the same
user can appear to be both reliable and unreliable, when con-
sidering his activity with regards to general and more djgeci
topics respectively.

The rest of the paper is organized as follows. Section 2 gesvi
a simple example illustrating the basic idea of our appro&gt-
tion 3 discusses related studies. Our cognitive-basedsesat
scheme is presented in Section 4. Section 5 presents oweval
tions, while Section 6 discusses the scope and limitatidreup
work. Section 7 concludes our study.

2. SYSTEM MODEL

Consider a simple scenario with two users, Bob and Jackyirepl

to each others questions about various topics. For our erang
consider three topics of interest: “Football”, “Medicinaid “Pro-
gramming”. Our objective is to enable each user to judgeytize-

ity of the information obtained from any other user. Assume that
Bob received some information from Jack related to “Meditin
Intuitively, the quality of this information is tightly rated with (1)

the knowledge of Jack about “Medicine”, and (2) the repatati
of Jack. However, it would be unrealistic to assume thatether

a globally consistent view of Jack from all the users of the-sy
tem. Achieving global consensus in such judgments is proble
atic even in relatively small user communities, and it iscfically
impossible in large scale social networks. Instead, weqeepo
estimate (1) subjective opinion of Bob about Jack’s knogéedf
“Medicine” and (2) subjective opinion of Bob about Jack'puita-

tion and then fuse them using subjective logic. As theseiopin
propagate via the data communication network they can be com
bined to reflect overall user reliability and expertise witgh con-
fidence.

In this work we introduce a scalable and automatic way tosgsse
individual opinions as well as further fuse those opiniolom@ in-
formation propagation routes. We utilize cognitive prpies of hu-
man reactions to requests for information. If a user tendsspond
consistently to questions related to a particular topic cosmsider
him knowledgeable in that area. Meanwhile, if the user iinglto
reply to many remotely related topics, it would be safer ®uase
that this person is an amateur in each of those areas ancpliesre
should be treated as less reliable. We formally capturesthes
havioral patterns by maintaining pairwise user views oheatber
in the form ofresponse matrices (RM) Columns of a response
matrix correspond to topics of interests, while rows refltéstory
of user responses. To reiterate, the contextual distarte tdpics
considered is important. We consider only completely disjmp-
ics (e.g., “Medicine” and “Programming”). Even though thigyht
be possible for factual categories, it might be harder for-factual
ones (e.g., “Travel”). We will come back to this importanpest
in Section 5.



Bob

Bob’s view of Jack:
Football Medicine Programming

Jack’s view of Bob:

Football Medicine Programming

0 0 1 0 1 0
0 0 1 0 0 0
0 0 1 1 0 1

Jack’s expertise in Programming: High
Jack’s reliability: High

Bob’s expertise in Medicine: Low
Bob’s reliability: Low

Figure 1. Example of Response Matrices reflecting high
and low opinions

Jack
Jack’s view of Bob:

Bob

Bob’s view of Jack:

Football Medicine Programming Football Medicine Programming

0 0 0 0 1 0
0 0 0 0 1 0
0 0 1 1 0 0

Bob’s expertise in Medicine: Medium
Bob’s refiability: Medium

Jack’s expertise in Programming: Low
Jack’s refiability: High

Figure 2: Example of Response Matrices reflecting high,
low and medium opinions.

Figure 1 shows an example of two response matrices reflecting Reputation systems: Reputation models have been primarily con-
views of Bob for Jack and vice versa. In this example, Bob has sidered in the context of online electronic markets. Uséesach
posted 3 questions on each category and the same is trueckor Ja specific market rate each other, and a centralized authooity-

For each one of Jack’s questions, he assigns the value of thei
corresponding matrix element, if Bob replied to it; othesgyi he
inputs '0’. Similar steps are followed from Bob when obtaii
Jack’s response matrix. In the example provided, Bob hagla hi
opinion about knowledge of Jack in “Programming” since Jack
replies are consistently focused on this topic; Bob’s apirkbout
Jack’s reliability is also high, since Jack’s responsesiatespread
over various remote topics. Meanwhile Jack has low opinkmoua
Bob’s knowledge in “Medicine”, as well as Bob’s reliability

To sum up, user’s overall reliability is reflected throughesm of
1s over rows of the RM, while user’s expertise in particutgs-t
ics is represented as density of 1s in the correspondingrowu
Figure 2 illustrates another scenario where user Bob hasumed
opinion about Jack and his knowledge of “Medicine”. Obvigus
Bob has a low opinion about knowledge of Jack in “Programrhing
Meanwhile Bob has a high opinion about reliability of Jadkce
responses of Jack are not scattered over remotely relgis tdn
Section 4 we formalize our approach building on this example

Figure 3 represents the general structure of informatiapaya-
tion and data fusion in a Q&A OSN. Individual users’ opinions
about their peers are continuously generated using dymagnig-
dated (independent) response matrices. The network vilitaut
collective intelligence to assess a consensus relialatity exper-
tise of the users. Subjective (local) opinions are gendrared
propagated automatically without explicit involvemenueérs. For
this purpose we do not require users to evaluate qualityspieses
from their peers.
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Figure 3: Distributed propagation and fusion o finforma-
tion about users reliabliltiy and expertise.

3. RELATED WORK
In this section we will briefly discuss existing work on regiibns
systems and expertise inference.

putes the trust value (reliability) on every single ent®y}.[These
computations are mainly based on simple statistics aadjfticen
users’ feedback (e.g., positive and negative feedbackbatBeet
al. [6] design the regret system. They describe their schenmg usi
an example borrowed from an online marketplace and they show
how their system exploits the social relations among thiemift
users. In brief, the reliability that a user (say Bob) hasmonda his
peers (say Jack) is based on their direct interactions dsag¢he
interactions ofvitnessegsay Alice) with Jack and their social rela-
tion with him. Huynhet al. [7] further introduce the notion of cer-
tified reputation. If Bob has no interaction with Jack and &enot
find any witness to report reputation information for Jaecklcan
present certified information about his past performantesé are
essentially references from other agents who have inttagith
Jack. Certified reputation is very useful for open multitatggys-
tems, where user can leave and join the system arbitrartiynie.
Wang and Singh [8] [9] follow a more rigorous approach, build
ing on the notion of the@robability of the probabilityof outcomes
[10]. In particular, they use the triple of belief, disbélad un-
certainty along with different statistical measures tarfally cap-
ture the trust on an agent. The same authors in [11], borreasid
from the generalized transitive closure literature, angarticular
from path algebra, to introduce two operators for propaggttiust
through a multi-agent system in a distributed way. This apph is

in stark contrast with the centralized reputation/trusttess pre-
sented in [12] [13]. Hangt al. [14] further introduce a third oper-
ator that can handle cycles/dependent paths. The intdresder
can find additional reputation systems in [15] [16] [17] [1&P]
[20] [21] [22] [23] [24].

Expertise inference: There exist studies in the literature that try
to assess the expertise metriReferral systems or expert finders
(e.g., [25] [26] [27]) try to locate people who are most agpiate
for providing the requested information. For instance, @ual
[28] propose a topic-based model for finding appropriatestioe
answerers. By discovering latent topics in the content ektjans
and answers as well as latent interests of users to buildpuser
files, they recommend a ranked list of users who are moreylikel
answer a new question. Similar systems account only fontpere
tise of an information provider, not considering her wifjiress to
help (which is related with her reliability). For instandgeferral-
Web [29] exploits the social network within a community teid
tify a set of experts with regards to the information reqedstlit
levarages the “six degrees of separation” phenomena, wahéct-
fests a small distance between two individuals in a netwiddace,
one can exploit these social relations to find an expert. itlage
less, the flexibility of similar systems is low mainly due vatrea-
sons: (i) only the expertise of an information provider isamted



for, not considering her willingness to help (which is retawvith

her reliability), and (ii) only binary decisions are madeiwiespect

to a user being an expert or not. However, in the majority efsit-
uations users have some measure of expertise, thus, egéngin
need to quantify the level of this expertise. Zhanal [30] make a
step further and not only they identiéxpertusers in an online Java
forum, but they also evaluate algorithms that rank thesemrsp
They use a centralized approach that leverages social rieanal-
ysis tools considering the network graph structure. Efgsank (the
core algorithm of Hermes system) [31] utilizes the main dezd

of the PageRank algorithm [32], which ranks web pages based o
their popularity on specific topics as seen from Web users. In our
case, that of expertise ranking, it is not only imporant towmhow
many answers on a specific topic Jack has posted but also ®ewho
questions he has replied. We should put less weight to asgwer
vided to Alice who is anewbieas compared to asnwers provided to
Eve who herself has some level of expertise. Other studastie
based on centralized graph mining algorithms and leveragils
relationships can be found in [33], [34], and [35]. Nevel#iss, all

of them either provide binary classification (i.e., Jackniseapert

or not) or they provide a relative ranking among the usert)out
revealing enough information for the actual expertise efuber.

Recently, Kasneoet al [36] designed a knowledge corroboration
system for Semantic Web called CoBayes. In particular, thelgl

a bayesian-based system that assesses the truthfulneseofents
extracted from various sites. The system outsources thelmma-
tion task to a set of assessors, whose expertise is also qndsf
tion. The authors’ evaluations demonstrate the appliitalof their
approach. However, their work is in a different context (ibfese-
mantic web and knowledge corroboration) and under the gssum
tion that users who assess the trurth of the statemenetadeed
reliable.

Q&A Social Networks: Related with our work, two different
types of studies on question & answers social networkssxiste
first of them targets at thguality of the actual content of the an-
swers. Agichtein et al [37] exploit features of social media that
are intuitively correlated with quality. They train a “qitg! clas-
sifier to appropriately select and weight the features fehespe-
cific type of item. Three types of features are used as inptleo
classifier: intrinsic content quality (e.g., punctuatiortyfos, syn-
tactic and semantic complexity, grammaticality), useatiehships
(e.g., who has answered a question from whom), and usag®e stat
tics (number of clicks on the item, dwell time, etc.). Bianakt
[38] apply a mutually reinforcing approach to learn the daes
and answer reputation of a user, as well as the quality ofuesq
tions and answers. They use a semi-supervised mutual regafo
ment framework for calculating content quality and usemtap
tion in Community Question Answer (CQA) systems. The same
authors present a general ranking framework for factuarmé-
tion retrieval from social media [39] based on user inteoast and
community-based features. They perform content-basdiyas-
sessment without considering answerer expertise and iegar
on factoid questions.

Shah and Pomerantz [40] propose a number of criteria (@m; ¢
pleteness, readability, relevance) to evaluate and gridiquality

of online answers. They validate their criteria by askinga@on
Mechanical Turk workers to rate answers to some selected wel
answered questions in Yahoo! Answers. With the assumplian t
answers are tied to the questions with various types oftldites,

which learns to measure the analogy between the new question
and answer linkages. Jotet al. [42] develop a quality frame-
work comprising social, textual, and content-appraisatuees of
user-generated answers in CQA services. In their studistiog
regression analysis shows that content-appraisal feafaueh as
comprehensiveness, truthfulness, and practicality)lerstrongest
predictor of quality.

Another set of studies amreentered around the users of a Q& A
system. For example, Bouguessd al. [43] propose a model to
identify authoritative users based on the number of besvairss
provided by them. A “best answer” is selected either by tiketasr
by other users via a voting procedure. Jurczyk and Agictjtetih
adapt the HITS algorithm to the user interactions graph o
Answers to discover authorities, and show a positive catii
between authority calculated with the HITS algorithm anevesr
quality. Golbeck and Fleischmann [45] examine the role qieex
tise cues in text and photo on users’ trust in answers in EQ&A.
Their results indicate that expertise cues in text leadgoiicantly
higher trust among both experts and non-experts. Howexpere
tise cues in photos increase trust among non-experts omtyato
et al. [46] propose several methods to derive quality answers us-
ing the question dependent and question independent esgeft
answerers in addition to the use of answer features. Thpgrex
ment shows that expertise-based methods yield better angsak
ity than answer feature-based methods. Finally, Pal andtgon
[47] study the question selection bias of an answerer, shathich
questions a user would select for answering. Based on tlde stu
ies, experts prefer answering questions where they havgheti
chance of making a valuable contribution.

Recent literature has focused on utilizing social netwaordt data
analysis to study problems related with answering behandrin-
formation quality in Q& A systems. Panoviadt al. [48] stud-
ied the role of tie strength in answering questions. Throusgr
studies they found that answers from users with whom the-ques
tioner shares stronger ties provide slightly more infoiorathan
those from people with weaker ties. Furthermore, Wetra. [49],
studying Quora they found that people who contributed mack a
provide higher quality answers, tend to have more follow&hese
well-connected users also gain advantage by having maedsi
(followers) to answer their questions and upvote for thesveers.

Distinguishing our work: Reputation systems are only interested
into estimating the reliability of a network user, ignoritite con-
text dependencies. In addition, most of these schemes eusdd
on different types of networks making it hard to directly bpghem

in the area of Q&A SNs. On the contrary, expert finder systemas a
focused on identifying a set of users able to reply a specifeseg
tion, neglecting most of the times both the general repurtati a
user as well as habsoluteexpertise. For instance, Alice might be
a wonderful doctor to her regular patients but her offhandioz
advice might not be completely trustful as she is not knoweo b
entirely forthcoming. Furthermore, there are significaiffecen-
cies between the architecture of our approach and that afxhe
isting schemes. For instance, reputation systems are yrtzasked
on feedback acquired from the users. In addition, studiasate
more focused on Q&A systems, and in particular on the inferma
tion quality, require the involvement of complicated fupotlities
(e.g., content analysis). In contrast, our approach doeeegaire
any explicit involvement from the users as mentioned inisa@
and it is based on cognitive models for human behavior. Itiquar

Tu et al. [41] propose an analogical reasoning-based approach lar, it requires only monitoring of the users’ activitiestéractions



and communication patterns. Most importantly, each useraga
ply our framework locally to obtain a subjective view of arther
peer, without requiring the knowledge of the network grahcs
ture or that of the underlying social relatidnsTo the best of our
knowledgeto date there exist no work in the literature that tries to
exploit cognitive and behavioral characteristics of humamwards
thejoint estimation of a user’s reliability and expertise in a Q&A
social network

4. ASSESSMENT SCHEME

In this section we will present our scheme which estimates¢h
liability r; of useri (say Jack) and his expertigg , on queries
of type ¢ (say “Football”). For our presentation we build on the
example of Section 2.

4.1 Individual estimation

Response matrix (RM): The participating users of a Q&A SN can
be both consumers of information, as well as providers. Wden
consumer Bob asks a query he obtains responses directlynfitdm
tiple providers (e.g., Jack). Goal of the SN is to assessuhatifies

T Jack ANde jqck,q Yq € Q, WhereQ is the set of different topics (in
our casel = {“Football”, “Medicine”, “Programming”}).
Bob can obtain locally gubjectiveopinion about Jack’s (i) relia-
bility and (ii) expertise ing. He can further augment this opinion
using the subjective logic consensus operator to combmgsvof
other users (e.g., Alice) about Jack [50]. Ideally the SN rmami-
tor all of these interactions and collect all these subjeatpinions,
to efficiently approximate aobjectivevalue forr jqcr ande jack,q-

The first step is for Bob to derive the RM for Jackf?%%, ¢
I1>™; I *™ is the set ofv x n matricesw is the number of ques-
tions per category considered (e.g., posted from Bob) duttie
time periodTras over which the matrix is calculated amdis the
number of different topics. For ease of presentation werasshat
Bob posts the same number of questions (that)ifor every one

of then different categories. In our example we have= n = 3.
Note here that, there is no actual correspondence betweectinal
time and the rows except that the queries were made withitintige
interval Trs corresponding to the RM. Thus, multiple “ones” in a
row simply imply responses obtained to multiple queriesiffed

ent topics withinl'ras. A single RM can be thought of as a single
snapshot of the network (with respect to Jack’s activityerBmb's
view). As time elapses there are more questions posted arel mo
snapshots for the network created. Hence, for the purpdsas o
study time ismeasuredvith regards to the number of snapshots that
we have for the Q&A SN.

Before providing the details of our estimation scheme we ldiou
like to emphasize on the fact that even though our criteedased
on widely accepted human cognitive traits (that are maiotgpted
ascommon sengethere are studies in the literature that support
our models. For instance, Adangtal. [51] analyze the activity of
41,266 active users of Yahoo! Answers. The authors find beaet
is a corelation between the interest entropy of a user antbhts
answer” votes he obtains. In particular, users with lowerogy
(e.g., users whose answers span few topics only) obtaingaerlar
number of votes. Similar findings (e.g., question selectims of
answerer [47]) support our reliable user model; if a useddemo

2This is possible under the assumption of enough pairwiseant
tions between specific pairs of users. We discuss this isgaeih
the paper.

respond consistently to questions related to particulgictahen
he is knowledgable in that topic.

Assessment 0872, «pooman:  The expertise of Jack is tightly
related with aspecialization An expert on one topic is expected to
be rather engaged on the related questions. Thus beimgistently
active is a sign of expertise in the corresponding cated?®y, [For
this task Bob will use the column a¥/2%, that corresponds to

“Football” (let it be columny). Columnj is a vector, denoted by

N5ebI(t) € R, of Os and 1s. A J°%/ (t) can be thought as
Bob,j
IS

an observation vector. 15" element, denoted WL ()] Tkl s

equal to 1 if Jack responded to th&" “Football” question in the
snapshot, otherwise it is 0. Since we currently do not consider
the appropriate of the answer, we juseasurghe interest of Jack

on “Football” through his active participation in the capending
discussions; this can roughly capture téadencyfor expertise in

the field. A spammer, or a person who just posts noisy answers,
can be thus falsely considered to be an expert on “Foothadfer,

in Section 5, we will describe scenarios where expertisaliefy
inferred and how we can mitigate these occurencies.

Each one of the questions in a snapshot can be thought aseuliern
trial X. The trial is successful if Jack responds. Thus, assuming
Jack is not a spammer, the probability of sucgesd X is equal

to Jack’s expertise on “Football”, which we assume to be t@mts
throughout the snapshot. In random variables terminolingyput-
come of theh" trial [\, (t)]72%7, is 0 if Jack did not respond to
theh!™ “Football” question, and 1 otherwise. Therefore, the pdf of
Xis:

Fa(X = ) = p - (1= p) )

By replacingp with €72, «go0rbarr7, the probability density func-
tion described by Equation 1 can be thought as the formalidefin
tion of Jack’s expertise. Given the expertise sample setave h
collected, we use the MLE framework to obtain an estimatean p
rameterp. In particular, this estimate corresponds to the solution o
the following optimization problem:

1 « )
max E-;log(fi(/\i|p)) subject top € [0, 1] @)

Considering one snapshot/RM of the network at titnmarovides
Bob with a single sample set. Thus by solving the MLE problem
he acquires a single point estimaig). In order to compute the
uncertainty on the expertise value with respect to Jack,repgse
the use ofn snapshots in time, which will provide: sample sets.
Using the estimates computed from MLE for each of the aboige se
Bob can compute the average estimatand its standard deviation
psa. Inturn, this provides a method to obtain an expertise viader
E of width p,4, centered &. Using an interval, rather than a single
point value, allows us to capture the uncertainty embeddete
expertise estimation.
Assessment of-?°% :  Reliability is a personality trait, related
with the “good will” of a user. Given its highly subjective tuae,
there are no clear metrics of Jack’s reliability. Howeverafore-
mentioned, a reliable person (within our context) carrdagghly
profiled as follows:

1. Given that Jack cannot be an expert in a large variety of dif
ferent topics, he is expected to reply to a few topics. This



translates to the matrix/ 2% (¢) of a reliable person being

dominated by 0s.

2. Reliable Jack is expected to consistently reply to thiesopf
his interest/expertise. This translates to the matig<’, ()
having aminimumnumber of '1’ entries.

Using the above profile we can formally define g, . Let R,
be the number of ‘1‘ entries iA/2°% (). With 4, being Kro-

necker's deltafi = » > 4, 1sor ;. Furthermore, let vector

i=1 j=1

w

Bob Bob Bob

o = milio = [E 6[mij]§53k71]‘]§ck. Each element of
=1

Bob

o Is the number of Jack’s replies in each query category. Fi-

Bob
Jack (_See
, iff:

nally, let R» be the number aihodesn the sample s

Appendix). Then Jack is consideresiable, that isr2°%, =

a<Ri<B8 AN R:<vy (3

Herea, 3 and~ are functions of the dimensions &f 2°%, (w, n).

if Ry >~

1—py
otherwise )

y2:{ 0

Similar definitions can be given far; andz-, controlled by a dif-
ferent parametes, (0 < pz, py < 1).

However, even if theR; is kept belowg it might be the case that
this happens not because Jack focuses on his topics of isgpert
but because he is very little engaged to replying (spreatispw
activity across a number of topics). Thus the right part pieds

to hold as well. In this case, Bob reduces the reliability atkl
based on the number of excessive modes pregent(y — R2):

Bob 0 If R2 =w
TJack = Rl otherwise ®)

2

4.2 Consensus assessment

By executing the above process, Bob has obtained a sulgjettiw
of Jack. The next natural step would be for Bob to combinesdiff
ent subjective opinions of Jack (e.g., that of Alice) in arieobtain

When the first part of (3) does not hold, we need to penalizk.Jac 4 moreobjectiveopinion for him. The same is true for the SN as

For example, ifR, < «, Jack can be thought as actisgjfishly not
providing any answers at all (even at the topics of his eigft In
this case, Bob panalizes Jack based on (i) the deviatidt dfom
its lower bound, that igd; = a — R1, as well as (ii) the deviation
of Ry from~ (d2 = v — R2):

o 1 1
T = y1~(1—E~(a—R1))+y2~(1—;.(W—R2))
R
= y1-—1+y2~l, y1+y2=1 @)
« Ro

If Ry > f3, Jack is unreliable. He imlkativeand simply provides

a whole; a central authority can gather all these local opimiand
fuse them towards obtaining a consensus for every user. We us
subjective logic consensus operators for this task. Theawus
operator not only allows us to fuse the opinions on expesisa
reliability of users, but it also reduces the uncertaintyomepanied
with the individual opinions.

In subjective logic, opinions are represented by tripldtet ¢, d
andu be non-negative values such that d + v = 1,{¢,d,u} €
[0,1]°. Then the triples = {t,d, u} is called anopinion, where
componentg, d andw represent levels of trust, distrust and un-

answers in many areas where he has no background. This can leaCetainty. For example, high distrust with some uncerya(0t1)

to the difusion of low quality information In this case, Bobral-
izes Jack based on the (i) the deviationaffrom its upper bound,
that isds = R2 — B, as well as (ii) the deviation oRs from ~
(d2 =~ — Ra):

(w-n—p) = (B - B))
(w-n—p)

Bob _
TJjack = T1°

.
Ry’

Note here that, the coefficienys, y2, 1 andzz, can also be func-
tions of Ry and/orR,. For instance, wheR; < «, it might be the
case that the number of modes present (Re),is within the limit
of . In this case, we should not ude (which is negative!) to pe-
nalize Jack, since he adheres to the expected behavioefoher

_J Py
yl*{ 1

30f course, Jack might have no expertise at all and therefbre,
reliable, he will exhibit extremely low activity. As discsed later in
the current work we are not interested into distinguishiagneen

a selfish user and a non-expert.

if Ry >~
otherwise ®)

+:cz-<1—§<w—R2>>

1+ a2 =1 (5)

could be expressed as an opinion = {0.0, 0.9, 0.1}, while high
trust with a minor uncertainty of 0.04 could be expressecpasan
w2 = {0.96,0.00,0.04}. In our case we have opinions for both
Jack’s reliability and his expertise on each different gatg (after
deriving the triplets from the corresponding intervals asatibed
in the following). Letw*°® andw;'"**° be two opinions of entities
Bob and Jackabout statement (e.g.,p can be Jack’s reliability).
Then their combined consensus opinion is defined as:

Bob

Bob,Jack __
Wp =Wp

Jack __ Bob,Jack jBob,Jack Bob,Jack
Buwp = {tp »dy » Up }
©)

Wheretfob,]ack — (tfobugack+t;ackufob) /k’, ufob,Jack _
(UEObUgaCk) /k’dfob,(lack — (dfObUgaCk + dgackufob) /k‘,and
k= (UEOb _’_u;ack _ ufobugack)-

Deriving opinions from the response matrices: In order to be
able to use subjective logic for consensus estimation we tee
map the reliability and expertise intervals obtained Iycélom
Bob and Alice about Jack into opinions.

Assuming thatr?°%, = [a,b] we generate the subjective logic
opinions using the following equation (likewise, a mappaan be
designed for the expertise opinion triplef%, «roorpan):



a+b
{ 2

5. EVALUATIONS

In this section we present our evaluation set up and results.

a+b_b—a b—a
2 2 7 2

Bob __
WJiack =

71—

}o (10

5.1 Experimental Setup

In the first part of our evaluations we create synthetic dhataor-

der to obtain the RMs we emulate the behavior of an informatio
provider. In our study we are primarily interested into itiging 4
categories of users; “Reliable expert*, “Talkative exfi¢Reliable
amateur” and “Talkative amateur”. The names are self exgtanp

but to give an example, a “Talkative expert” is someone wha is
real expert on a few topics (as expected), but she is also replying
to questions outside her specialization. On the contrapypaider

can be classified as “Reliable amateur” if she does not haye an
expertise in reality (something which can also be commoud)isn
sincere enough not to provide any uncertain answers to aey ca
gory. We would like to emphasize on the fact that we make the
implicit assumption that providers are rsslfish and thus, a real
expert will always reply to questions that fall into her spéza-

tion [30]. Otherwise it will be extremely hard, if possibleall, to
distinguish between a “Selfish expert” and a “Reliable amndte

Am

reliable? Reply > 1"

Reply > *1° Silent > *0°

Figure 4: Flow diagram of our user model.

Every user in the network has anpriori fixed expertise on each
topic (expertise vector) and a reliability value. Everynaémt on
the expertise vector as well as the a priori reliability laythe in-
terval [0, 1]. For instance, a “Reliable expert, would have a high
a priori reliability value (i.e., close to 1), while his extise will

be high (close to 1) for the topics of expertise and low (clus@)

for the rest. The number of topics of expertise are sampledrat
dom from a uniform distribution ovef1, 2, ..., v}, while the actual
topics are picked at random. In order to construct/emulzere-
sponse matrices we use the process depicted at Figure 4.r-In pa
ticular, we run this process iteratively for every questonulated
on every topic. In order to decide upon every decision bl@c§.(
“Am | an expert¢,), we further sample a uniform distributiover

[0, 1] and compare the sampled point with the corresponding a pri-
ori value (expertise or reliability) of the user under calesation.
Furthermore, unless otherwise stated, the values of thelation
parameters used are shown in Table 1. Finally, in our exerisn
that involve dynamic behaviors, the notion of time is nohtig
related with the absolute time (e.g., seconds)jifif/time ticksis
equal to a full RM snapshot. In other words, tihe= xz, means
that there exist snapshots (i.ez; - n questions in total) since the
time we started observing the network.

We would like to emphasize on the fact that in the first part of
our evaluations we are mainly interested into examiningpie
formance of the algorithm in terms of its ability to respooddy-
namic behavioral changes, converge fast etc. For this perpee

w
20

n
10

o
5

B
30

v
3

Px
0.95

Table 1: Simulation parameters.

make the assumption that users follow the cognitive trdésiified
earlier in this paper. In other words, we do not claim/exanthe
correctness of our scheme. In fact, there is no actual groutial
of these quantities for comparisson.

5.2 Performance under static users’ behavior
Our first set of experiments focuses on scenarios where asers
here to a static behavior. For instance, a reliable userinsnsa
throughout the whole emulation period.

Recovering the real expertise/reliability: Initially we opt to ex-
amine the accuracy of the individual assessment scheme okive ¢
sider a set of 10 users who wonitor. After obtaining the corre-
sponding RMs, we apply our framework and obtain the cornedpo
ing opinions. We begin by examining the columns of the RMs in
order to obtain an estimation for the expertise of the usén ve-
gards to each topic of interest. We then examine the stricfir
the whole matrix in order to assess its reliability. As onglmiex-
pect, the trust value of the assessed (reliability or eiggropinion
triplet is not supposed to be exactly equal with the preddf{neli-
ability or expertise) value. For this reason, we define soriteria

in order to evaluate the quality of the estimation. Denothgyreal
value of the attribute (topic expertise/reliability) witfi, we define
to have a successful inference iff

a" €ft—ut+ul VIt—a|<p-a*, pel0,1] (11)

The value ofp dictates the strictness of the convergence. Smaller
values correspond to more strict convergence. In our exyeris

we have sep = 0.15, that is, the trust of the assessed opinion is at
most 15%differentthan the actual value. Our results are depicted
in Figure 5 where accuracy is shown for different number afosn
shots used for the estimation. Accuracy is defined as the o&ti
the correct inferences (based on Equation 11) over the totat

ber of estimations. As we observe, irrespective of the nurobe
snapshots used, our scheme is capable of indentifyingettieep-
utation of all the users. Figure 6 depicts the empirical CBfilie
difference between the assessed trust on reputatiand thereal
reliability »* of the user (i.e.t, — r™). As one can see, the absolute
value of this difference is always smaller than 0.05! Theejyeh-
dence from the number of snapshots used for the estimatialieisn
that if our cognitive model for the users holds in practiteit re-
liability can be restored fairly fast (i.e., small numbersofapshots
are required). Figure 7 depicts the (low) uncertaimtyassociated
with the reliability.

Despite the fact that we were able to recover the reliabiidtyall

the users, the accuracy with regards to the expertise itvedia
low (~ 30%). The reason for this performance can be attributed
to the fact that when applying MLE on each column of the RM,
the correctness of the answer is not considered. As a rékalt,
presence of multiple '1’s in a column is considered as a sfgxo
pertise even though it can be the result of spamming activity
other words, a “Talkative” user will exhibit this patterrtégrseveral
columns/topics (many more than the few expertise topiceeepl



1

0.8

— Reliability
0.6 —— Expertise
— Refined expertise

ECDF

0.4

0.2

0

10 50 100 250 500
# of snapshots

1000 10000

0
-0.05

Figure 5: Inference accuracy of our
scheme. ment.
for each user). Thus, there will be an overstimation of ugpee
tise in these topics, which results in the low accuracy. FEdh
depicts the CDF of the difference between the trust of thekige
opiniont. and the real expertise valué for different number of

0 *
Reliability distance (t T )

Figure 6: Accurate reliability assess-
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Figure 7: Small reputation uncer-
tainty.

Obtain Rm,

o, ={t,.d,.u} W

snapshot used for the estimation (ite.;- ¢*). As we can see with
high probability, the infered value is much larger than toeual

Compute (i), efi)
Update intervals R, E;

jt+

one. For instance, with probability greater thi#¥ this difference
is greater than 0.5. Figure 9 depicts the uncertaintyssociated
with the expertise.

Refinement phase: The inaccurate expertise estimation can be

attributed to the fact that only the column structure, antithe
matrix structure, is considered for this task. In order teroeme
this problem, we include a refinement phase. In brief, afser u

ing k& snapshots to estimate the reliability of a user (which is ex-

tremely accurate), we scale down the initial estimationhef éx-
pertise opinion (trust value) using the assessed repatak@ure
10 illustrates the process.

Once the initial opinions for a user’s (say Alice) expertisea topic
and her relibility are obtained they serve as inputs intoréiime-
ment engine, which providesrafinedopinion for Alice’'s exper-

tise,w?®’. The goal of this phase, is to scale down the expertise

based on the reputation. Since reputation is estimatedi lmsthe
structure of the whole matrix, it caeducethe instances of falsely
perplexing a spammer for being an expert. In particular veeths
following equation for refining the trust on the expertise:

e =te -t (12)

1 1
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Figure 8: Overestimating ex- Figure 9: Significant expertise
pertise. uncertainty.

To reiterate, when a user is less reliable, we degrade tbeteff his
intense activity on many topics using Equation 12. Note tiesg
one could possibly use another function to sdalei.e., tgef =
f(te,tr). The exact shape of is essentially a design choice. For
instance, iff is linear tot,, ie.,tt¢f = t. - t,, we take a more
conservative approach for the reductiortofthat is, the reduction

" re
@, ={te,de ’Me} Refinement |_, (1) f

No

Figure 10: Flow diagram of our assessment procedure.

is smaller). On the contrary, Equation 12 penalizes a uséh-the
samet, - more. In other words, the shape ptictates the weight
we place on the reliability of a user when refining its exserti

We further need to update the distrust and uncertainty &soc
with the expertise opinion since it must hald- d + v = 1. Given
thatt7°/ < ¢., if we do not update (increase) andu. (that is if
dre? = d. andu’® = u.), we will havet?s + d7¢f + ulef < 1.
Hence, we distribute thieust degradationte, geq = te — tgef, to
the expertise distrust and uncertainty proportianly tortimitially
assessed values:

d
dref = d. © o tede 13
e + de +ue ,deg ( )
re ue
Ue I = Ue + d. + u. - te,deg (14)

Care should be taken wheén= 1, which means that. = u. = 0.
In this caset., 4., is distributed equally across the expertise distrust
and uncertainty (i.ed-®’ = ul = 0.5 - t¢ aeg).

Figure 5, depicts the accuracy of our assessment schemetiaden
refinement engine is used. As one can observe, the expectige a
racy is significantly increased( 95%). Later, we will delve into
the scenarios where our scheme still fails to correctlyssstee ex-
pertise of a user. In brief, this happens for the case of &éfale
expert“. The refinement phase will reduce the expertise, tewen
for the topics of her actual expertise. The hit on the overaifor-
mance is not large, since based on the cognitive profile tiopées
are very few (at most 3 topics for each uéefn addition, falsely
trusting an amateur is much more critical than having lasst in

“We have tried to distribute the different profiles evenlyoasrthe
users monitored.



the answer of an expert, since in the former case the undgrlyi
social network diffuses wrong information to its users.

Finally, Figures 11 and 12, present the ECDFtE¥ — ¢* and
ulef, respectively. It is interesting to emphasize on the inszea
of the fuzziness with respect to the expertise opinion. Thian
artifact of Equations 13 and 14.
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Figure 12: Expertise uncer-

Figure 11: Expertise distance, : ; )
g P tainty with refinement.

with refinement.

# of snapshoty 10 50 100 | 250 | 500 | 1000 | 10000

Accuracy 0.71] 0.755| 0.76 | 0.75| 0.75| 0.75 | 0.755

Table 2: Expertise accuracy withearly refinement.
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Figure 13: Expertise distanceFigure 14: Expertise uncer-
with early refinement. tainty with early refinement.

One could refine the assessed values for the expertiseréartiie
inference engine. In particular, instead of applying tHeneznent
on the opinionsv after k snapshots, it is possible to perform this
step earlier, during the computationsdfi) ande; (z) (refer to Fig-
ure 10). In this case, we could have:

il (4)

e;(i) - r? (i) (15)

With this early refinement, we manipulate the single point esti-
mates obtained from each snapshot. Thus, we do not needrte refi
the opinions obtained through Equation 10 using Equati@g$- (

(14) . We have repeated all of our experiments with this agdro
The inference accuracy results for expertise are presentéd-

needs to apply Equations 13 and 14, which greatly increases u
certainty. Consequently, this increased fuzziness makeEssible

to more easily satisfy the first part of Equation 11 and thiss, o
serve an increased accuracy. However, the actual accufdbg o
two schemes is the same, as can been seen from the CDF of the
differencet’®/ — e*. For the rest of our work we will use tHate
refinement approach, to which we will simply refer as refinetne
phase.

Opinion clusters: Before examining dynamic behaviors, we are
interested into identifying possible clusters of the difet user
profiles to the 3D space of the reliability and expertise mpis.

In particular, we consider 10 users of each category and we co
pute the reliability and expertise opinions for differentnmber of
shapshots. Results are presented in Figure 15. Reliahiliyex-
pertise opinions for each type of users are plotted on the sa®s.
Considering the set of poin{gv, } and{w?°} we can see that for
each type of user they are spread over diffeleas of [0, 1]°.
Hence, we can classify a user based on the estimated opioions
trust and reliability. As it is evident from the figures, thadusters
are formed even when a small number of snapshots (e.g., &) us
for the assessment (top plots). Monitoring changes in tbleiséers
for a specific user can help &sck behavioral changes as we will
see in the following.

5.3 Performance under dynamic users’ behav-
ior

During the operations of a Q&A network, a user might change hi
behavior for a variety of reasons. In the simplest case, daok
initially be a “Reliable amateur*, and after a period duringich

he builds his expertise, he can become a “Reliable expegficH,

it is important to examine the performance of our system unde
scenarios that involve behavioral changes. We will alsdysthe
performance of the consensus assessment and its oveeall. eff

Response to dynamic behavior: The above results correspond
to static scenarios; the (real) expertise and reputatibresalo not
change during the network evolution. However, in realityseru
might change her behavior over time for various reasons.ir-or
stance, Alice is an expert in “Medicine”, but her account gam-
promised by Eve who is a computer scientist and knows nothing
about medical questions. Alternatively, an initially amat user
can start building her expertise, just as a medical studewhuglly
builds his/her medical specialization while attending ithedical
school. In this set of experiments we seek to examine thetaife
similar dynamic behaviors on the assessed quantities. bweif-
ically, we want to examine the responsiveness of our scheme t
similar changes. We simulate 800 network snapshots with-a be
havior change every 200 snapshots. The cycle followed (Vle wi
refer to this cycle, as cycle 1) is: “Reliable amateus”“Reliable
expert” — “Talkative expert”— “Talkative amateur“. Note here

ble 2. As we see the accuracy is increased as compared with theyat \whens snapshots have passed, we utilize all of them for the

plain approach, however it is slightly reduced as compaiigtultive
previous refinement engintafe refinement).

In order to dig into the details of this perfromance we exanitre
distance between the assessed expertise value and thefigeco
ured one, as well as the uncertainty in the estimation. Egdf
and 14 depict these results. As we can observe from Figureel3 t

CDF of the distance between the assessed expertise andathe re

expertise is similar to the one obtained with the initialmifg ap-
proach (Figure 11). However, the uncertainty is greatlyuoed
(Figures 14 and 12). As aforementioned, ke refinement phase

current assessment. In other words, the scheme currehilyiexa
full memory

Figure 16 shows the reliability of a user (say Alice) alonghaier
expertise (no refinement phase) with respect to two diftetem
ics. The real expertise topic corresponds to a subject faclwh
Alice indeed has a specialization during some period in fjinee,
“Medicine“), while the false expertise topic correspondsatcat-
egory for which she is not knowledgable at°alllhe yellow line

°Note here that, even for the expertise topic, there can bedser
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represents the time progress of thal reliability/expertise of Alice
as fed into our simulations. The trend observed in Aliceseased
reliability sufficiently follows the behavioral cycle wensulated.
For the first 400 snapshots her reliability is high, while tlog rest
of the simulation period her reputation degrades. The mrgal+
tation reduces immediately to 0.1, however the degredatidhe
assessed value is much less steep due to the accumulates afatu

for which Alice is an amateur and has no knowledge for thigctop
as well. As aforementioned, this can correspond to periduerev
she is building knowledge, her account is comprimised etc.
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Figure 17: Dynamics with refinement phase (cyclel).
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the estimation. To reiterate, there are no RMs ignored, é\tbay
correspond to old snapshots that they might have becone stal

As alluded to above, the expertise assessment is more ngiaie
Figures 16(b) and 16(c) clearly illustrate this. When Aligzomes

talkative her assessed expertised is boosted in both types of topics.

In the case of the false expertise topic during the period/den
400-800 snapshots, Alice’s expertise is falsely increatbd same
holds for the expertise topic for the period between 600-80p-
shots (Figure 16(b)), during which Alice is an amateur (alge to
her account being misused). However, if we examine thehiéitia
and expertise assessments in combination, we can idemgifyeri-
ods of false expertise assessment, due to the low reliabflilice.
This falls back to the refinement phase we introduced in teeipr
ous (static) set of experiments. Simulating the same sizensing
the refinement phase, we obtain Figures 17(a) and 17(b). i&s it
evident, the non expertise topic does not exhibit any fatsess-
ment anymore. In particular, there is a degradation of tiperise
trust for the real topic of specialization, when Alice triassgrom
“Talkative expert” to “Talkative amateur” as it should betbase.
Nevertheless, as mentioned above, there is a degradatiar ek-
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pertise during the “Talkative expert” period as well (elgigure

17(b), between snapshots 400-600). This is an expectedroatc  the results when the refinement phase is not used. The rigputat

of the refinement performed: the trust in user’s expertiggaties
with the reduction of the user reliability. The fact that @diis un-

reliable should affect our general trust on her replies.
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Figure 25: User reliability for long initial “Reliable ex-

pert” period.

estimation successfully follows the real reliability (djtetively).
Again, itis interesting to emphasize on the fact that thsttom the
reputation is increased in a slow rate after 608" snapshot, due
to the accumulation of many observations that yield a lovabét
ity (period between 200-600 snapshots). Another point kvoft
noting is the results for the real expertise topic (Figuré))8 In
particular, there is a great similarity with the case of eyt(Figure
16(b)). The reason for this is that the behavior of a “Tallaim-
ateur” and a “Reliable expert” on the topic of expertise imikir.
The former will reply because shetakative while the latter will
respond because it is her specialization. As expected efirer
ment engine manages to overcome the effect (Figure 19(&p. T
trust on the expertise starts (slowly) increasing onlyrafte 600"
shapshot when Alice is a “Reliable expert“. In the following
will examine the performance when considering a smallerwarmo
of snapshots. In other words, a sliding window of fixed sizk lvé
used.

In the following we examine different behavioral cycles. &%
other example we consider the following cycle (we will refiethis

Consensus study: Next, we consider dynamic scenarios where
Alice is being monitored by a group of peers who collaborate t
cycle, as cycle 2): “Reliable amateur® “Talkative amateur—» wards obtaining a consensus on her reliability and/or diggerin
“Talkative expert”— “Reliable expert‘. The difference between the scenarios examined, Alice is a “Reliable expert” bugra§bme
the two cycles is the swap between the second and fourthdperio time, she perturbs for a period of time, when she acts as &dfiae
(“Talkative amateur” and “Reliable expert). Figure 18 geats expert‘. The initial “Reliable expert” period and the peltation



period are set to different values in our experiments asrithest
below. First we consider a small initial period of 10 snapstand
two different perturbation periods; one short, 10 snapstaotd one
long, 100 snapshots. Figures 20(a) and 20(b) present Alieéa-
bility. The vertical yellow lines mark the time points wheretbe-
havioral changes occur. As expected her reputation degthding
the perturbation period and is restored when it finishesh&lbong
perturbation period the degradation is higher as one miane lx-
pected. Figures 21(a) and 21(b) present Alice’s estimatpdrése
for different numbers of monitoring peers (the verticalgellines
identify the points of behavioral changes). Note here thatprder
of opinion combining is not important, as the consensusaipers
both commutative and associative [10]. Thus, in our expenits,
we fix the order of users (e.g., by their ID) and in every scenar
we add opinions from this sorted list.
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Figure 28: User expertise: short perturbation period and
long initial “Reliable expert” period with refinement.
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Figure 29: User expertise: long perturbation period and
long initial “Reliable expert” period with refinement.

When no refinement is applied we again observe the issuesa fal
expertise assessment for the “Talkative expert” periodufé 21(b)
shapshots 10-20 and Figure 22(b) snapshots 10-110). Tkt ef
is pronounced with consensus. The reason for this is that con
sensus reduces uncertainty, thus, trust is increased. \donas
one might anticipate from the results presented above,efieer
ment process eliminates the false expertise problem (Es23(b)
and 24(b)). As mentioned in the above, expertise refinemasit h
a slightly negative effect on the expertise assessment fopia

of real specialization. This is depicted again in Figureg@pand
24(a) during the perturbation period (snapshots 10-20 8Atl1D
respectively). However, to reiterate, this degradatiomigh less
important when compared with the false expertise inferefde
effect is also downgraded with the increase in the numbeiaof p
ticipating peers in the consensus. For instance with 10 toiong
users we have an approximately 30% less reduction in theitrus
Alice’s expertise. Nevertheless, the accumulated natitteecesti-
mation results in a slow restoration of the expertise vafter the
perturbation period, which ideally we would like to elimiaa As
we will see later, a shorter snapshot history can help tosvtris

direction too.

Figures (25) - (29) present the corresponding results faniial
“Reliable expert” period of 100 snapshots and two differént
rations of the perturbation period (10 and 100 shapshofseces
tively). The nature of the results is similar with the firsesarios
considered, however it is interesting to observe FiguraR5¢{Ve
see that even a small perturbation period, witlrge good past,
is enough to hurt one’s reputation from the standpoint ofhglsi
user. Alice’s reputations is never completely restoreckeisly
when only one user is used for the estimation. Neverthedgggy-
ing the consensus operator helps to absorb this effect.

The effect of history length: Until now, whenever we wanted
to estimate the values of Jack’s attributes, we have com=sidbe
whole history up the time of assessment. However, some eéthe
evidence might bestale and not accurately represent the current
behavior of Jack. Keeping a long history makes the assessmen
scheme less responsive to dynamic changes; it might takieod lo
time to restore reputation/expertise even after a relgtsteortbad
period. Furthermore, as one can observe from Figure 5 otersys
provides similar accuracy when a small (e.g., 10) or a lafger.,
10000) number of snapshots is utilized for the estimatioand¢,
we are interested into examining the dynamic performanaauof
scheme while retaining a smalleremory In particular, afterz
snapshots, instead of having observation vectors of lengtiom
snapshot 1 to snapshe}, we have vectors of lengih (from snap-
shotz — ¢ + 1 to snapshot).

We repeat the above experiments with a history window ef 10
snapshots (only the results with refinement are preserfégglres

30 and 31 present the results for the two behavioral “cyaesin-

ined earlier. As one can observe, by keeping only a historjOof
snapshots our scheme is able to react faster to behaviamagehb.
The changing rate of the estimated values is much more steep a
compared with themootheichanging rate when all the history was
accounted for the inference (Figures 17 and 19).

Finally, we repeat our perturbation experiments with cosss
computation. Aggregating the opinion of many users aboigeAl
through the consensus operator, resulted in a decreaserdainty
as seen above. However, even when combining the opinion8 of 1
users, the assessment is not very reactive to the behasi@ages
(e.g., Figure 24(a)). As our simulation results in Figur&®){(34)
indicate, forgetting old evidence provides flexibility when aggre-
gating opinions as well. Note here that all users whose opi
on Alice we aggregate retain the same length of history (Ep-sn
shots in our simulations). We present our results only fomin
tial short “Reliable expert” period and for two differentrpgbation
durations, however the results with other combinations esfqul
durations are similar.

5.4 Real Users’ Behavior

In this last set of results we are interested into studyirg réal
behavior of users of Q&A systems, using data obtained from Ya
hoo! Answers. We first examine the applicability of our syste
by studying the pairwise interactions between the usersthéu
more, Yahoo! Answers has a hierarchical classification eftjan
categories. In particular, there is a high level classificete.g.,
travel, computers etc.), and there is a lower lever classifio (sub-
categories), where each one of these categories map to @&nofnb
more specific ones (e.g., travel can expand to differereiuch
as Detroit, New York City etc.) as we will see in the followiribhe
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Figure 32: User reliability (Memory: 10 snapshots). Figure 33: User Expertise: short perturbation period

(Memory: 10 snapshots).

goal in this section is to use the data crawled in order to @&am

differences between the two classification levels. uses authentication to track each query session and talisiate
at which data is provided. This measure is in place in orderde

Data collection: Yahoo! Answers groups users’' questions in vide partial picture of the data, and therefore ensuringptiveacy

24 main categories. Under the main categories there ard® 1,32 of the users. Furthermore, Yahoo! has no knowledge of ussgls

sub-categories distributed in multiple sub-levels. Catggsub- identity, making the inference of real personal data pcadsi im-

grouping is done on wide variety of principles raging fromoge  possible.

graphic location to topic sub-partitioning. For instanegin cate-

gory “Dinning out” has approximately thirty sub-categarizgased There are four query types that Yahoo's API supports; (1)r@bg

on geographical location, such as “United States", “Geghdlenezuel&ategory, which provides question asked in the specifiezboay,

etc. Another example would be the main category of “Comptifer  (2) Query by User, which provides questions and answersgost

which further divides into more specific topics such as “Catep by a specific user, (3) Query by Question, which lists all arsvio

Security", “Internet”, “Networking” so forth. For bettemder- a specific question, and (4) Query for Question, which retqures-
standing Figure 35 visualizes part of the categoties structure tion that match specific search string. Any response fronogah
of Yahoo! Answers. for a given query does not guarantee exhaustive answersinfor

stance, a query asking for all questions in given sub-cayegtay
Yahoo! also provides two interfaces to access Q&A data. Both only return a portion of all questions and may also contajlidate
terfaces are accessed via the web utilizing authenticatfahoo! entries. This mechanism as well as the daily query rate fimaites
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Figure 34: User Expertise: long perturbation period
(Memory: 10 snapshots).

deduction of the full hierarchy of categories, questionssars very
difficult and time consuming. We crawled data from Yahoo! An-

User # of active % of responses per categofy
high level categoriesg

1 3 39%, 37%, 24%

2 1 100%

3 2 57%, 43%

4 1 100%

5 2 95%, 5%

6 1 100%

Table 3: Macroscopic user’s behavior.

example Bob has only two Q&A interactions with Jack, whileesEv
has even less, that is, one. In order to obtain a larger RM wénea
tegarate these interactions to one larger RM of a “super™(se.,

the system) and use the MLE framework described in Section 4 t

swers for 3 months (between September 2011 and Novembe) 2011 compute a reliability and expertise value for Jack.

and we were able to infer a fairly larger portion of the hierar
tree. We collected data from 78,304 users, including 1(4¢fpfes-
tions and 10,530 answérsin what follows we only present data
from 6 users with representative behavior.

ouring 0t

United States

Figure 35: Categories hierarchy of Yahoo! Answers.

Pairwise users’ interactions: The scheme presented in this paper

requires a large number of pairwise interactions betweenisers,
that is, pairs of user answering to each others questioriagtse

data obtained from Yahoo! Answers we examine to see if ufers o

this system exhibit this behavior. Figure 36 presents thgircal
CDF of the bi-directional pairwise interactions. As we céserve

the maximum number of such interactions between two users is

18, while more than 95% of the pairs have less than 5 intenagti
This means that the response matrices will have less thattiBgn
rendering our system inapplicable for the case of Yahoo!wrs.

Nevertheless, the proposed scheme can still be appliedinsse-
narios in a centralized manner. In particular, we can candide
one “end” of each user pair (i.e., the “questioner") to besysem
as a whole (i.e., Yahoo! Answers). Hence, each questioregost
by any user in the system, can be thought as a question degdina
from the system provider. Simply put, in the case of few p&ewv
interactions we construct the response matrix of a specécecon-
sidering the questions posted from all the rest of the useaggre-
gate. This provides us with a response matrix for each usétigo
aggregate behavior to all the questions posted in the sy$tigare
37 provides an illustrative example of the above processhim

5The dataset collected will be made available.

We would also like to note here that, other Q&A systems, more f
cused on specific topics (e.g., stackoverflow.com) may éxdiifs
ferent behavior with regards to users’ pairwise interaxjdence,
allowing our system to be applicable in a distributed fashiex-
actly as presented above.

0.8
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ECDF
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0.2

0 . .
0 5 10 15 20
# of bidirectional pair wise interactions

Figure 36: Empirical CDF of the bi-directional pairwise
interactions between Yahoo! Answers users.

Micro- vs Macro-scopic users’ behavior: We start by present-
ing the 6 users’ behavior with regards to the high level caieg.
Given that in a real system the pairwise interactions duthreg
crawling period might be few as shown previously, we conside
the user that posts the gquestions to be the actual systetristha
we examine the aggregated response activity of a user. Bable
presents the obtained results. In particular, we includentimber

of categories that each user contributed with responsesdathe
percentage of his activity in each one of them.

As one can observe, users highly focus on responding incparti
lar categories. Only user 1 and 3 are (equally) active in 32and
categories respectively (out of the total 24 top-level gaties at
Yahoo! Answers). Users 2, 4 and 6 are answering only in one
particular topic, while user Spendsonly 5% of his activity in a
second topic. Based on this activity distribution one cocdah-
clude that the above users are highly reliable since thaysfoo a
few categories.

However, if we examine the same users’ behavior in a micqgsco
level, zooming inside the high level categories that theyaative
in, the results are flipped. In particular, users spread tesponse
activity to a large number of lower level categories, reimtgthem



Bob s view of Jack: Eve’s view of Jack:

Football Medicine Programming Football Medicine Programming
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“Super-user”’s view of Jack:
Football Medicine Programming
0
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Figure 37: Aggregating pairwise user interactions to a
larger RM.

User # of active maximum percentilg

low level categorieq activity
1 16 18%
2 11 14%
3 12 28%
4 13 15%
5 18 13%
6 12 7%

Table 4: Microscopic user’s behavior.

unreliable. Table 4 presents the results when focusing enoth
level behavor of each user. In particular, we present thebenum
of different topics that users contribute reponses to as agethe
maximum percentile activity. The latter, is the activitygentage
for the category in which the corresponding user is morevacti

As it is evident, users appear highly unfocused when it cotoes
low level categories. Of course, tlentextualdistance between
these topics is smaller as compared to the high level cassgdtor
instance, the top level categories “Computers” and “THagl are
far more distant in context than “Computer Networking” arid-“
ternet” (which are sub-categories of “Computers"). Newadss,
users when observed at a different level exhibit differdwatracter-
istics and our framework can be applied as showed aboveritifigle
these differencies in the micro- and macro-scopic behafioeal
users.

While the above analysis can reveal differences at a maopis

and micro-scopic level of the behavior of users, it is crubia

be able to integrate in our system the contextual distantvecles

question categories - especially lower level ones. Assgraidis-

tance metri€between categories andc;, dist(c;, ¢;), one possi-
bility is to consider it in the computation @. (details are provided
in the Appendix).

The goal of the aforementioned extension is to retain ancgppr
ately high reliability value for users that spread theinaist over
topics that are semantically close. Similarly, once we haferred
ew,; for useru and category, we can further aggregate the exper-
tise values over a variety of topics that exhibit snadlst. We can
again use subjective logic for the aggregation or any oth&ax flI-
sion algorithm. This can help us obtain a viewud$ expertise on

a category defined from the topics over which we aggregated. F
instance, while the general term “Computer Science” care tzav
number of sub-topics, we might choose to aggregate oversesub

"Possibly defined from the system provider.

of them (e.g., fusing expertise values over “Operating Syst,
“Computer Networks” and “Embedded Systems” could possible
provide us with an expertise value for “Computer Systems").

6. SCOPE OF OUR WORK

In this work we have focused on Q&A social networks. Our frame
work though, is not limited and applicable only to these tghe
information networks. For instance, we are currently ziti a
similar framework for assessing the reliability of confligt data

in large-scale historical data. Moreover, similar appheeccan be
taken for other kinds of data communication networks. Aslan i
lustrative example, let us consider a sensor infrastractiach
mote of the sensor network is monitoring specific environtaen
attributes/events, and reports the corresponding infoomao the
sink node for further processing. However, how can the sk
that thedata provided are trustworthy? Even if the reporting device
can be authenticated and is reliable (e.g., it has not beeprm
mised), its report might not be very accurate due to its maysi
distance from the location of interest. This physical dise&acan
define in this scenario the different contexts of expertisaote is
expertfor the events happening within a distanceloheters from
its own position.

Today, the amount of available data is so large that it matkes t
extraction of valuable knowledge extremely challenging. aito-
mated system to filter out information of low trust will be ethely
valuable. The work presented in this paper clearly aims tdsva
this direction by enabling the design of a scalable inforamat
centric trust system. An information consumer in a Q&A sbcia
network, needs to fast identify a trustworthy answer to hersg
tion, without the need of going through a large number of ¢fialg
not helpful) replies. As another example, a sink in a senstr n
work needs to consider only the data that are of high trusis Th
can reduce the processing time and the computation coghefur
more, in tactical networks, every soldier in the battlefieég:ds to
be aware of the trust level of the information received, Whian
be as critical as the position of the enemy’s army.

Traditionally, the quality of service provided by an infation net-
work is captured through metrics such as the amount of ddita de
ered over a time unit, delay, packet (information) loss Ettle, if
any at all, attention has been given to the ach&pfulnesof the
information received. Without knowing the quality of thetained
data, we cannot accurately quantify the services providethé
underlying network. The above metrics cannot be used taioapt
theimportanceof a Q&A social network. But even more general,
key to the performance of an information delivery netwoykfem
is the amount of useful/trustworthy data exchanged ovan,this
is not revealed using the traditional metrics. Our work carséen
as the first step towards defining such metrics. E.g., a spacifi
cial network might consist of many ” Reliable experts” on aegi
topic (e.g., “Medical”) and we should be able have a way tdwap
it.

Before concluding we would like to emphasize on thmitations

of our work. Even though the user model we are consideringtis b
simple and realistic, it is not certain that every singletipgrating
peer follows it. For instance, an expert user might be seHish
well, being silent most of the time. In this case, he will tare
reply to questions, even if they fall into her expertisedieg to a
false assessment of her being a “Reliable amateur”. Evargtho
such behaviors do not spread wrong information in the né¢wor
it can impact the overall quality of the underlying netwoekd,



many questions remain unanswered). Of course, if users tlo no

completely adhere to the cognitive model considered, theracy
performance of the assessment scheme will get a hit. Nelest
even in these scenarios, our cognitive-based inferenc@egn
still be helpful for flagging users for further examination.

In addition, despite the fact that we can identify “spamrherith

the refinement phase, our scheme is not robust to the presénce
malicious enities. Since we are not considering any feedback on

the replies or their correctness, a malicious user can foouwsfew
categories and reply to queries of these categories, evendbes
not really have the right information. Given that he adheoethe
expected profile he will be classified as a “Reliable expant! his
peers will treat his responses as ones with high quality. i@n t
positive side, this can affect only a few categories and égthere
will not be excessive wrong information diffusion. In addit, if
the underlying network has many real “Reliable experts’hese
categories, they can possibly isolate the malicious usetsbsorb
the wrong information. Furthermore, Eve might respond &z
topics to Jack and to different topics to Bob. Even thougte il
be reliable (and expert) in the eyes of Jack and Bob, it is ¢hest

in aggregate she is spreading her responses to a large namber

categories. These behaviors can be detected by the systeitear

in a manner similar to the one discussed in Section 5.4 (tstesy

can compute the response matrix of each user over all théiopes
posted in the system) and the estimations can be refined.

7. CONCLUSIONS

To date the trust one has on the information delivered froreta n
work has received very little attention. Assessing the gigeand
reliability of an information provider is the first step torda a data-
centric trust system. In this work we propose a cognitiveeloa
lightweight scheme for simultaneously assessing the &speand
reliability of a Q&A SN user. Every user can estimate locally
subjective opinion from any other peer. These opinions eafub
ther fused using the consensus operator borrowed fromivge
logic, to obtain a morebjectiveview of the users. Our simula-
tion results show that under the assumption that users adber
the model presented, our scheme can efficiently estimase thie
tributes. Table 5 summarizes three basic features of oesssgent
engine and the objective they accommodate.

| Feature/Module |

Refinement phas
Consensus

Shorter memory

Effect |

Mitigation of “False expertise”
Reduction of uncertainty

Better responsiveness to dynamic behayior

Table 5: Effect of the various modules of our assessment
scheme.
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APPENDIX

Given a data set, the mode is the value that occurs more fidguén our
case the sample Sﬁ]ack is a vector whosé*" elementr;, is the number
of responses from Jack with respect to categoiyor a topic of expertisg

we expect to haver; = w, which will be the mode of1 ;. (since this
is the maximum possible value). By defining the Seis follows:

S={ilmi >z

pe {Tgf_n}{ﬂk}} (16)

we haveR» to be equal to the cardinality &f, that is, R2 = |S|. In our
set of experiments we have set= 0.8.

In the case where we want to consider the contextual distnee(c;, c;)
between categories; andc; in the computation ofR2, we can further
process sef. With g being the step function centered at O (ig(z) =
1, if f x > 0, otherwiseg(z) = 0), we have:

F(8)= 3 g(aist(i,j) - 6) an
1,JES
wheref is a predefined threshold of the contextual distance meTiten
we have:

f(S)
1S (S =1)
2

Ry = 15| (18)

In other words, using thresholt] we identify the fraction of all possible

pairs of categories i that can be thought of being contextual close to each

other and we scale accordingly the cardinalitySein our computations of
R>. Note here that, one could possibly use a “smoother” weighby
considering the actual distance between the various agtegdrs (instead
of using a step function at Equation 17).



