-

P
brought to you by i CORE

View metadata, citation and similar papers at core.ac.uk

provided by University of Lincoln Institutional Repository

The American Journal of Engineering and ApplieceSces

Single Step Optimal Block Matched Motion
Estimation with Motion Vectors Having
Arbitrary Pixel Precisions

Charlotte Yuk-Fan Ho
Telephone: +44 (0)20 7882 5555 ext. 4333 Fax: {20 7882 7997 Email: c.ho@gmul.ac.uk
School of Mathematical Sciences, Queen Mary, Usityeof London, Mile End Road, London, E1 4NS, éthit
Kingdom.
*Bingo Wing-Kuen Ling
Telephone: +44 (0)15 2266 8901 Fax: +44 (0)15 28889 Email: wling@post01.lincoln.ac.uk
School of Engineering, University of Lincoln, LitrtoLincolnshire, LN6 7TS, United Kingdom.
Saverio Giovanni Blasi
Telephone: 44 (0)20 7848 1857 Fax: 44 (0)20 784®2@mail: saverio_giovanni.blasi@kcl.ac.uk
Department of Electronic Engineering, Division afdineering, King's College London, Strand, Lond&fC2R 2LS,
United Kingdom.
Zhi-Wei Chi
Telephone: 44 (0)20 7848 1857 Fax: 44 (0)20 784®2Pmail: zhiwei.chi@kcl.ac.uk
Department of Electronic Engineering, Division afdineering, King's College London, Strand, Lond&fC2R 2LS,
United Kingdom.
Wan-Chi Siu
Telephone: +852 2766 6229 Fax: +852 2362 6412 Enmmilvcsiu@polyu.edu.hk
Department of Electronic and Information Enginegritlong Kong Polytechnic University, Hung Hom, Kaovl,

Hong Kong, China.

ABSTRACT

This paper proposes a non-linear block matchedamatiodel and solves the motion vectors
with arbitrary pixel precisions in a single steps the optimal motion vector which minimizes the
mean square error is solved analytically in a sngflep, the computational complexity of our
proposed algorithm is lower than that of converdlogquarter pixel search algorithms. Also, our
proposed algorithm can be regarded as a generahzaft conventional half pixel search algorithms
and quarter pixel search algorithms because oyoged algorithm could achieve motion vectors
with arbitrary pixel precisions.

Index Termsl Optimal block matched motion estimation, arbitrguixel precisions, non-linear
block matched motion model, single step analyscéltion.
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I. INTRODUCTION

Motion estimations play an important role in motitacking applications, such as in a
respiratory motion tracking application [1] andairiacial motion tracking application [2]. The most
common motion estimation algorithm is the block chatd motion estimation algorithm [3]. The
current frame is usually partitioned into numbersnacro blocks with fixed or variable sizes. Each
macro block in the current frame is compared wittumber of macro blocks in the reference frame
translated within a search window. Block matchingis are calculated based on a predefined cost
function. The macro block in the reference framat tiives the minimum block matching error is
considered as the best approximation of the madoakhn the current frame. Each macro block in
the current frame is represented by the best maok in the reference frame, the motion vector
(the motion vector is the vector representing tiaadlation of the macro block in the reference
frame.) and the residue (the residue is the difiegebetween the macro block in the current frame
and the best translated macro block in the referénaene).

The most common block matched motion estimatioorélym is the full integer pixel search
algorithm. The full integer pixel search algorithsna centre based algorithm in which all integer
pixel locations in the search window are examiméalvever, the motion vectors are not necessarily
represented by integer pixel precisions and a lpaggon of macro blocks in the current frame are
best approximated by the macro blocks in the raefedrame translated within a plus or a minus
one pixel range around integer pixel locations. ¢¢erblock matching errors could be further
reduced if motion vectors are represented by nteger pixel precisions. Conventional non-integer
pixel search algorithms start searching pixelsadit frixel locations. Half pixels are interpolateg b
nearby pixels at integer pixel locations. Block oméig errors at some or all half pixel locatione ar
evaluated. The half pixel location with the minimuiock matching error is chosen. Similarly,
guarter pixels are interpolated by nearby pixelsadt pixel and integer pixel locations. The quarte
pixel location with the minimum block matching eris chosen. Finer pixel locations could be
evaluated successively. Since the block matchingremat finer pixel locations are evaluated via
interpolations from the coarser pixel locationgnibtion vectors with very fine pixel precisions are
required, then many pixel locations are requiredg@valuated. Hence, computational complexities
of these algorithms are very high and these alyost are very inefficient. Also, existing pixel
search algorithms could only achieve motion veciwith rational pixel precisions. If the true
motion vector is with an irrational pixel precisidhen an infinite number of pixel locations hawe t
be evaluated.

Interpolations are implemented via some predeffonedtions, such as a real valued quadratic
function with two variables [4], a paraboloid fuioet [5] and a straight line [6]. As the block
matching error is a highly non-linear and non-con¥enction of the motion vector, it is very
difficult to solve the motion vector that globaltyinimizes the block matching error. Hence, many
pixel locations are still required to be evaluatetl the pixel location with the lowest block
matching error is chosen. Similar to conventionarter pixel search algorithms, computational
complexities of these algorithms are still verythignd these algorithms are still very inefficient.
Also, if the true motion vector is with an irratarmpixel precision, then an infinite number of gixe
locations still have to be evaluated.
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In this paper, we propose a non-linear block matametion model and solve the motion

vectors with arbitrary pixel precisions in a singkep. Our proposed algorithm has the following
salient features. 1) The block matching error isl@ated in a single step which globally minimizes
the mean square error. As the calculation of thamszuare error at a fine pixel location is not
derived from the coarser pixel locations, the comaponal complexity of our proposed algorithm is
much lower than that of conventional quarter pisehrch algorithms. 2) Our proposed algorithm
could achieve the true motion vector even thoughttbe motion vector is with an irrational pixel
precision. Numerical computer simulation resultsvglthat the mean square errors of various video
sequences based on our proposed algorithm are kinaerthat based on conventional half pixel
search algorithms and quarter pixel search algosth

The rest part of this paper is organized as follosr proposed non-linear block matched
motion model is presented in Section Il. The optimation vector which minimizes the mean
square error is derived analytically in Section Miotion vectors with arbitrary pixel precisionsear
discussed in Section IV. Numerical computer simafatesults are presented in Section V. Finally,
a conclusion is drawn in Section VI.

Il. PROPOSED NON-LINEAR BLOCK MATCHED MOTION MODEL
Denote the size of a macro block asxN, where NOZ*. OkOZz*, let B,, be a subset of
pixels in the k+1" current frame andg,.,(x,y) be the pixel value ofg, ., at the pixel location
(x,y). Similarly, OkOZz*, let B, be a subset of pixels in the™ reference frame and, (x,y) be
the pixel value ofB, at the pixel location(x,y). OkOz", denote the motion vector ag, as

(Pox *+ Pe. G +) » Where (p,,,0,,)0Z2 and (p,,q)0S=[01]x[0a\{(01).(20). (12} . TkDZ"

(Pox:Gox) IS the best integer pixel location which minimizee block matching error and can be
obtained via existing full integer pixel searchalthms. On the other handjk0z*, (p,,q,) is

the fine shift within S around (p,,,q,,) and the values ofp, and g, could be either rational or

irrational. Motion vectors could be any vectorsime of the four quadrants in® and the motion
vectors in different quadrants are interpolateddifferent pixels based on different orientations.

OkOz* and O(p,,q,)0S, denote By, , as the translateds, if the motion vector moves in the

Ok

upper left direction,é&{ik,qk as the translated, if the motion vector moves in the upper right

direction, B

n o as the translated, if the motion vector moves in the lower left ditiea, and

§LR

g as the translated, if the motion vector moves in the lower right dtien. OkOZz" and

(x,y) and B}

= . (xy) be the pixel values of

O(p..a)0S, denote B  (xy), BR _ (xy), B

K, Py, O

§UL §UR §LL and gLR

o Bon o Boh . o atthe pixel location(x, y), respectively. In this papek0z*,

3
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0(p,.q,)0S, Oxo{o,--,N-1 and Oyo{o---,N-3, B™: _(xy), §E;’§k'qk(x,y), Bl

K, PO K, PG

(x,y) and

§LR

- o (xy) are constructed via the following models:

él?,ik,qk (X1 y)E (l_ pk)(l_qk)Bk(X+ Pox: y+q0,k)+(1_qk)pkBk(X+ Pox +1, y"'%,k)
+Qk(l_ pk)Bk(X+ Pox:s Y+ Aok +1)+ pquBk(X+ Pox tL Y +0g +l)
ékL,F;k,qk (X1 y)E (l_ pk)(l_qk)Bk(X+ Pox: y+q0,k)+(1_qk)pkBk(X+ Pox +1, y"'%,k)
+0 (1= P )B, (X+ Py Y + toy ~1)+ PGB (X+ Py +1y + gy =)
é—ltj,:k,qk (X’ Y) = (1_ pk)(l_ qk)Bk(X+ Po: y+q0,k)+(l_qk)pkBk(X+ Pox —1, y+%,k)
+Qk(1_ pk)Bk(X+ Pox: Y+ Qo +1)+ pquBk(X+ Pox —L Y+ 0ok +1)

and

ékL,l;ak,qk (X1 y)E (l_ pk)(l_qk)Bk(X+ Pox: y+q0,k)+(1_qk)pkBk(X+ Pox —1 y+%,k)
+0, (1= B, (X+ Poso ¥ + toy 1)+ BB (X + Poye =1y + Gy -1)

respectively. 0k0z* and 0O(p,,q,)0S, let the mean square error between the translatednd
B.. be MSE(p,.q,). Thatis, 0kOz* and O(p,,q,)0S,

l N-1N-1 ~L 2 l N-1N-1 ~ R )
W ‘Bk'pk'qk (X’ y) - Bk+1(x1 y] 'W ‘ K, Py O (X, Y) - Bk+1(X. y) y
MSEk(pk1qk)E min X=0v=0 x=0 y=0
1 N-1N-1 ~ 2 1 N-1N-1 ~ 5
W ‘ K P O (X’ y) - Bk+l(x’ y] ’W ‘ K. PrcCle (X1 y) - Bk+1(x’ y)‘
x=0 y=0 %20 y=0

It is worth noting that(1- p,)JL-q,)+ p (L-q,)+{2- pJa + pa, =1 OkOZ" and O(p,,q,)0S.

H H UL o UR o LL o LR
Hence, the average |ntenS|ty P ? Bkvpkvqk’ Bkvpkvqk and Bkvpkvqk

will not be boosted up or
attenuated dowrtk0z* and 0O(p,,q,)OS.

If the true motion vector is located at the intepixel locations, then it is obvious to see that
p. =q. =0. If the true motion vector is located at the h@kel locations, then it is obvious to see

that p, =0 and qk:%, or pk:% and g =0, or pk:% and g =1, or p =1 and qk:% or

P, = G :%. If the true motion vector is located at the geragixel locations, then it is obvious to

1 3 1 1 3 3
see thatpk:qkzz, or P= and G = or P=3 and qk:Z,or P= G =7 or p,=0 and

qkzl,or p. =0 and qk:§,or p.=1 and qk:E,OI’ p.=1 and qk:§,or pkzl and g =0,
4 4 4 4 4
or pk:% and g =0, or pk:% and g =1, or pk:g and g, =1, or pk:% and qk:%, or

1 1 1

1
== and ==, 0r ==
Pk 2 % 5 Px >

and g, :%, or p, :% and g, =5 Hence, integer pixel locations,
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half pixel locations and quarter pixel locations garticular locations represented by our proposed

model.

I11. DERIVATION OF OPTIMAL MOTION VECTOR
The objective of the block matched motion estinratmoblem is to find(p,,q )OS such

that MSE (p,,q,) is minimized OkOz*. 0kOz* and 0O(p,,q,)0S, denote

. 1 (- p - g )B (X + Por Y+ oy )+ (L G )PB (X + Py +L Y+ 0 )
MSE"(p,.0,)=—> Z
0 y=0 +qk(1 pk) (X+po,k-y+qo,k+1)+pqu (X+p0k+1'y+q0k+1 +1Xy

N2X
((1 pk)(l qk) (X+p0,k'y+q0,k)+(1_qk)pk (X+p0k+ly+qok j

N-1N-

N

2

MSE"(p,.q,)=

x=0 y=0

+qk(1 pk) (X+p0,k'y+q0,k_1)+ pquBk(X+p0k+ly+q0k k+1X
MSE;JL(pk’qk) j

y
1 (- p )26 B X+ P Y+ 6o )+ (L= ) P B (X + oy - ly+q0k
N? 22 + 0 (L p)B(X+ Poso Y+ oy +1)+ PGB, (X+ Py =1y + oy +1)=By(x.y)
and

MsE (p,.q )= L §5 B Pdi-ala B, (X+ Poscr ¥+ G )+ (L= 0 )PB, X+ o - ly+q0k
TN G 0y=0 +qk(1 pk) (X+p0,k'y+q0,k_1)+pquBk(X+p0k —ly+qy -1~ +1Xy

Then 0kOz* and O(p,,q,)0S, we have

P (B X+ Poser Y+ Goge) = B (X+ Poser Y+ oy +1)= B, (x+ Py +1 y+ Gy )+ B (X + poy +1 y+ 0, +1))\°
%NZ:NE + G, (B (x* Poye Y+ Qo +1)= B, (x+ Poyer Y+ )

¥=0 y=0 pk(Bk(X+ p0k+1ly+q0k) Bk(X+ pO,kly+qO,k))
Bk(X+ Po y+qo,k) k+1(X y)

MSE"(p,.0,)=

This further implies thatokOz* and O(p,,q, )OS,

pqu(Bk(X+ pO,k’y+qO,k)_Bk(X+ Pox: Y+ o +1)_Bk(X+ Pox +1. y+q0,k)+Bk(X+ Pox + LY+ 0oy +1))
+0, B0+ Pos Y+ oy +1) = B (x+ Poy, v+ ))
OMSE"(p,.q) _ 2 B | * pk(3<(X+ Pox +1, y+q0,k)_Bk(X+ po‘wy"'qo,k))
op, _l\T;; +BK(X+ pO,k’y+q0‘k) ( )
6B+ Posr Y+ Goic)= B+ Py Y+ Gy +2)= B, (x+ Py, +1 Y+ oy )+ B [x+ Py +1 Y+ G, +1))
[+3<(X+ po,k+1-y+q0k) B (X+ Poxs y+q0,k) ]

N

= p> W(BK(H Poscr Y+ Gos) = B (X+ Pos Y+ oy +1)= B, X+ oy +1 Y+ )+ B (x+ poy + 1y +ap, +1)f
=0 y=0

ZNZ*”Z’I%(BK(H Posc ¥+ Gy +1)= B (x+ Py, y + 05, ))

030 (B, (X + Py Y+ oy )~ B (X+ Poyr Y+ Gy +1)= B (x+ poy +Ly+ 0, )+ B (x+ poy +1y+ 0y, +1))

(B [+ Pos Y + o +2)= B (x+ P Y+ oy B (X+ Posc +1 Y+ oy )~ B (x+ Doy ¥ + 0oy )

+ 0, z N2 +(Bk(X+ po,kvy+qo,k)_Bk(X+ Pox: Y+ o +l)_Bk(X+ Po +1vy+q0,k)+ Bk(X+ Pox T1 Yy +dg, +1))
0 ( (X+ pO,k’y+q0,k)_Bk+l(X’y))

( (X+ Poi: Y+ %,k)_ Bk+1(x’ Y))(Bk (X+ Pox +Ly+ qo,k)_ Bk(X+ Pos Y+ qo,k))

N-1N-1

Cypt = Z,\T( B (X+ Poser Y + Qs )~ B (X+ Poser Y+ 0oy +2) = B (x+ Py +1 Y+ gy )+ B [+ Py +1 y+ g, +1)f

=0

x

il
o
<
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Cepq = iNZ_:l (k(X+ pO,k’y+qO,k)_Bk(X+ pO,kiy+q0,k+1)_Bk(X+ po,k+ly+%,k)+Bk(x+ povk+ly+q01k+1)),
X0y O(B (X+ Pox +1 y+q0,k)_Bk(X+ pO,k!y+q0,k))

NlN12

Z Nz ( (X+ Pox +1 y+q0,k)_ Bk(X+ pO,k'y+q0,k))2 !
y=0

x=0

EN—lg‘fNZ(B (x+ Pos Y+ Gox +1) B (X+ po,kvy"'qo,k)) :
y=

ka® L (Bk(X+ Poks y+q0|<) B (X+ Pos: Y+ ok +1)_ Bk(X+ Po, +1, y+q0,|<)+ Bk(X+ Pox TL Y+ 0o +1))
NIND o (Bk(X+ Poxs ¥+ ok +1)_ Bk(X+ Pos: y+qo,k))(Bk(X+ Pox +1 y+q0,k)_ Bk(X+ Po: y+q0,k))
Ca = I +(B (X"' Pox: y+q0,k)_ Bk(X+ Por Yt Co +1)_ Bk(X+ Pox +1, y+qO,|<)+ Bk(X+ Pox TL Y+ +1))
x=0 y=0
(B (x+ Py Y+ Gos )~ Bea(x¥))
and

N-1N
G = Z %(Bk (X+ Pox: Y+ %,k)_ Bk+1(X! Y))(Bk (X+ Pox tLy+ %,k)_ By (X+ Pox: Y+ qO,k))'

Then, 0kOz* and O(p,,q,)0S, we have
oMSE"(p,.G)

opy
Similarly, okoz* and O(p,,q,)OS,

— 2 2
= P (Ck,pquk * G g +Ck,p)+ G2tk *Gqlk + 6

pqu(Bk(X+ pO‘k’y+q0,k)_ Bk(X+ Pox: ¥+ o +1)_ Bk(X+ Pox +1, y+q0,k)+ Bk(X+ Pox +1 Y+, +1))
+0, (Bt Poye Y+ 0oy +2) =B [x+ Py v+, )
0MSE§’R(pk,qk) o2 gt pk(Bk(X+ Pox +1, y+q0,k)_Bk(X+ pO‘k’y+q0,k))

og,  NZZ&[(+Bx+ Py y+do)-Bua(xy)
pk(Bk(X+ Poc: y+q0‘k)_ Bk(X+ Pox: ¥ + ok +1)_ Bk(X+ Pox +1 y+q0‘k)+ Bk(X+ Pox + 1LY+, +1))
[+Bk(x+po,k,y+qo,k+1)—Bk(x+po,k,y+qo,k) ]

=z
x
P4
x

(Bk(X+ po,kvy"'%,k)_ Bk(X+ Pox: Y+ ok +1)_ Bk(X+ Pox +1, y+%,k)+ Bk(x"' Pox 1Y+ "'1))2

1
o
~N
o]
=

=z
x
=z
x

i
<
g
Z‘-b ZN‘I\)

(B X+ Poses Y+ Gore )~ B+ o Y+ oy +1)= B X+ Py +1 y+ oy ) + B (x+ poy +1 ¥+ +1))
(X+ Po: y+q0k+1) (X+p0,k’y+q0,k))

x
11
O
=
— ™

Bk(X+ Pos ¥+ Go +1)_ Bk(X+ pO‘k’y+q0,k))2

N pkz“z‘l“z‘l%(Bk(H Pos +1Y+ oy )= B (X + Pose Y+ k)
03B, (X + Py, Y+ Gos) = Be(X+ Poser Y+ Gy +1)= B [x+ Doy + 1y + 0y )+ B (x+ Py + Ly + oy +1))
(Bk(X+ Pox: Y+ ok +1)_ Bk(X+ po‘k'y+q0,k))(Bk(X+ Pox +], y+q0,k)_Bk(X+ pO‘k'y+q0,k))
(B (x+ Pos ¥+ o)~ B (X+ Po Y+ oy +2)= B (x+ Py +1y+ g, )+ B (x+ Py, +1 y+ 05, +1))
(X+ Po y+%,k) k+l(X| y))

N1N12

+p, +
k><=OyON2 (

(Bk (X+ Pox: Y+ qO,k)_ Bk+l(X‘ y))(& (X+ Pox: Y Aok +1)_ 3<(X+ Pox: Y+ qO‘k))

2 = N_lN_l%(Bk(H Posr Y+ Gose) = B (X+ Poyer Y+ oy +1)= B [+ Poy +1y +0o, )+ B (x+ oy +1y+ 0, +1)f
x=0 y=0
7 = N_lNZ_l’\T(B (x+ Pos ¥+ o) = Bx+ Poses Y+ o +1)= B, (x+ Py +1 Y+ Qg0 )+ Bex+ Py + 1y + gy +1)),
qp
X=0y=0 (B (X"' Pox: Y+ Uox +1) B (X+ pO,k1y+q0,k))

N1N12

a= zNz( (X+pO,k'y+q0,k+1)_Bk(X+pO,k’y+q0,k))2,
y=0

x=0

6
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4 p EfN_lsz(Bk(X*- Po +1’y+qo,k)_ Bk(X+ Po: y+qO,k))

)
x=0 y=0

Bk(X+ pO,k'y+q0,k)_ Bk(X+ Pox: Y+ Uox +1)_ Bk(X+ Pox +1, y"'%,k)"' Bk(X+ Pox +1 Y+ 0y +1))

+ (B X+ Poser Y+ o)~ B X+ Por Y+ oy +1)= B, (x+ Py +1 y+ 0, )+ B (x+ Poye +L Y+, +1))
B, (X+ Pox YTt %,k)_ Bk+1(x' y))

(
N-N-1 o [(Bk(X+ Posr Y+ o +1)_ By (X+ Pos Y+ qo,k))(Bk(X+ Pox +1y+ qO,k)_ By (X+ Poss Y+ qO,k))
2= 22y (B Posey ) =B (o yNB b Py + s+ =Bl Py )

Then 0kOz* and O(p,,q,)0S, we have

OMSE"(p,.
MSE"(p..q,) _ 02,05 P+ 2Py 2} 2P 2+ 2

a9,
OkOZz*, denote a stationary point ofISE®(p,,q,) as (p'™,q”™). Then, 0kOZz*, we have
R R
aMSE’S (pk7qk) =0 and aMSE’S (pk7qk) =0. If ¢ ,#20 or Ckpq;to or
k.pq :
op, (pe.ai)=(pP.q2%) oa (pe.ai)=(pP.q2)
URT2 URD
C . + +C
¢, 20, then we havepUri= __ ka quZ G TG ang
’ UR URO
Ck’pqzqk +Ck,pqqk +Ck,p
2
G20 +G, G+, G20 +G, G+,
O | Zgee| = F g T +7,
.ap? URC? URD ap URC? URD 4
Cope% TGl TG Cope% TGl TG
P 2 e
6o 6, 7 4G, G, 4" +o, @,
+ka2 - ; URTR URD T ; URC2 URD +2,=0
' Cope% TGl TG Cope%  TCoplk +Cp

which further implies that

URT) UR? URD URT? URD URT? URD URT? URD
[ (Zkyqu (Ckyqz 0. *C 0t Ck)z “Zgp (Ck,qz 0. *G U +G Xckypqz q. *Coplc Ck,p)+ o (Ckypqz q; *Gplc t Ck,p)zj . (1)

URD

2 a2 a| 2 2 . B
o (Ck'qquR Gl Ck)z - Zk-P(ck.qzthR *Cegl Ckxck.pqquJR *Cpalhe Ck.p)+ % (ck.pqquljR +Cpelh -+ Ck.p)2 =0
If ¢,.=0 andc =0 andc,=0,butz .#0 or z,#0 or z, #0,

URCR URD

+ +
then we haveq® = - Z 2 P« - 2P * 2 g
UREP URD 2 URE URD
c .| - 4 02 Px Zp Py Z te |- Ay Z o B¢ Z, re =0
k,q? =) » - _o,
BTN LY 2o P+ B P+ 2

which further implies that

G (Zk,pz P 7, P zk)z ~Ciq (zk,pz P + 2 P kazk,qu P + 2, 0B+ zk,q)

UR?

: (2)
+C (zk,qu P+ 2P+ zk,q)z =0
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If ¢ .=0andc,=0andc,=0andz .=0 andz,=0 and z =0, then we have

G @ +0, 0 +c, =0 and z p*F+z p*+z =0. (3)

By solving (1) or (2) or (3), ( ”RD,q‘k’RD) can be foundOkOz*. OkOZ*, denote the total number of

vectors (pY™,q’™) within S as M. If MY =1, then denote those vectors fg™,q'%) for

m=12--, M and denoter® ={(p/%,q%) for m=12-,M*}U{(00)}.

However, in general it is not guaranteed thaf®>1 0OkOz". If M® =0, then there may be
no stationary point or the stationary points areinos. For these two cases, the global minimum
of the MSE”(p,,q,) could be on the boundaries &. Hence, it is required to check if there exist
some stationary points on the boundariesSofThe following procedures are employed for the
checking. Ok0z* and 0Og, 0fo4],

MSE;JR(O q )_iN lNZ‘f((l pk)(l qk) (X+ pO,k’y+q0,k)+(1_qk)pkBk(X+ Pox +1, y+q0,k) ]2
ON? x=0 y=0 qk(l pk) (X+ Pox: Y T o +1)+ pquBk(X+ Pox +1 Y+ 0oy +1)_ Bk+l(X’ Y) -
1 NAN-
:W ((1_ qk)Bk (X+ pO,k'y+qO,k)+qk By (X+ Pox: Y+ ok +1)_ Bk+1(x’ 3/))2
x=0 y=0
1 NAN- ,
= NZ (Qk (Bk (X+ Pox: Y+ ok +1)_ By (X+ Pox: Y+ %,k))+ By (X+ Pox Y+ CIo,k)_ Bk+1(x’ y))

x=0 y=0

This implies thatok0z* and Og, O[07],

OMSE®(0,q,) _ 2 w2 (g (B (x+ Poxs Y * Aok +1)-B,(x+ Pok: y+%,k»+ B, (x+ Poks y+%,k)_ B.a(X.Y))
oq, NZ;;( Ot Poge Y+ oy +2)= B O+ poge, v+, )

2 Nlezl (B (X + Poser ¥ + Gosc +1)= B (x+ Py y + 0oy )f
x=0y= 0+(B (X"' Poc: y+qu) B (X Y))(Bk(X+ Pox: Y * Uok +1)_B|<(X+ po,k'y"'qO,k))

OkOZz*, denote

N-1N-

KN

0aq = ij (Bk(X+ Pox: Yt ok +1)_ Bk(X+ povk’y+q°’k))2

x

=0 y:O

and
- 2 N-1N-1
G = ZOZO(BK(H Poss Y+ ox )~ B (% Y))Be X+ Poser Y+ o +1) = B (X+ Poyer Y+ 0oy ),
x=0 y=

then OkOz* and 0Og,0[01] we have

aMSE;JR(O Qk)

39, _Ckquk+Ck0

DkOz* , denote a stationary point ofMSE®(0,q) as (0,§"") . If &, #0 , then

MSE®(04)  _g implies that gour =— %o If this value is in's, that is if -5 j]og],

aQk o =ql?rUR Ck 0,9 Ck ,0,9
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then this stationary point could be the global muam. For this case, definékugq E{[o,_ fk’o ]}
o Ck,O,q

However, the following three cases could be happef€ase i) This stationary point may be

outside S, that is ¢ ,,#0 and - o O[oa]. (Case i) ¢ ,,=0 and ¢ ,=0. Then, all the points

kOq

on the boundary ofs are stationary points. (Case ii),,=0 and ¢ ,#0. Then, there is no

stationary point on the boundary &. For all these three cases, we do not considéttieaglobal

minimum is on the boundary of. Hence, for these three cases, defﬁ;@fq =g, where ¢ is

denoted as the empty set. Similariyk0z* and Og, 0O[01],

MSEYR 188 (1 pk)(l Qk) (X+pO,k!y+q0,k)+(l_qk)pkBk(X+pO,k+ly+q0,k) ’
E (:qu)_iz _ -
N3 Qk(l pk)Bk(X+ Po: Y+ o +1)+ pquBk(X+p0,k +ly+%,k+1) Bk+l(x1y) -
1 NAN-
:NZX:Oy:O((l OB, (X+ Poy +1 Y+, )+ 4B (X + Py + 1y + oy +1) =By (x, y)f
1 NAN-

= (Qk (Bk (X+ Pox +1 Y+ +1)_ By (X+ Pox +L Y+ ok ))+ Bk(X+ Pox TLy+ %,k)_ Bk+l(x1 y))2

This implies thatOk0z* and Og, O[07],

OMSE’R(1, Qk) 2 N0 (B X+ poy + 1y + 0oy +1)= B (x+ oy + LY+ )+ B (x+ poy +1 Y+ 0oy )~ B (x.y)
0, NTEB(B(c+ poc+Ly+ o +1-Bi(x+ Py +Ly+ 0y, )

_ 2 432, (B, (x+ Py +L Y+, +1)- B, (x+ py +Ly+ 0, )f

CN? =0 y=0+(Bk(X+ Pox +1, y+%,k)_ Bk+1(X’ y))(Bk(X+ Pox +1 Y+ oy +1)_ Bk(X+ Pox +1, y+%,k))

OkOz*, denote
N-1N-1 2
Goa = ZZ( (x+ Pog +L Y+ 0o +1)-B, (x+ py +1y+ap, )
x=0 y=0

and

N-1

S E%Z(BK(H Pos +1 Y+ Goye)~ Bea (% V))Be (X + Poy +1 Y+ oy +1)~ B (X + Py +L Y+, )

x=0

then OkOZz* and 0Og,0[01] we have

OMSE™ (l C|k)

aqk _Cquqk+Ckl

OkOz*, denote a stationary point afiSE®(1,q,) as (LG""). If ¢, #0 and - xa D[O;L] then

Cqu

this stationary point could be the global minimuFor this case, defiankl{qu{[o,_fkvl ]}

Ceiq

However, if ¢, ,#0 and -fAD[o;L], or ¢,,=0, then we do not consider that the global
1 E e :

minimum is on the boundary of. For these two cases, defif@® =¢. CkOZz* and Op, Ofod],

9
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iN =% l((l pk)(l qk) (X+ po,k1y+qak)+(1_qk)pkBk(X+ Pox +1, y+%,k) jz
Qk(l pk)Bk(X+ Pox: Y T o +1)+ pquBk(X+ Pox +L Y+ ok +1)_ Bk+1(X1 Y)

N x=0 y=0 420
1 NAN-
= N2 ((1_ pk)Bk (X+ pO,k7y+q0,k)+ Py Bk(X+ Pox +1, y"'%,k)_ Bk+1(x’ Y))Z
x=0 y=0
1 NAN-

= (pk (Bk (X+ Pox tLy+ %,k)_ Bk(X+ Pox: y+%,k))+ Bk(X+ Pox: y+%,k)_ Bk+l(x1 Y))2

This implies thatOk0z* and Op, O[oy],

OMSER(p, 0) _ 2 (i (B X+ Pos +1 Y+ 0oy )= BolX+ Pos ¥ + Ao )+ BelX+ Do Y+ 0o )= B (X ¥))
op, _Nzgyo( Ot Pos +1 Y+ 0oy )= B X+ Poge Y+ 0oy )

2 Nlezl P (B (X + Pos +1y+ 05 )= B (x+ Py y + 00, )f
x=0y= 0"‘( (X+p0k y+qu) Bﬁ<+1(X1Y))(Bk(X+po,k"'ly"'qO,k)_Bk(X"'po,k'y"'qO,k))

OkOz*, denote

N-1N-1
Zigop = sz Z( (X+p0k+ly+q0k) Bk(x+po,k,y+qo,k))2
x=0 y=0
and
N-1
Zeo E%Z(BK(H Poscs Y+ ose)~ Bt (6 )N B (X + Pose +1 Y+ 0y )~ B (X+ Poyer Y + )
x=0

then OkOZz* and Op,0[01] we have

oMSE"(p, 0)

ap, =Ek,0,p P+ Zeo-

DkDz*, denote a stationary point SE®(p, 0) as (peR0). If Z,,#0 and -?kivom[ol], then

0,p

this stationary point could be the global minimuRur this case, defineﬁk“gps{[_ Ek’o ,OJ}.
o Zk,O,p

However, if Z ,_#0 and -im oi1], or zZ , =0, then we do not consider that the global
Zk,O,p ~ :1 Zk,O,p
0,p

minimum is on the boundary of. For these two cases, defir@s =¢. Lastly, DkOZ" and

Up, Ij[0’1]'
MSER(p,2)= 1§78 1((1 PGB X+ Poso ¥ + oy )+ (1= ) P B (X + Py +1, Y + ) JZ
‘ N = y=0 +qk(l pk) k(X+ Pox: Y+ ok +1)+ pquBk(X+ Pox +1 Y+ ok +1)_ Bk+l(x’ Y) -
1 NN
:W ((1_ pk)Bk(X+ Poy: Y+ ok +1)+ pkBk(X+ Pox 1Y+ 0ok +1)_ Bk+1(x’ Y))2
x=0 y=0
1 N-INa

(P (B (X + Py +1 Y+ 0oy +2)= B (X+ Poser ¥ + Gy +1))+ B (X+ Poser ¥ + Gy +2) = B (%, Y

This implies thatOk0z* and Op, O[oy],

10
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OMSE®(p 1) _ 2 LN (P (Be(X+ Poy + LY +Ggy +1) = B X+ poy, ¥ + oy + 1))+ B (x+ Po, Y+ oy +1) = B (x,y))
o NPZE(B(x+ po +1y+ 0y +1)- B [x+ poy v+ +1)
_ 2§ P(B(x+ Poy +1 Y+ oy +2)= B, (x+ Py, y + oy +1)f
N2 x=0 y=0 (Bk (X+ Pox: Y ¥ Ao +1)_ Bk+1(x’ y))(Bk(X+ Pox ¥ LY+ oy +1)_ Bk(X+ Poy: ¥+ Uo +1))

OkOdz*, denote

,lp NZ

2 N-1N-1

(Bk(X+ Pox +1 Y+ Qo +1)_ Bk(X+ Pox:» Y+ o +1))2

x

=0 y:O

and

N-1N-1
=5 ZZ( (XF Poser Y+ Ao +1) = Bea (% Y))Be (X + Poyc +L Y+ Ggie +2) = B (X + Py, ¥+ e +1)),
x=0 y=0

then OkOZz* and Op,0[01] we have

oMSE" (p, 1)

ap, =Zk,:l.,ppk +Z,-

DkDz*, denote a stationary point éiSE(p, 1) as (pr=y). If Z,,#0 and _}7;5[01], then

1p

this stationary point could be the global minimuRor this case, defianktffps{[_ ?kvl ,1]}

Lp

However, if 7, #0 and -;Z-kivlm[ol], or z,,=0, then we do not consider that the global
Lp

minimum is on the boundary of. For these two cases, defing@? =¢. OkOZ", define

R = R, URG, URSE, URC, U{(0o)}-
Similarly, OkOz"*, denote the set of motion vectors correspondintecstationary points of

MSE™(p,.q.), MSE*(p.,q.) and MSE®(p..q.) (including the point(00)) as F, F™* and

F.®, respectively. The algorithm for finding the gldgaoptimal motion vector can be summarized

as follow:
Algorithm

Step 1: Implement an existing full integer pixedsdh algorithm to obtair(p,,,q,,) CkOZ*.

Step 2: kOzZ*, evaluate F-, FR, F* and F'F.

arq{( min MSE‘{JL(pk,qk)} Q{ min MSE{JR(pk!qk)}

Step 3: OkOz", evaluate (p q)=ar P IR (PR
arg{ min MSE*(p,, qk)} 9{ min MSEtR(pk,qk)}
(pe.a JORE (pe.a JORR

OkOz*. Take (p?,qf) as the globally optimal motion vector @, .
Since the global minimum of the mean square egoot necessarily located at rational pixel
locations, while the full integer pixel search,|fbblf pixel search and full quarter pixel search
11
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algorithms only evaluate at rational pixel locasprthe mean square errors based on these

conventional methods are very large and these ciovel methods are very ineffective. On the
other hand, our proposed method guarantee to fiadrtotion vector that globally minimizes the
mean square error no matter the motion vector ¢atéml at either rational pixel locations or
irrational pixel locations. Hence, our proposedhmodtis more effective that conventional methods.
Besides, as integer pixel locations, half pixelaktmns and quarter pixel locations are particular
locations represented by our proposed model, trenraguare error based on our proposed method
is guaranteed to be lower than or equal to thagdas these conventional methods.

The computational complexity of our proposed alidponi can be analyzed as follows. As the
orders of the polynomials in (1), (2) and (3) ared5and 2, respectivelyp<M X <5 OkOZ".
Hence, if M/ % >1, then the maximum number of the evaluation ponfteur proposed method is
less than or equal to 21. i1 ® =0, as the maximum number of the evaluation pointsjft is 5,
the maximum number of the evaluation points of mnaposed method are less than or equal to 17.
For full half pixel search algorithms and full gtearpixel search algorithms, there are 21 and 72
evaluation points, respectively. Hence, the totahber of the evaluation points of our proposed
method is lower than that of full quarter pixel sdaalgorithms and is lower than or the same as
that of the full half pixel search algorithms degigry on whetherm X >1 or not. As conventional
block matched motion estimation algorithms evaluaiteck matching errors from coarse pixel
locations to fine pixel locations, the computationamplexities grow exponentially as the pixel
precisions get finer and finer. From this poinvigw, the conventional methods are very inefficient
On the other hand, our proposed method does noireesearching from the coarse pixel locations
to the fine pixel locations. Our proposed methodnre efficient than the conventional methods
particularly when the required pixel precision igher than or equal to the quarter pixel precisions

V. OPTIMAL MOTION VECTORSWITH ARBITRARY PIXEL PRECISIONS
For practical motion estimation applications, motiectors are usually represented by finite
pixel precisions. Denoteound(z) as the rounding operator that roundsto the nearest integer

and L as the number of bits for the representation @& thotion vectors. Then, define

roung(LpEZL) and qELEroungEqEZL) .

Obviously, p/ and q/ are the L bits

Pt
representation ofp’ and g/, respectively. It is worth noting thap/ and g/ are the

suboptimal solution only. This is because an emay be introduced when applying the rounding
operator to p/ and g . Although the globally optimal solution could beuhd by solving the
corresponding integer programming problem, solvthg corresponding integer programming
problem requires a numerical optimizer and the attatpnal complexities are very high. In fact,
the difference between the obtained suboptimaltisslland the globally optimal solution is very
small. Hence, it is more practical to solve thehpem via our proposed method. Also, it is worth
noting that the computational complexity of our pweed method is independent of the required
pixel precisions. Hence, the computational compyexi our proposed method is lower than that of
conventional methods when the required pixel precis high.

12
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IV. NUMERICAL COMPUTER SIMULATION RESULTS

In order to have complete investigations, videauseges with fast motion, medium motion
and slow motion are studied. The video sequenaagnian, Coastguard and Container [7], are,
respectively, the most common fast motion, mediuption and slow motion video sequences.
Hence, motion estimations are performed to thedeovsequences. Except the first frame of these
video sequences, the mean square errors of affdahees of these video sequences are evaluated.
Each current frame takes its immediate predecesstiie reference frame. The sizes of the marco
blocks are chosen agx8 and 16x16 and the sizes of the search windows are chosezpas2
and 40x40, which are the most common block sizes and windies used in international
standards. The comparisons are made with thenfi@ger pixel search algorithm, the full half pixel
search algorithm and the full quarter pixel seaigorithm.

The mean square error performances of our propostkdod with the motion vectors having
1 to 4 bits representations, the full integer pigelrch algorithm, the full half pixel search
algorithm and the full quarter pixel search aldartwith the size of the marco blocks<8 and the
size of the search windows2x32 applied to the video sequences Coastguard, Centand
Foreman are shown in Figure 1la, Figure 1b, andr€ida, respectively. It can be seen from the
Figure 1 that the improvements on the average nsgaare errors of the full half pixel search
algorithm, the full quarter pixel search algorithour proposed method with the motion vectors
having 1 bit representation, our proposed methoth vihe motion vectors having 2 bits
representation, our proposed method with the moteetors having 3 bit representation and our
proposed method with the motion vectors havingtd t@presentation over the full integer search
algorithm for the video sequences Coastguard B#894x10™, 22242x10", 1.4892x10™,
2.2163x10™*, 25293x10* and 26433x10*, respectively, which correspond t©7.8531% ,
28.803%% , 17.8528% , 287713, 34.1366% and 362830, respectively, that for the video
sequences Container ane4406x10°, 3.6476x10°, 15171x10°, 3.7159x10°, 1.7249x10° and
1.9126x107, respectively, which correspond 001186, 441706, 104326, 4.4460%, 27.041%%
and 301629 , respectively, and that for the video sequenceserRan are 1.5788x10™,
22863<10", 1.5927x10™, 22883x10™, 2490810° and 25469x10* , respectively, which
correspond to 24767%&6 , 391976 , 2500386 , 39336% , 442051% and 45574%% ,
respectively. Similar results are obtained forafiint size of marco blocks and different size ef th
search windows. Figure 2 shows the improvementtheraverage mean square errors of various
algorithms with the size of the marco blockéx16 and the size of the search windowsx40
applied to the same set of video sequences. Thevaments on the average mean square errors of
the full half pixel search algorithm, the full qter pixel search algorithm and our proposed method
with the motion vectors having 1 bit representatiomr proposed method with the motion vectors
having 2 bits representation, our proposed methaith whe motion vectors having 3 bit
representation and our proposed method with théometctors having 4 bits representation for the
video sequences Coastguard afe7838x10” , 25650x10* , 1.7828x10° , 25511x10™* ,
2.8711x10* and 2.9943x10™, respectively, which correspond t8.4666%, 27.657%, 1845170,
2756246, 3174726 and 3353026, respectively, that for the video sequences Coetagare
1.8757x107°, 25444x10°, 2.0329x10°, 2.6633x10°, 1.4967x10° and 1.6661x10°, respectively,
which correspond t00.7710% , 1510806 , 0.799% , 1529%&6 , 217783 and 24506%% ,

13
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respectively, and that for the video sequencesrfraneare 2.1073x10*, 2.9528<10™*, 2143810,

2.9723x10*, 32154x10* and 3.2816x10", respectively, which correspond t@1.6021% ,
3421486, 2174200 , 34.2884% , 386100 and 39.8738% , respectively. From the above
numerical computer simulation results, it can bectuded that the mean square error performances
of our proposed method with the motion vectors g bit representation is very close to that of
the full half pixel search algorithm, and that of @roposed method with the motion vectors having
2 bit representation is very close to that of thk quarter half pixel search algorithm. For our
proposed method with the motion vectors having ntloa@ 2 bits representations, the mean square
error performances of our proposed method are awajter than that of the full half pixel search
algorithm and the full quarter pixel search aldontfor all of the above three video sequences. In
particular, for slow motion video sequences, sushih@ video sequence Container, our proposed
method significantly outperforms the full integaxegd search algorithm, the full half pixel search
algorithm and the full quarter pixel search alduorit This is because the globally optimal motion
vectors for these slow motion video sequences arg ®lose to the origin and far from the half
pixel locations and the quarter pixel locationstHis case, the full half pixel search algorithnad an
the full quarter pixel search algorithm would naglgl very significant improvements over the full
integer pixel search algorithm. On the other hannt,proposed method could give a better solution
by introducing one more bit for the representatidrthe motion vectors and hence yields very

significant improvements.
(@)
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Mean square error of the coastguard sequences 9

— Half-pixel search
! — Quarter-pixel search
[ — Our proposed search (1 bit)
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— Our proposed search (4 bits)
|

Mean square error

Frame number
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Figure 1. The mean square error performances gbrmposed method with the motion vectors

having 1 to 4 bits representations, the full intqgeel search algorithm, the full half pixel searc

algorithm and the full quarter pixel search aldartwith the size of the marco blocks<8 and the
size of the search windows2x32 applied to the video sequences Coastguard, Centaird

Foreman.
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— Integer search

— Half-pixel search

— Quarter-pixel search

— Our proposed search (1 bit)
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Figure 2. The mean square error performances gbrmmosed method with the motion vectors
having 1 to 4 bits representations, the full intqgeel search algorithm, the full half pixel searc
algorithm and the full quarter pixel search aldorntwith the size of the marco block$x16 and
the size of the search windowsx 40 applied to the video sequences Coastguard, Centaird
Foreman.

V. CONCLUSION

A nonlinear block matched motion model is proposethis paper. The motion vector with
arbitrary pixel precisions which globally minimizége mean square error is solved analytically in a
single step. As integer pixel locations, half pilalations and quarter pixel locations are paréicul
locations represented by our proposed model, trenraguare error based on our proposed method
is guaranteed to be lower than or equal to tha¢das these conventional methods. Also, as our
proposed method does not require searching fromseqgaxel locations to fine pixel locations, our
proposed method is more efficient than conventiona@lhods particularly when the required pixel
precision is higher than or equal to the quarteelgdrecisions.
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