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Abstract

In this paper we discuss how agents can learn to do things by
imitating other agents. Especialy we look a how the use of
different metrics and sub-goal granularity can affect the
imitation results. We use a computer model of a chess world as
a test-bed to aso illustrate issues that arise when there is
dissimilar embodiment between the demonstrator and the
imitator agents.

Introduction

Imitation is one of the most important mechanisms whereby
knowledge may be transferred and skills acquired between
agents (both biological and artificial). It requires two or
more agents sharing a context that allows one agent to
imitate another. Imitation involves reproducing observed
actions and/or effects in an appropriate context. A
comprehensive treatment of imitation needs to examine the
actions, effects, context and goas of the participating
agents. An interdisciplinary framework treating imitation
formally is presented in (Nehaniv and Dautenhahn, in
press).

Most of the imitation literature is by animal researchers
and psychologists, but they do not generally agree on how
to define imitation, what constitutes evidence of imitation,
or the extent to which extent research has proved evidence
of imitation for various species, e.g. (Noble and Todd
1999). In experimental psychology, the Associative
Sequence Learning theory (Heyes and Ray 1999) is an
attempt to provide a testable and predictive framework for
imitation although it does not address the effects on the
environment.

The scientists that study imitation are concerned with
theoretical issues such as: specification of mechanisms by
which observed and executed movements are matched
(learning to imitate) (Nehaniv and Dautenhahn, in press),
the structure of knowledge transferred (Byrne and Russon
1998), and how imitation might be exploited as a means of
acquiring knowledge (learning by imitation) (Demiris and

Hayes 1996, Billard and Dautenhahn 1997). Imitation
mechanisms are shown to improve performance in
trajectory planning compared to standard model-based
reinforcement algorithms in software agents (Price and
Boutilier 2000). See (Dautenhahn and Nehaniv,
forthcoming) for an introduction on research on imitation
across disciplines.

Dissimilar Embodiments

A fundamental problem when learning to imitate is to
create an appropriate (partial) mapping between the actions
afforded by particular embodiments to achieve
corresponding effects by the demonstrator and the imitator
(Nehaniv and Dautenhahn, 1998 & in press). For similar
embodiments, this seems to be straightforward (although it
actualy involves deep issues of perception and motor
control). But once we drop the assumption that the agents
belong to the same "species’, i.e. having similar bodies and
an equivalent set of actions, the problem becomes more
difficult and complex. Even among biological agents of the
same species, individua differences in issues of perception,
anatomy, neurophysiology, and ontogeny can create
effectively dissmilar embodiments. A close inspection of
similar artificial agent embodiments can yield similar
conclusions due to issues like individual sensor and
actuator differences (hardware) or the particular
representations and processing that these agents employ
(software). In some cases it may even be desirable to have
different kinds of agents in the learning process, for
example human-artificial in the area of programming by
example (Cypher 1993, Lieberman 2000). So, although this
appears to be a special case, at closer examination it turns
out the dissimilar bodies case is more general than it may
have seemed at first. In fact, methods that work for
dissimilar bodies can also be applied to the ssimpler case of
similar ones.



What to I mitate

The structure of knowledge transferred in learning how to
do things by imitation is another fundamental problem. The
interacting agents might have different goals and receive
different rewards. The imitator must first examine whether
the demongtrator's actions are beneficial or relevant to his
own tasks and then extract a possible behaviour to imitate.

A distinction between different modes of imitation can
be made. Low level imitation of replicating the same
actions, or high level imitation of deriving the purpose and
performing (not necessary the same) actions to that end.

The purpose of the imitation relates to the degree of its
success. Using the example of imitating a dance instructor,
one might choose to imitate only the end result, e.g. reach a
specific location on the dance floor. This can be done
either by following the path that the instructor used or
maybe ignoring it (partially or totally). The imitator can
also try to do the dance steps that the instructor performed
while moving on that path. In this example choosing to
ignore either the path or the actions that need to be
performed in the exact order of sequence will result in poor
imitation according to most dance judges. Thisis especially
true because as external observers they can be unaware of
the goals and priorities that the imitator has chosen. Using
a different granularity, i.e. distinguishing which are the
important aspects of the demonstrated performance and
dividing them into a number of sub-tasks, can produce
different results.

In the case of imitating the painting of a wall, the
situation is quite different. The net result, i.e. covering the
entire wall with paint can be achieved in numerous ways
and the order of paintbrush strokes in the sequence is not
important. Neither is replicating the exact actions; the use
of a brush of different width or type than the one used in
the demonstration is not important here, nor is the use of a
ladder to make reaching the higher part of the wall easier.
Replicating exactly the same hand movements as the
demonstrator, but being far from the wall without the brush
making actual contact with the surface will result in failure
due to misinterpretation of the desired effect.

Using the same example we can also point out that even
if the entire wall is finally covered, any paint stains on the
floor or the rest of the room will undermine the overall
result. Therefore, taking into account the effects on the
environment can affect the success of the imitation.

The observed actions point of reference - whether it is
absolute or relative - poses another important issue. If any
of the actions performed by the demonstrator are not
mirror-symmetric, choosing among the possible versions
will affect the imitation result, eg. if | want to imitate
somebody that raises her right hand should | raise my right
or left hand?

A ChessWorld Modd

The issues discussed above are mostly ignored or
simplified in the majority of the current research on
imitation. Our work addresses most of them, using as one
test-bed an agent model implemented in the Swarm
simulation system. The study of these fundamental
imitation issues is done without restricting to any specific
application domain, illustrating instead general principles
in learning to do things using imitation in adaptive systems.

The model world consists of a chessboard, on which the
different chess pieces engage in imitation behaviours.
Movement rules for each kind of chess pieces are different,
so effectively they represent different embodiment
instances. A chess piece, acting as a demonstrator,
performs a sequence of moves that in turn each of the chess
piece types must try to imitate. The imitators apply a metric
to internaly evaluate possible actions for a successful
imitation. Using the values from the metric, they choose a
best corresponding (sequence of) moves to achieve a
sequence of successive sub-goals. They are given the task
of trying to imitate the demonstrator's behaviour at a
particular level of granularity, which determines the sub-
goals (see below).

Although the model uses elements of chess, the intention
in doing so is to help illustrate some issues in the study of
imitation using a familiar context, and not to consider
aspects of the game of chess itself. The different chess
pieces use simple, well-defined moves in a discrete world
and as such they are very well suited for the study of
imitation in simple dissimilar embodiments.

The simple imitation technique used in the model tries to
reduce the value of a metric between the outcome of a
possible action, i.e. the distance between the square that the
piece will land on if that action is taken, and a desired
effect, i.e. reaching another sub-goal square on the board.
In order to know what to imitate, the imitator observes' a
sequence of displacements, each relative to the previous
one, which combined with a starting point result in the
demonstrator’s progression on the board. From this it
extracts a sequence of sub-goals, desired displacements, in
accordance with a particular granularity of attempted
imitation. Then, using the same origin, the imitator tries to
achieve similar displacements and reach the same sub-goal
squares as the demonstrator did, by trying out possible
moves from its repertoire and performing the most
appropriate ones for each of the sub-goals, in sequence. If
at some point along the sequence it is not possible to

! The model does not consider deep issues of perception. It
is assumed that the imitators instantly obtain al the
required data as soon as the demonstrator completes the
demonstration, noise-free. However granularity of the
imitation determines the salience of cumulative
displacements, i.e. it determines which displacements (or
equivalently squares) are considered as sub-goals.



further minimise the value of the metric by performing any
of the possible moves, focusis transferred to the next point.

The agorithm could be effectively outlined by the
following lines of pseudocode:

IMITATION ALGORITHM PSEUDOCODE

1. Observe demonstrator’s moves.

2. Convert perceived moves to a sequence
of sub-goals for imitation depending
on granularity.

3. For each sub-goal displacement (x,y):

3a. Choose a possible move that maximally
decreases the metric distance to
(x,v) .

3b. Repeat step 3a until sub-goal is
reached or there is no move that
reduces further the distance to
sub-goal.

4. Move to next sub-goal in sequence,

if any, and repeat step 3, else stop.

The algorithm is effectively a greedy search without any
elements of planning.

The Different Pieces and M ovement Rules

The different chess pieces that are used in the model are the
following:

The Rook can only move either horizontally or vertically
any number of chessboard squaresin each move.

The Bishop can only move diagonaly any number of
chessboard squares in each move, but as a result cannot
visit squares of opposite color.

The Queen can move along any direction any number of
chessboard sguares, effectively combining the movement
rules for the Rook and the Bishop, but without the
limitation of the latter.

The King can move like the Queen but at only a single
chessboard square per move.

The Knight has the most complex rules, moving to the
diagonally opposite end of any 3 x 2 (or 2 x 3) rectangle
(see for example Fig. 3 bottom). It is considered that it
actualy instantly jumps to that location, so no other
chesshoard squares are visited and therefore the Knight
cannot be blocked by intervening pieces.

In this model the Pawn was not considered due to its
severe limitations (e.g. not being able to move backwards)
that make it improbable to even remotely imitate any
complex movement sequence.

Although having distinctive movement abilities, it is
reasonable to expect from pieces of different type to be
able to move in ways resembling one another, effectively
constructing a correspondence between their different
embodiments.

Metrics and Sub-goal Granularity

For the imitators to evaluate each potential action, three
different types of metric were used in the model. These are

well known from mathematical analysis e.g. (Rudin 1976).
Of course other possible metrics (e.g. non-geometric,
behavioural metrics) could be used, including very
complex ones (Nehaniv and Dautenhahn, in press).

The measures of distance between any two squares
(X1,y1) and (X,,y») on the chesshoard used are:

Hamming metric (or one-norm):
|X1 - X2| +|y1 - Y2|
Euclidean distance (or two-norm):

\/(Xl =% )2 + (yl -Y, )2

Infinity norm:

max{xl - X2|7|y1 - y2|}

The different metrics provide different notions of distance
asvisualised in Fig. 1 below.
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Figure 1. The different metrics measuring the distance
between (0,0) and (X,y). The vertical axes are normalized.

The sdlience of sub-goals in a movement sequence
observed by the imitator induces structure on the perceptual
datait receives. Three types of granularity were used:

If the sub-goals consist only of the total replacement of
the entire sequence, this effectively provides the end point
reached by the demonstrator, and therefore the imitator will
ignore everything else and just try to reach the end goal
square.

If the sub-goals contain the total displacements caused
by each of the movesin sequence, this can be considered as
the trajectory of the demonstrator. The imitator will
sequentially try to reach the endpoints of each of the
demonstrator’ s moves.

If the sub-goals include for each individual move of the
demonstrator the sub-displacements showing all the squares
that were visited in order during that move, this effectively
gives the path travelled. The imitator will try to visit



sequentially each one of the squares in the path with a
separate move.

All the cases above aso include the starting point of
reference that will also be used by the imitator.

Using the Model

An exhaustive series of experiments were done using all the
combinations of different metrics and granularity, with
each of the different chess piece types attempting then to
imitate the demonstrator. Detailed results will appear in a
forthcoming publication due to length restrictions. The
results shown here illustrate the most important observed
phenomena.

Figure 2. Sequence of moves performed by the demonstrator.

The sequence that was used for imitation in the
experimental runs of the model is shown in Figure 2. The
demonstrator is assumed to be a Queen, although it could
also be a Rook since only horizontal and vertical moves are
involved. This demonstration example is used throughout
the rest of the paper.

In many cases, more than a single corresponding solution
is found, especially by the Bishop and Knight. However
often restrictions due to differences of embodiment make it
possible only to attain some of the sub-goas in the
sequence. For example in Fig. 3, the Bishop (top) cannot
reach the final square in the demonstrator sequence as this
is of opposite color. But it actually manages to sequentially
visit al the same color sguares in the path and in doing so
performs well: it stays as close to the path as is possible,
given the specified granularity and its embodiment
limitations. The Knight (bottom) is trying to imitate at
trajectory level granularity, and achieves only one out of
three of the sub-goals, thus performing more poorly as well
as not reaching the final square. However its trgectory
does generally match the one of the demonstrator Queen
and it at least does get within distance 1 of each sub-goal.

Figure 3. Bishop imitating demonstrator path using Euclidean
metric (top) and Knight imitating demonstrator trajectory
using Hamming metric (bottom).

Observationson Metrics

The choice of metric can greatly affect the outcome of the
imitation attempt. For example in Fig. 4, due to its
embodiment, using the Hamming metric (top), the King is
unable to move more than one sguare at atime, so it has to
break down the sub-goa into a number of moves, when
trying to imitate at trajectory level granularity. Still the trail
resembles the one of the demonstrator. When trying to
achieve the same sub-goals but using the infinity norm
metric (bottom), the King actually deviates from the trail.
But this is accepted as it still manages to satisfy all of the
trajectory sub-goals, despite the qualitative differences
from the demonstrator’s behavior.



Figure 4. King imitating demonstrator trajectory using one-
norm (top) and infinity norm (bottom).

In some cases the imitator can even get “blocked” i.e.
unable to get closer to a sub-goal by any single move. We
observe this for example for the Bishop and the Knight in
Fig. 3 above.

Metric
Hamming Euclidean TmiEdmi Esy
norm
Rook - R x=y
. (+1,0) or (+1,0) or _ _
Bishop (0.+1) (0. 41) x=0 or y=0
Queen - - - - _
King --- - [
(+1,0) or
Knight (Té’gi)or (%é Si)or (0,+1) or
- = (+1,+1)

Table 1. All possible situations, given by a desired
displacement (x,y), where no possible move can reduce the
value of the metric. Here (x,y) is the displacement of the next
sub-goal relativeto the current location.

Table 1 above shows all possible cases in which such
“getting stuck” can happen. Although this is caused
because the algorithm examines only single moves, rather
than sequences of moves, it illustrates again that the choice
of metric can be crucia for the imitative success.

Observations on Granularity

Depending on the chosen granularity of the imitative
behaviour, very different aspects of that behaviour are
imitated as seen clearly for example in Fig. 5 below.

Figure 5. Rook imitating demonstrator at trajectory (top) and
end result (bottom) levels of granularity using the Euclidean
metric.

The Rook at a lower level of granularity (bottom) ignores
parts of the trail, seeking to satisfy only the end result,
instead of visiting all the end-points that it would if it were
considering a higher granularity (top).

Discussion

The results from the chess world model indicate how by
exposing the imitator to the demonstrator’s behaviour we



can build up partial solutions to the correspondence
problem, i.e. mapping the actions afforded by particular
embodiments to achieve similar effects. The result may
resemble the original in various degrees, which depend on
defining what is “similar” according to the metric used.
Granularity is also seen to play an important role. A partial
solution to the correspondence problem, if reused, can be
viewed as a structured case-based reasoning method for
learning how to imitate.

Even for the same embodiment with loose sub-goal
granularity the result might not “look the same” but it can
satisfy the metric used. For example considering a Queen
that moves on a straight line, an imitator Queen might
break the single move down into a number of smaller
straight moves. Conversely, another Queen could imitate,
using a single move, a demonstrator Queen that takes two
moves, to achieve horizontal and vertical displacements if
these are of equal length.

The current algorithm does not examine beyond the first
layer of possible moves i.e. a sequence of more than one
moves when considering minimising the metric, and as a
result there are cases where the imitator is getting stuck,
unable to achieve the desired effect (see Table 1). This
coud be overcome by applying aready known
correspondences (based on previous experience) instead of
trying to solve the problem every time. For example,
although the Knight is unable to immediately reduce the
value of the metric for an adjacent square of different color,
it could use a combination of three moves to reach exactly
that square. That combination cannot be found here as a
solution to a past problem due to the greedy nature of the
algorithm; the metric is bound to momentarily increase
while performing the sequence, although the overall result
would eventually be achieved. This can be discovered by
examining the history of the moves done in respect to the
results (desired or not) that were achieved. Alternative
corresponding moves could be accessed in case that e.g. an
obstacle is blocking the way, making some choices illegal.
A correspondence formally is a relation, not just a function
(see Nehaniv and Dautenhahn, in press).

The agorithm at present also does not examine whether
amove will satisfy anything else than the current objective.
As a result the Queen will require the same number of
moves to travel a straight line as the King would, even
though a single move would be enough. But when
considering the path type granularity for example, making a
move that at the same time satisfies more than one sub-goal
would be desirable.

The above aspects will be further addressed in
forthcoming publications.
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