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[1] The impact of stratospheric ozone on the tropospheric general circulation of the
Southern Hemisphere (SH) is examined with a set of chemistry‐climate models participating
in the Stratospheric Processes and their Role in Climate (SPARC)/Chemistry‐Climate
Model Validation project phase 2 (CCMVal‐2). Model integrations of both the past and
future climates reveal the crucial role of stratospheric ozone in driving SH circulation
change: stronger ozone depletion in late spring generally leads to greater poleward
displacement and intensification of the tropospheric midlatitude jet, and greater expansion of
the SH Hadley cell in the summer. These circulation changes are systematic as poleward
displacement of the jet is typically accompanied by intensification of the jet and expansion of
the Hadley cell. Overall results are compared with coupled models participating in the
Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC AR4), and
possible mechanisms are discussed. While the tropospheric circulation response appears
quasi‐linearly related to stratospheric ozone changes, the quantitative response to a given
forcing varies considerably from one model to another. This scatter partly results from
differences in model climatology. It is shown that poleward intensification of the westerly jet
is generally stronger in models whose climatological jet is biased toward lower latitudes.
This result is discussed in the context of quasi‐geostrophic zonal mean dynamics.
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1. Introduction

[2] The atmospheric general circulation has been signifi-
cantly altered in the recent past by anthropogenic climate
forcing. Examples include intensification of the westerly jet
on the poleward side of the climatological jet, which is often
described as a positive trend in the annular modes [Thompson
et al., 2000; Chen and Held, 2007], and the poleward
expansion (or widening) of the Hadley cell [Fu et al., 2006;
Hu and Fu, 2007; Seidel et al., 2008; Johanson and Fu,
2009]. Although these changes are relatively weak, they
have been extensively examined since they are directly
related to changes in global hydrology, e.g., shifts in the
extratropical storm tracks and subtropical arid regions [Yin,
2005; Bengtsson et al., 2006; Lu et al., 2007; Seidel et al.,
2008].
[3] Anthropogenic climate change has been exceptionally

strong in the SH summer. While the index of the southern
annular mode (SAM), for instance, has increased in most
seasons in the recent past, the trend is strongest in the summer
[Thompson and Solomon, 2002; Marshall, 2003; Fogt et al.,
2009]. This strong circulation change in austral summer has
been attributed to increase in greenhouse gases (GHGs) and
decrease in stratospheric ozone (O3, hereafter O3 denotes
stratospheric ozone only) concentrations [Thompson and
Solomon, 2002; Gillett and Thompson, 2003; Shindell and
Schmidt, 2004; Arblaster and Meehl, 2006; Miller et al.,
2006; Cai and Cowan, 2007; Perlwitz et al., 2008; Son
et al., 2008, 2009b]. It is known that both GHGs increase
[e.g., Fyfe et al., 2007;Kushner et al., 2001] and O3 loss [e.g.,
Gillett and Thompson, 2003; Shindell and Schmidt, 2004]
drive the SH climate in the same direction, toward a positive
trend of the SAM index. While the GHG‐induced climate
changes occur year round, O3‐induced changes occur pri-
marily in the SH summer. Consequently, stronger trends are
observed in the SH summer than in other seasons, or in the
Northern Hemisphere (NH). It is expected, however, that the
SH summer circulation changes will be substantially weaker,
or even reversed, in the future because of the anticipated
recovery of stratospheric O3 resulting from the implementa-
tion of the Montreal Protocol [Shindell and Schmidt, 2004;
Perlwitz et al., 2008; Son et al., 2008, 2009b].
[4] While there is no doubt that O3 influences the climate of

the SH, there are several outstanding questions about the
relationship between stratospheric O3 and the tropospheric
circulation. In this study we use a comprehensive set of
chemistry‐climate model simulations of O3 loss and recovery
to address three principal concerns. First, we examine the
impact of stratospheric O3 changes on the tropospheric cir-
culation of the entire Southern Hemisphere, from tropics to
pole. Previous studies have primarily focused on the baro-
tropic response to O3 quantified by the SAM, and associated
changes in surface temperature and wind. Less attention has
been paid to broader changes in the atmospheric general
circulation, including the subtropical circulation. Son et al.
[2009a] suggested that the SH summer Hadley cell might
be influenced by stratospheric O3 change, but this link has not
been investigated as carefully as its relationship to global
warming [e.g., Frierson et al., 2007; Lu et al., 2008].
[5] Second, we establish a more quantitative relationship

between stratospheric O3 and tropospheric circulation
changes. Most previous studies are based on sensitivity tests

with a single climate model [e.g., Gillett and Thompson,
2003; Shindell and Schmidt, 2004; Arblaster and Meehl,
2006; Perlwitz et al., 2008]. Although multimodel assess-
ments have been conducted with coupled models partici-
pating in the Intergovernmental Panel on Climate Change
(IPCC) Fourth Assessment Report (AR4), only qualitative
insights have been obtained because the ozone fields were not
archived for the IPCC AR4 models (hereafter AR4 models)
and each modeling group had used different ozone forcing
[Cordero and Forster, 2006; Miller et al., 2006; Cai and
Cowan, 2007; Son et al., 2008]. Son et al. [2008] attempted
to establish a quantitative relationship between stratospheric
O3 and tropospheric circulation changes in an earlier gener-
ation of chemistry‐climate models, but their analysis was
restricted to zonal wind changes in future climates. In this
study, we analyze 17 chemistry‐climate models participating
in the Stratospheric Processes and their Role in Climate
project (SPARC) Chemistry‐Climate Model Validation
phase 2 (CCMVal‐2) report to quantitatively relate changes
in stratospheric O3 to those in the Hadley cell and westerly
jet in simulations of both ozone loss and recovery. The
results are compared with the AR4 models and previous
investigations.
[6] The third and final goal of this study is to investigate

the possible mechanisms by which stratospheric ozone,
whose radiative forcing signature is relatively small at the
surface, influences the tropospheric circulation. By testing
possible mechanisms proposed in the literature using the
SPARC CCMVal‐2 model (hereafter CCMVal‐2 model)
output, we hope to gain better insights on the ozone‐induced
circulation changes in the SH.
[7] This paper is organized as follows. In section 2, we

briefly describe the data and our methodology. In section 3,
the CCMVal‐2 models are evaluated against reanalysis data.
This is followed by trend analyses of zonal winds, tempera-
ture, and other variables to establish the circulation response
to southern polar cap O3 change. In section 4, possible
mechanisms of O3‐induced circulation changes are discussed.
Lastly, a summary and additional discussion are given in
section 5.

2. Data and Methodology

[8] The primary data used in this study are the CCMVal‐2
model output. Since details on the CCMVal‐2 models and
their simulations are described by Eyring et al. [2008] and
Morgenstern et al. [2010], only key aspects are introduced
below. The CCMVal‐2models are state‐of‐the‐art chemistry‐
climate models, designed to resolve both tropospheric and
stratospheric processes. The model tops are typically placed at
or above the stratopause, and stratospheric chemistry is fully
interactive with radiation and dynamics. Tropospheric
chemistry, however, is not simulated interactively in most
models. All other physical processes are standard and com-
parable to those used in coupled models. An exception is the
surface boundary condition: most CCMVal‐2 models pre-
scribe sea surface temperature and sea ice concentration.
They are derived from the observations for the past climate
integrations or the AR4 A1B GHGs scenario runs for the
future climate integrations.
[9] A total of 17 models with all available ensemble

members are analyzed in this study (Table 1). A coarse‐
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resolution model, with rhomboidal‐6 truncation, is excluded
from this study as it is not well suited for examining tropo-
spheric circulation changes. Two reference integrations are
examined. They are a base integration for the period of
1960–2006 (REF‐B1) and a scenario integration for the
period of 1960–2100 (REF‐B2). The REF‐B1 integrations
are forced with observed GHGs, ozone depleting substances
(ODSs), sea surface temperatures (SSTs), sea ice con-
centrations (SICs), solar variability, and aerosols including
volcanic aerosols. The REF‐B2 integrations are based on
both observations and scenario forcings. The scenario forc-
ing are applied after 2000; they are the A1B GHGs scenario,
A1 ODSs scenario, modeled SSTs/SICs, and constant solar
flux and background surface area density aerosol. See
Morgenstern et al. [2010] for further details.
[10] Following the analysis of Son et al. [2009a], AR4

models from the Coupled Model Intercomparison Project 3
(CMIP3) [Randall et al., 2007] are also examined and com-
pared with the CCMVal‐2 models. The AR4 models used in
this study are identical to those from Son et al. [2009a] and
listed in Table 2. A total of 20 models from both the 20C3M
and A1B GHGs scenario integrations are analyzed, and all
available ensemble members are used, as with the CCMVal‐2
models. Note that, unlike the CCMVal‐2 models, the AR4
models prescribe stratospheric O3. The O3 forcing, however,
was applied differently in each model. Roughly half of the
models (12 from the 20C3M and 10 from the A1B GHGs
scenario integrations) prescribed stratospheric O3 depletion
in the past and recovery in the future, whereas the others used
climatological O3. Because of this, all analyses are performed
separately for models with and without time‐varying O3

concentration, as in work by Son et al. [2009a]. Although the
AR4 models differ from the CCMVal‐2 models in many
aspects (e.g., coarse versus fine vertical resolution in the
stratosphere, prescribed versus interactive stratospheric O3,
coupled versus prescribed surface boundary conditions, etc.),
we show below that overall results of the AR4 models are
qualitatively similar to those of the CCMVal‐2 models,
provided that the former prescribe time varying O3 forcing.
[11] Both model data sets are compared against reanalyses

by the European Centre for Medium‐Range Weather Fore-
casts (ERA40) [Uppala et al., 2005] and the National

Centers for Environmental Prediction–National Center for
Atmospheric Research (NCEP‐NCAR) [Kalnay et al.,
1996]. Due to limited observations in the SH before the
satellite era, only reanalyses between 1979 and 1999 are
used.
[12] Most results presented here are based on linear

trends. Linear trends are first computed from monthly or
seasonally averaged fields for each individual model reali-
zation with a least squares fit. The trend of a given model is
calculated by averaging the trends of all available ensemble
members. The analysis periods are 1960–1999 in the
CCMVal‐2 REF‐B1 and AR4 20C3M integrations, and

Table 2. AR4 Models Used in This Studya

Model Name 20C3M (1960–1999) A1B (2000–2079)

CSIRO Mk3.0 2 (Y) 1 (Y)
GFDL CM2.0 3 (Y) 1 (Y)
GFDL CM2.1 3 (Y) 1 (Y)
INGV SXGb 1 (Y) 1 (Y)
MIROC3.2(medres)b 3 (Y) 3 (Y)
MPI ECHAM5/MPI‐OMb 4 (Y) 4 (Y)
NCAR CCSM3.0b 8 (Y) 7 (Y)
NCAR PCM1b 4 (Y) 4 (Y)
UKMO HadCM3b 2 (Y) 1 (Y)
UKMO HadGEM1b 2 (Y) 1 (Y)
GISS EHb 5 (Y) 3 (N)
GISS ERb 9 (Y) 5 (N)
BCCR BCM2.0 1 (N) 1 (N)
CCCma CGCM3.1(T63) 1 (N) 1 (N)
CNRM CM3c 1 (N) 1 (N)
GISS AOM 2 (N) 2 (N)
IAP FGOALS‐g1.0 3 (N) 3 (N)
INM CM3.0 1 (N) 1 (N)
IPSL CM4 2 (N) 1 (N)
MRI CGCM2.3.2 5 (N) 5 (N)

aModels are identical to those used by Son et al. [2009a] and described
by Randall et al. [2007]. The parenthesized Y or N in the second and third
columns denotes the presence or absence of time‐varying stratospheric
ozone in each model.

bModels have prescribed ozone depletion and have seven or more
vertical levels between 300 hPa and 10 hPa (see Karpechko et al. [2008]).

cModel documentation claims the inclusion of time‐varying stratospheric
ozone, but the Antarctic polar cap temperature does not show the ozone
impact in either the 20C3M or A1B scenario integrations (see Figure 3c
of Son et al. [2008]).

Table 1. CCMVal‐2 Models Used in This Studya

Model Name REF‐B1 (1960–1999) REF‐B2 (2000–2079) References

AMTRAC3 1 Austin and Wilson [2010]
CAM3.5 1 1 Lamarque et al. [2008]
CCSRNIES 1 1 Akiyoshi et al. [2009]
CMAM 3 3 Scinocca et al. [2008], de Grandpré et al. [2000]
CNRM‐ACM 2 1 Déqué [2007], Teyssédre et al. [2007]
E39CA 1 Stenke et al. [2009], Garny et al. [2009]
EMAC 1 Jöckel et al. [2006]
GEOSCCM 1 1 Pawson et al. [2008]
LMDZrepro 3 Jourdain et al. [2008]
MRI 4 2 Shibata and Deushi [2008a, 2008b]
Niwa‐SOCOL 1 Schraner et al. [2008], Egorova et al. [2005]
SOCOL 3 3 Schraner et al. [2008]
UMETRAC 1 Austin and Butchart [2003]
UMSLIMCAT 1 1 Tian and Chipperfield [2005], Tian et al. [2006]
UMUKCA‐METO 1 1 Morgenstern et al. [2008, 2009]
UMUKCA‐UCAM 1 Morgenstern et al. [2008, 2009]
WACCM 4 3 Garcia et al. [2007]

aNumber of ensemble members is denoted in the second and third columns. See Morgenstern et al. [2010] for the details.
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2000–2079 in the CCMVal‐2 REF‐B2 and AR4 A1B sce-
nario integrations. An exception is section 3.1, where trends
are calculated for the period 1979–1999 to be compared
with reanalysis data, and for the period 2001–2050 to be
compared with the previous CCMVal activity (CCMVal‐1).
Past climate changes are analyzed for a relatively long
period of 40 years, mainly because O3 depletion began
before 1979; observations have shown that O3 concentration
started to decrease in the late 1960s, although early trends
are quite weak [e.g., Solomon, 1999, Figure 1]. The longer
period also allows us to obtain better statistics and compare
our results with previous studies. The analysis length for
future climate change is twice as long as that for past climate
change because O3 recovery is predicted to be slower than
its depletion in the past. The CCMVal‐2 models predict that
total column O3 over the Antarctic will likely reach its 1980
value around 2060 [Austin et al., 2010]. Although the

analysis period is somewhat subjective, results are only
weakly sensitive to the choice of time period. It is found that
trends over 2000–2049 are quantitatively similar to those
over 2000–2079, although the intermodel standard deviation
is somewhat larger.
[13] Stratospheric O3 has strong seasonality and its long‐

term trend is largest in the late spring. Its impact on the tro-
pospheric circulation, however, is delayed by a few months
and reaches a maximum in the summer, December–February
(DJF) [Gillett and Thompson, 2003; Shindell and Schmidt,
2004; Perlwitz et al., 2008; Son et al., 2008]. Hence, most
analyses in this study are carried out for the SH summer.

3. Results

[14] We first evaluate the CCMVal‐2 models by com-
paring the spatial and temporal structure of the zonal mean

Figure 1. The long‐term mean (thick orange) and linear trend (thin black contour) of DJF [u] over
1979–1999: (a) CCMVal‐2 REF‐B1 multimodel mean, (b) ERA40, and (c) NCEP‐NCAR reanalysis
data. (d) Future trends over 2000–2079 as simulated by the CCMVal‐2 REF‐B2 models. Contour intervals
of climatological wind and trend are 10 m s−1 starting from 10 m s−1 and 0.4 m s−1/decade, respectively. In
Figures 1a and 1d, multimodel mean values exceeding 1 standard deviation are shaded. In Figures 1b and
1c, trends which are statistically significant at the 95% confidence level are shaded. Zero contours are omit-
ted in all plots.
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zonal wind, [u], trends with reanalysis data. Figure 1a shows
multimodel mean climatology (thick contour lines) and
linear trend (thin contour lines) of DJF [u] for time period of
1979–1999. Multimodel mean trends which exceed 1 stan-
dard deviation of individual models’ trends are shaded.
Identical calculations were performed with the ERA40 and
NCEP‐NCAR reanalyses, and results are shown in Figures
1b and 1c where shading denotes trends which are statisti-
cally significant at the 95% confidence level in a Student’s t
test. The CCMVal‐2 models successfully reproduce the
spatial structure of the climatological jet and its recent trend.
The poleward displacement of the SH jet, whose spatial
structure is qualitatively similar to the zonal wind anomalies
associated with the positive phase of the SAM (not shown),
is particularly well reproduced.
[15] Each model is further evaluated by examining the DJF

[u] climatology and trend at 200 and 850 hPa (Figure 2).
Although the multimodel mean climatology looks reason-
able, we note that over two third of models fail to reproduce
the location of the SH jet: several models show the jet up to
10° north or south of the jet in the reanalysis data (Figures 2a
and 2c). In addition, most models overestimate the intensity
of the jet (Figures 2a and 2c). Long‐term trends of DJF [u]
also show notable differences among the models (Figures 2b
and 2d). Model trends are generally weaker than trends
derived from the reanalysis data, although the latter may
overestimate trends in the SH [e.g.,Marshall, 2003]. We note
here that the comparison to reanalysis data is carried out to
find qualitative similarity. The quantitative comparisons

between the models and reanalyses in the SH need great
caution, as the sparsity of observations draws into question
the quality of the latter. In fact, although DJF [u] trends are
comparable between the ERA40 and NCEP‐NCAR reanal-
ysis data (Figure 1), trends for other variables such as extra-
tropical tropopause pressure and the latitude of the poleward
boundary of the SH Hadley cell are substantially different.
For instance, hptrpi trends over 1979–1999 are −11.30 and
−4.99 hPa/decade for the ERA40 and NCEP‐NCAR reanal-
ysis data, respectively [see also Son et al., 2009a]. The [H]lat
trends are 0.84 and −0.83 degrees/decades, respectively; they
have opposite sign although the former is not statistically
significant. These suggest that the reanalysis data are not well
suited for trend analysis of the SH climate.
[16] It is noteworthy that in the NH the CCMVal‐2

models faithfully reproduce the jet. The location and
intensity of the climatological jet are remarkably similar to
those in the reanalysis data (Figures 2a and 2c). However,
long‐term trends are somewhat underestimated, as in the SH
(Figures 2b and 2d).

3.1. Vertical Structure of the SH Polar Climate Change

[17] Figure 3a shows the multimodel mean trend of polar
cap O3 as simulated by the CCMVal‐2 REF‐B1 integra-
tions. The CCMVal‐2 models successfully reproduce
stratospheric O3 depletion in the last 4 decades, which is
qualitatively similar to observations [e.g., Randel and Wu,
1999]. In fact, it was shown that long‐term trends of total
column ozone in most CCMVal‐2 models are to a large

Figure 2. The long‐term (left) mean and (right) trends of DJF [u] at (a, c) 200 hPa and (b, d) 850 hPa.
The thin grey and thick black lines denote individual CCMVal‐2 REF‐B1 model integrations and multi-
model mean, respectively.
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degree comparable to those in the observations [SPARC
CCMVal, 2010, chapter 10].
[18] Ozone depletion leads to radiative cooling in the

lower stratosphere (Figure 3b) after a delay of 1 month; that
is, the maximum O3 depletion is in October whereas the
maximum cooling is in November. This delay is consistent
with observations [Randel and Wu, 1999; Thompson and
Solomon, 2002] and likely caused by the relatively long
radiative time scale in the lower stratosphere, which is about
a month [e.g., Thompson and Solomon, 2002]. The cooling
over the southern polar cap then accelerates the extratropical
[u] (Figure 3c) by enhancing the zonal mean temperature [T]
gradient. This acceleration, however, is not confined to the
stratosphere. It penetrates all the way down to the surface
after a lag of another 1 to 2 months. The result is a signif-

icant intensification of [u] in the lower troposphere during
DJF (Figure 3c), as demonstrated in previous studies [e.g.,
Perlwitz et al., 2008]. Note that [u] changes in other seasons
are almost negligible. This suggests that tropospheric [u] in
the SH extratropics has been driven more by stratospheric
O3 than tropospheric GHGs changes in the period of anal-
ysis [see also Polvani et al., 2010].
[19] Figures 3d–3f show that future trends in the strato-

sphere have essentially the same structure as that in the past,
but with the opposite sign and a much weaker magnitude
[see also Perlwitz et al., 2008]. In contrast to the past cli-
mate integrations, however, stratospheric [u] changes in the
future climate integrations are not well linked to tropo-
spheric [u] changes (compare Figures 3c and 3f; see also
Figures 1a and 1d). A weak hint of deceleration is found in

Figure 3. Linear trends of (a, d) the monthly mean [O3], (b, e) [T] integrated south of 64°S, and (c, f) [u]
integrated from 70° to 50°S. The multimodel mean trends are computed for the time period of 1960–1999
in the CCMVal‐2 REF‐B1 runs (Figures 3a–3c) and for the time period of 2000–2079 in the CCMVal‐2
REF‐B2 runs (Figures 3d–3f). Starting month in the x axis is July, and contour intervals are 0.05 ppmv/
decade (Figures 3a and 3d), 0.5 K/decade (Figures 3b and 3e), and 0.5 m s−1/decade (Figures 3c and 3f).
Zero lines are denoted with thick black lines, and multimodel mean values exceeding 1 standard deviation
are shaded.
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December–January, but it is statistically insignificant. The
absence of future trend in tropospheric [u] is presumably
due to the slow pace of stratospheric O3 increase (compare
Figures 3a and 3d) which would only weakly decelerate the
jet and the fact that increase in GHGs continues to accelerate
the jet; over this period, GHG and O3 forcings oppose one
another. This result is consistent with previous studies
[Gillett and Thompson, 2003; Perlwitz et al., 2008; Son et al.,
2008, 2009b].
[20] It is noteworthy that the trend shown in Figure 1d is

somewhat weaker than the one predicted by the CCMVal‐1
models [Son et al., 2008]. Figures 4a–4c show DJF [u]
trends for time period of 2001–2050 in three sets of models:
the CCMVal‐2, CCMVal‐1 and AR4 models with pre-
scribing O3 recovery. Here the latter two are identical to
Figures 2a and 2c of Son et al. [2008]. The CCMVal‐2
models predict a weaker tropospheric [u] trend than the

CCMVal‐1 models, but one more comparable to the AR4
models with prescribed O3 recovery. This result suggests
that the difference between the CCMVal‐1 and AR4 models
discussed by Son et al. [2008] (Figures 4b and 4c) should
not be attributed to interactive stratospheric chemistry (see
section 5 for further discussions).
[21] To examine whether the difference between the

CCMVal‐2 and CCMVal‐1 models are significant, multi-
model mean trends are separately calculated for those
models which archived both the CCMVal‐1 and CCMVal‐2
data. The near‐surface [u] trends are generally not signifi-
cant except in very narrow regions (Figures 4d and 4e), and
the difference between the two sets of CCMVal models is
not statistically significant, due to large intermodel vari-
ability. Thus Figure 4 cannot be interpreted to show that the
CCMVal‐2 models unequivocally predict weaker circula-
tion changes than the CCMVal‐1 models. It is interesting,

Figure 4. The long‐term mean (thick black contour) and linear trend (shading with thin contour lines) of
DJF [u] over 2001–2050: multimodel mean values are shown for (a) CCMVal‐2 REF‐B1, (b) CCMVal‐1,
and (c) AR4 models with prescribing ozone recovery. Contour intervals of climatological wind and trend
are 10 m s−1 starting from 10 m s−1 and 0.5 m s−1/decade, respectively. The plot format is the same as
Figure 2 of Son et al. [2008]. (d, e) Similar to Figures 4a–4c but for the six models which archived both
the CCMVal‐1 and CCMVal‐2 data. Those models are CCSRNIES, CMAM, GEOSCCM, MRI, SOCOL
and WACCM. The plot format is the same as Figure 1.
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however, that the two sets of models predict quantitatively
similar polar cap O3 trends (not shown), differing more in
their tropospheric response.

3.2. SH Circulation Change: Multimodel Mean Trends

[22] The multimodel mean trends are examined for the
variables listed in Table 3: polar cap ozone at 50 hPa
(hO3i50), polar cap temperature at 100 hPa (hTPi100), tropo-
pause pressure in the extratropics (hptrpi), the location of the
tropospheric jet ([u]lat), the intensity of the jet ([u]max) and
the location of the southern boundary of the SH Hadley cell
([H]lat). These variables are defined using conventional
definitions. The tropopause pressure is identified by the point
where the lapse rate reaches 2 K/km temperature [World
Meteorological Organization, 1957], and the location of
the westerly jet is defined by the latitude of maximum [u] at
850 hPa [Lu et al., 2008; Son et al., 2009b]. The poleward
boundary of the Hadley cell is identified by the zero value of
zonal mean mass stream function, [Y], at 500 hPa [Hu and
Fu, 2007; Lu et al., 2008; Son et al., 2009b].
[23] Both the past and future climates are examined using

the CCMVal‐2 and AR4 model output. Here multimodel
mean trends of the AR4 models are calculated separately for
models with and without time‐varying O3. This approach is
identical to that of Son et al. [2009a] except for the analysis
period (i.e., 2000–2049 for scenario integrations from Son
et al. [2009a]) and the latitudinal extent of analysis (i.e.,
south of 70°S from Son et al. [2009a]). Results are sum-
marized in Figure 5 for DJF. Each plot, except Figure 5a,
consists of six marks with error bars representing multimodel
mean trends and one standard deviation bounds for the six
groups of models. From the left to the right, they are derived
from the CCMVal‐2 REF‐B1 integrations (17 models), the
AR4 20C3M integrations with O3 depletion (12 models) and
without O3 depletion (8 models), the AR4 A1B GHGs
scenario integrations without O3 recovery (10 models) and
with O3 recovery (10 models), and the CCMVal‐2 REF‐B2
integrations (10 models).
[24] Figure 5a shows the stratospheric O3 trends in the SH

late spring. The CCMVal‐2 models show significant
decrease in stratospheric O3 in the past (red circle), which is
over twice as strong as the increase of O3 in the future (blue
square). Note however that the future trends act over a longer
period, so that the total change over the two periods is more
comparable. Although direct comparison to observations is
not possible due to a lack of observations at a given level for
a long‐term period, the simulated hO3i50 trend seems to be
quite reasonable as can be inferred from their temperature

trend, which is quantitatively similar to the observations
(Figure 5b). Here we note that the AR4 models show similar
temperature trends to the CCMVal2 models, provided only
those with time‐varying O3 are considered (grey filled circle
and square). Although it is not entirely clear how strato-
spheric O3 is prescribed in the AR4 models, this suggests that
these two sets of models have comparable O3 forcing in both
the past and future climate integrations.
[25] It is noteworthy in Figure 5b that, in the absence of

time‐varying O3, the AR4 models show negligible temper-
ature change in the lower stratosphere not only in the past
but also in the future climate integrations (grey open circle
and square). Given the fact that anthropogenic GHG
increase is stronger in the future than in the past climate
integrations, this suggests that GHG increase plays only a
minor role in the lower stratospheric temperature change
over the pole. We note that the lack of sensitivity to GHG
changes between the past and future climate integrations is
also found in other variables (grey open circles and squares
in Figures 5c–5e) as discussed below.
[26] Figure 5c shows the long‐term trend in extratropical

tropopause pressure. Lower stratospheric cooling is
accompanied by a decrease in tropopause pressure in the
extratropics, corresponding to an increase in tropopause
height. This sensitivity is anticipated as strong cooling in
the lower stratosphere increases the temperature lapse rate
near the tropopause, pushing the location where the rate
reaches 2 K/km upward [Santer et al., 2003; Son et al.,
2009a]. While GHG increase alone tends to cause a con-
tinued decrease in tropopause pressure in the 21st century
(open square in Figure 5c), this effect is largely canceled
by the response to ozone recovery in the future which
tends to warm the lower stratosphere and increase tropo-
pause pressure.
[27] Previous studies have shown that decrease in extra-

tropical tropopause pressure (or cooling in the lowermost
stratosphere) could cause the westerly jet to move poleward
[Polvani and Kushner, 2002; Haigh et al., 2005; Williams,
2006; Lorenz and DeWeaver, 2007]. Consistent results are
found in the CCMVal‐2 model integrations (Figure 5d).
Note that the westerly jet shifts poleward even in the
absence of ozone change (grey open circle and square in
Figure 5d). This is attributed to increase in GHGs. However,
poleward displacement is much stronger in the presence of
O3 depletion and weaker in the presence of O3 recovery,
indicating that stratospheric O3 plays a significant role in the
tropospheric circulation change. A similar sensitivity is also
found in the location of the SH summer Hadley cell
boundary: stratospheric O3 depletion tends to strengthen the
expansion of the Hadley cell whereas its recovery tends to
weaken it (Figure 5e). Although the intermodel differences
are quite large, the circulation changes associated with
ozone depletion (red circles in Figures 5d and 5e) are still
well separated from those associated with ozone recovery
(blue squares in Figures 5d and 5e; see also Figure 7c).
[28] It should be noted that the SH summer circulation is

not linearly dependent on the magnitude of the GHG forc-
ing. The AR4 models which do not prescribe time‐varying
O3 show quantitatively similar trends in the poleward dis-
placement of the jet and expansion of the Hadley cell in both
the past and future climate integrations (grey open circle and
square in Figures 5d and 5e), despite a faster increase of

Table 3. Variables Analyzed in The Studya

Acronym Content

hO3i50 Polar cap [O3] at 50 hPa integrated south of 64°S
hTPi100 Polar cap [T] at 100 hPa integrated south of 64°S
hptrpi Extratropical zonal mean tropopause

pressure integrated south of 50°S
[u]max Jet strength defined by maximum [u] at 850 hPa
[u]lat Jet location defined by location of maximum [u] at 850 hPa
[H]lat Location of the Hadley cell boundary

defined by zero [Y] at 500 hPa

aHere Y denotes mass‐stream function and angle brackets denote a
latitudinal, longitudinal, and seasonal average.
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GHG concentration in the future (Although not shown,
tropical upper tropospheric warming in the AR4 A1B sce-
nario integrations is about 1.5 times stronger than that in the
20C3M integrations). This puzzling result may be attributed
to other external forcings which differ between the past and
the future climate. Further studies are needed.
[29] The results presented in Figure 5 suggest that

stratospheric ozone influences the entire SH circulation from
the stratosphere to the lower troposphere and from the polar
regions to the subtropics, as discussed by Son et al. [2009b].

Although quantitative differences are present (to be further
discussed later), both the CCMVal‐2 and the AR4 models
show that stratospheric O3 depletion has helped the SH
summer jet to shift poleward and Hadley cell to expand
poleward in the recent past. These trends are predicted to be
weakened or even disappear in the future due to the antic-
ipated O3 recovery. To confirm this finding, further analyses
are carried out for the SH winter, June–August (JJA), when
stratospheric O3 forcing is essentially absent. As expected,

Figure 5. Multimodel mean trends of the SH summer circulation as simulated by the CCMVal‐2 and the
AR4 models. The mean trends and 1 standard deviation error bars are shown for (a) September–December
(SOND) hO3i50, (b) October–January (ONDJ) hTPi100, (c) December–February (DJF) hptrpi, (d) DJF
[u]lat, and (e) DJF [H]lat. See Table 3 for the definition of each variable. In Figure 5a, ozone trends
are not shown for the AR4 models with time‐varying ozone as they are neither archived nor documented.
In Figure 5b the observed temperature trend near 70°S for time period of 1969–1998 [Thompson and
Solomon, 2002] is shown with a cross for reference. In all plots, multimodel mean trends for the AR4
models with high vertical resolution (models with footnote b in Table 2) are indicated by triangles. Note
that negative trends in Figures 5d and 5e denote poleward shift in westerly jet or poleward expansion of
the Hadley cell in the SH.
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multimodel mean trends do not show the systematic varia-
tion among the six sets of models in that season (Figure 6).

3.3. SH Circulation Change: Individual Model Trends

[30] To quantitatively assess the relationship between
stratospheric O3 and the tropospheric circulation, we ana-
lyze the responses of individual models separately. Only the
CCMVal‐2 models are used here as the AR4 models did not
archive O3 fields. Figure 7a shows the relationship between
the September–December (SOND) hO3i50 trend and the
October–January (ONDJ) hTPi100 trend. These months are
chosen to capture the maximum trends of each variable at a
given pressure level (see Figure 3). It is found that the ONDJ
hTPi100 trend is linearly correlated with the SOND hO3i50
trend. The strong correlation is expected because lower
stratospheric temperature in the southern high latitudes is
largely controlled by radiative processes. Although not

shown, a similar linearity, with correlation coefficient of 0.87,
is also found between SOND hO3i50 and DJF hptrpi trends.
[31] Figure 7b shows the relationship between the SOND

hO3i50 and DJF [u]lat trends. Again, a quasi‐linear rela-
tionship is found, with stronger poleward displacement of
the westerly jet associated with stronger O3 depletion.
Although the correlation is weaker for past climate changes,
the correlation coefficient (r = 0.55) is still statistically
significant and it is remarkably high value considering the
fact that hO3i50 is measured at 50 hPa over polar cap and
[u]lat is calculated using [u] at 850 hPa in midlatitudes. A
similar relationship is also found in DJF [u]max trends: the
jet is accelerated much faster when O3 depletion is stronger.
This is expected because poleward displacement of the jet is
typically accompanied by intensification of the jet in the SH
summer, as shown in Figure 8a (see also Figure 1a).
[32] Figure 7c shows the relationship between SOND

hO3i50 andDJF [H]lat trends. A weak quasi‐linear relationship

Figure 6. Same as Figure 5 but for (a) March–June (MAMJ), (b) April–July (AMJJ), and (c–e) June–
August (JJA).
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Figure 7. The trend relationship between SOND hO3i50 and several variable of interest for each
CCMVal‐2 model: (a) ONDJ hTPi100, (b) DJF [u]max, and (c) DJF [H]lat. Linear trends based on the time
period of 1960–1999 for the CCMVal‐2 REF‐B1 runs and 2000–2079 for the CCMVal‐2 REF‐B2 runs
are shown with red circles and blue squares, respectively. Correlation between the two variables is cal-
culated for both all models and only REF‐B1 models, and shown in each plot. The correlation coefficients
(r) which are statistically significant at the 95% confidence level are indicated with an asterisk.

Figure 8. The trend relationships between (a) DJF [u]lat and [u]max and (b) DJF [u]lat and [H]lat in the
CCMVal‐2 models. The color code is the same as in Figure 7.
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is still present, although it is not as strong as for [u]lat trend. It
indicates that stratosphere polar cap O3 affects not only the
extratropical circulation but also the subtropical circulation in
the SH. This remote influence is partly associated with the
fact that the location of the Hadley cell boundary and the
location of the jet change coherently in response to external
forcing. As shown in Figure 8b, poleward displacement of
the jet is typically accompanied by poleward expansion of
the Hadley cell in the SH summer. A similar relationship is
also found in the AR4 models [Son et al., 2009b].
[33] The systematic circulation changes in response to

stratospheric O3 forcing, for example, stronger poleward
displacement and intensification of the jet and stronger
poleward expansion of the Hadley cell with stronger O3

depletion, suggest that tropospheric circulation changes are
mediated by the same physical process(es). We argue that
circulation changes are highly associated with baroclinic
eddies as discussed in previous studies [e.g., Lu et al., 2008].
It is well established that the width of the Hadley cell is
strongly influenced by baroclinic eddies [Held and Phillipps,
1990; Kim and Lee, 2001; Walker and Schneider, 2006].
Observations show that the poleward boundary of the Hadley
cell is typically located near the zero value of eddy momen-
tum flux convergence (the meridional component of the
Eliassen‐Palm (EP) flux divergence) in the upper troposphere
[e.g., Son and Lee, 2005, Figure 1]. It is also known that the
extratropical jet, especially the summer hemisphere jet, is

largely driven by baroclinic eddies [Lee and Kim, 2003] and
located at the latitude of maximum eddy momentum flux
convergence in the upper troposphere [e.g., Son and Lee,
2005, Figure 1]. These suggest that both the jet and the
Hadley cell boundary will shift poleward if the eddy fields
shift poleward. Figure 9 shows the EP flux climatology and
trend over 1960–1999 in the CCMVal‐2 REF‐B1 model
integrations where eddy fields are available. Here the EP flux
is calculated using equation (3.5.3) of Andrews et al. [1987],
based on primitive equations. It confirms that the whole
eddy field, as represented by the EP flux, has shifted pole-
ward along with the tropospheric circulation in the last four
decades (Figure 9b). Although this analysis does not provide
a causal relationship, it suggests that tropospheric changes,
driven by stratospheric O3 loss, are likely mediated by
eddies.

4. Possible Mechanisms for O3‐Induced
Circulation Change

[34] To better understand the model results, we consider
two questions in this section: (1) How does stratospheric
ozone influence the tropospheric circulations? (2) Why does
the tropospheric response to a given ozone forcing quanti-
tatively differ among the models? Although tropospheric
trends are quasi‐linearly related with stratospheric O3 trends,
suggesting a common mechanism (question 1), there is sig-

Figure 9. The multimodel mean EP flux vectors and divergence in the SH summer: (a) climatology and
(b) linear trend between 1960 and 1999. The vertical component of EP flux vector is multiplied by the
aspect ratio, and a reference vector is shown in each plot with units of kg s−2 in Figure 9a and kg s−2/
decade in Figure 9b. The contour intervals of EP flux divergence are 80 kg m−1 s−2 in Figure 9a and
4 kg m−1 s−2/decade in Figure 9b. The zero lines are omitted. Superimposed orange lines are DJF [u] cli-
matology in Figure 9a and multimodel trend in Figure 9b in the same time period. Contour intervals are
10 m s−1 and 0.4 m s−1/decade, and the zero lines are omitted. Here multimodel mean values are calcu-
lated using the seven CCMVal‐2 REF‐B1 models which archived zonal mean eddy fields: CMAM,
E39CA, GEOSCCM, LMDZrepro, Niwa‐SOCOL, SOCOL, and UMUKCA‐METO (see Table 1).
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nificant scatter about the linearity in Figure 7. For instance,
seven of the models in Figure 7b exhibit hO3i50 trends
between −0.4 to −0.5 ppmv/ decade, but [u]lat trends between
from −1.0 to −0.2 degrees/decade. We show below that this
scatter is not simply due to sampling error.
[35] The above two questions are addressed only qualita-

tively as the purpose of this section is not to explicitly
develop or evaluate dynamical mechanism(s), but rather to
briefly review the mechanisms proposed in the literature and
examine whether they are consistent with circulation changes
simulated by the CCMVal‐2 models, and so plausible can-
didates for explaining the O3‐induced circulation changes in
the troposphere. Only the CCMVal‐2 REF‐B1 integrations
are examined since the ozone forcing in the CCMVal‐2
REF‐B2 integrations is comparatively weaker relative to
GHG forcing.

4.1. How Does Stratospheric O3 Affect
the Tropospheric Circulations?

[36] Wave‐mean flow interaction theory provides a direct
mechanism by which changes in stratospheric wave driving
influence the troposphere through the “downward control”
[Haynes et al., 1991]. It suggests that wave drag in the
stratosphere, which is often quantified by EP flux diver-
gence, can influence the troposphere by modifying the mean
meridional circulation via geostrophic and hydrostatic bal-
ances. A series of modeling studies [Kushner and Polvani,
2004; Song and Robinson, 2004], however, have cast
doubt on its role, as downward control fails to explain the
stratosphere‐troposphere coupling in highly controlled, rel-
atively simple model integrations.
[37] To explore downward control with the CCMVal‐2

data set, we examine whether the quasi‐barotropic accelera-
tion of the SH jet in association with O3 depletion (Figure 1a)
is consistent with the downward control argument. Figure 9b
shows the multimodel mean trend of the EP flux in the
CCMVal‐2 REF‐B1 integrations. The EP flux divergence
does exhibit a negative trend around 20 hPa and 60°S.
Although weak, this negative trend is statistically significant.
The resulting mean meridional circulation computed from
downward control, however, would drive surface easterlies
instead of westerlies, suggesting that downward control is not
likely relevant to O3‐induced surface wind change in the
CCMVal‐2 model integrations.
[38] Other studies have considered the influence of the

lower stratospheric wind on tropospheric baroclinic eddies
[Charlton et al., 2004; Kushner and Polvani, 2004; Song
and Robinson, 2004]. Chen and Held [2007] suggest that
O3‐induced zonal wind change in the lower stratosphere
may modify tropospheric eddies by changing the phase
speed of baroclinic waves in the troposphere. Unfortunately
this mechanism cannot be evaluated with the monthly mean
zonally averaged fields used in this study. Based on quasi‐
geostrophic refractive index dynamics, Simpson et al.
[2009] proposed that lower stratospheric thermal forcing
might communicate with the troposphere by changing the
potential vorticity gradient, which alters the propagation
direction of baroclinic waves. Although this is consistent
with the EP flux trends shown in Figure 9b, it is unclear
whether changes in wave propagation in the CCMVal‐2
models, e.g., the EP flux change in Figure 9b, are the

response to stratospheric forcing or the response to tropo-
spheric circulation change itself.
[39] As an alternative mechanism, Grise et al. [2009]

argued that observed circulation change in the SH might
partly result from radiative cooling in the troposphere
caused by ozone loss; lower stratospheric cooling could
reduce long‐wave radiation from the stratosphere to the
troposphere. It leads to a significant cooling in the extra-
tropical troposphere which in turn modifies the tropospheric
circulation. This argument, however, is unlikely to apply to
the CCMVal‐2 models as the polar cap temperature trend is
almost negligible in the troposphere (Figure 3b).
[40] In summary there is, at present, no conclusive

mechanism on how stratospheric O3 influences the tropo-
sphere, although downward control and long‐wave radiation
arguments do not likely hold. It calls for more extensive
study. Particularly, the possible role of nonlinear wave‐
mean flow interaction deserves detailed investigation.
Recent studies by Wittman et al. [2007] and Kunz et al.
[2009] have shown that the linear theory, which is the
basis of work by Chen and Held [2007] and Simpson et al.
[2009], cannot explain the spatial structure of wave breaking
caused by the stratospheric wind.

4.2. What Controls the Amplitude of the Tropospheric
Response to O3 Depletion?

[41] We next examine the intermodel difference in tro-
pospheric circulation sensitivity to O3, in particular the
spread around the quasi‐linear relationship illustrated in
Figure 7. This scatter is unlikely to be the result of sampling
errors or differences in their external forcing, since trends
are calculated with 4 decade long time series and all models
are driven by identical forcings. Among many possible
reasons, we show below that it is partly associated with the
model climatology, which differs substantially from one
model to another (Figures 2a and 2c).
[42] The relationship between the climatological jet loca-

tion at 850 hPa and [u]max trend normalized by hO3i50 trend
is presented in Figure 10a. The normalized [u]max trend is
somewhat linearly correlated with model climatology; that
is, circulation responses to O3 changes are generally stron-
ger in models where the climatological jet is located in
lower latitudes. This appears counterintuitive at first, as
ozone forcing is better separated from the jet as the jet is
located in lower latitudes. A similar relationship between
climatology and climate response to external forcing, how-
ever, has also been identified for different external forcings
in both idealized [Simpson et al., 2010] and comprehensive
GCMs [Kidston and Gerber, 2010].
[43] The dependency of ozone‐induced circulation chan-

ges on model climatology is perhaps not surprising. Son and
Lee [2006] have shown that the projection of climate change
onto the annular mode (e.g., Figure 1a) is strongly depen-
dent on the structure of time‐mean flow. Gerber and
Polvani [2009] and Chan and Plumb [2009] have also
shown that the stratospheric influence on the tropospheric
circulation is highly sensitive to the background flow in the
troposphere. Although a detailed investigation is beyond the
scope of the present study, we address below two possible
scenarios that might explain this sensitivity: a simple geo-
metric constraint and a dynamical constraint.
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[44] The geometry of the sphere and the equator‐to‐pole
temperature difference establish a high‐latitude limit to the
extent of the extratropical jet. If the jet changes its location
in response to external forcing, the poleward displacement
(and intensification) may preferentially occur when the cli-
matological jet is located in the latitudes lower than this
high‐latitude limit. In models where the climatological jet is
located in high latitudes, it is likely difficult to move the jet
farther poleward. In contrast, in models where the climato-
logical jet exhibits an equatorward bias, there is much more
room for the jet to move poleward. This simple, likely
oversimplified, argument amounts to a geometric constraint.
[45] The dynamic constraint is linked to a connection

between internal variability and background flow. A series
of idealized modeling studies by Gerber and Vallis [2007],
Son et al. [2008] and Simpson et al. [2010] have shown that
the e‐folding time scale of zonal mean flow variability or
annular mode (hereafter simply “the time scale”) is highly
sensitive to the background flow. They found that it is
shorter in integrations where the climatological eddy‐driven
jet is located in higher latitudes. Figure 10b shows the
relationship between the time scale and the location of cli-
matological jet for the CCMVal‐2 models. Here, the time
scale is estimated by e‐folding time scale of the SAM index,
derived from the Empirical Orthogonal Function (EOF)
analyses of daily zonal mean geopotential height. This
e‐folding time scale is first calculated at each model level
and then integrated from the surface to 250 hPa. (See Gerber
et al. [2010] for further details.) It is found that the time
scale is highly correlated with the location of climatological
jet, decreasing as the jet is located in higher latitudes. This is
consistent with idealized model experiments. A similar
relationship is also found in the AR4 model integrations
[Kidston and Gerber, 2010].

[46] The fluctuation‐dissipation theorem links the inter-
nal variability of a system to its response to external
forcing [e.g., Leith, 1975]. Proper application of fluctua-
tion‐dissipation theory requires knowledge of the correla-
tion structure between all modes of the system, or at least a
subset sufficient to represent the dynamics [e.g., Majda
et al., 2010], but such an analysis is beyond the scope of
this study. As discussed by Leith [1975], however, a simpler
relationship may apply if the annular mode is sufficiently
uncorrelated with other modes in the system. In this case one
might expect that for models with more persistent internal
variability (e.g., longer time scale), the jet should respond
more to external forcing, as found by Gerber et al. [2008]
and Ring and Plumb [2008] in idealized model integra-
tions. This is to a large degree in agreement with the
findings of Figure 10.
[47] Why is the e‐folding time scale shorter as the jet is

located in higher latitudes? It may arise from meridional
propagation of baroclinic eddies [Son et al., 2007; Simpson
et al., 2010]. The summer hemisphere jet is essentially
driven by eddies and generally forms at the region of
maximum baroclinicity as discussed in section 3.3 (see also
Figure 9a). Given that baroclinicity in the subtropics is fixed
by the Hadley circulation, the extratropical jet at higher
latitudes implies a broader baroclinic zone where baroclinic
waves can propagate. This may allow eddies to propagate
latitudinally more effectively, weakening the stability of the
eddy fluxes which maintain the zonal mean flow anoma-
lies. The result would be a less stationary zonal mean flow
anomaly in time, leading to shorter time scale. The oppo-
site would be the case for the jet located in lower latitudes.
Eddy activity would be confined to a more limited latitude
band, and would increase the chances that eddy fluxes
continuously occur at similar latitudes, making zonal mean

Figure 10. The relationship between the climatological jet location in the CCMVal‐2 REF‐B1 scenario
and (a) the tropospheric jet response to ozone depletion and (b) time scale of the SAM index in the SH
summer as simulated by the CCMVal‐2 REF‐B1 models. In Figure 10a the tropospheric [u]max trend is
normalized by the hO3i50 trend. Only 15 models are used here excluding two outliers which show too
weak hO3i50 trend or negative [u]max trend (see Figures 7 and 8). In Figure 10b, only 11 models are
used, as others have not archived sufficiently daily data. Time scale based on the NCEP‐NCAR reanalysis
[Baldwin et al., 2003] is indicated with error bar in Figure 10b.
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flow anomalies persist longer. See Gerber and Vallis
[2007], Son et al. [2007], and Simpson et al. [2010] for
further discussion.

5. Summary and Discussion

[48] Our analyses of both CCMVal‐2 and AR4 model in-
tegrations confirm the growing body of evidence that
stratospheric O3 plays a significant role in the tropospheric
circulation of the SH in austral summer [e.g., Thompson and
Solomon, 2002; Gillett and Thompson, 2003; Shindell and
Schmidt, 2004; Arblaster and Meehl, 2006; Miller et al.,
2006; Cai and Cowan, 2007; Perlwitz et al., 2008; Son
et al., 2008, 2009b, 2009a]. Its impacts are illustrated
schematically in Figure 11. Stratospheric O3 depletion
has (1) decreased the lower stratospheric temperature,
(2) increased the tropopause height, (3) intensified the
westerly jet and (4) displaced it poleward, and (5) expanded
the Hadley cell poleward (Figure 11a). The opposite is
expected when stratospheric O3 increases, as predicted to
occur over the next several decades (Figure 11b). Since

circulation changes driven by O3 recovery would oppose
those by tropospheric GHGs increase, it is anticipated that
tropospheric circulation changes in the future will be sub-
stantially weaker than, or even the reverse of, those observed
in the past. All of these are consistent with previous studies.
[49] Although not the focus of this study, stratospheric O3

is known to affect the surface climate [e.g., Thompson and
Solomon , 2002; Son et al., 2009a]. Thompson and
Solomon [2002] have shown that stratospheric O3 deple-
tion has warmed the Antarctic peninsula, but cooled the
Antarctic continent in the recent past. It has also contributed
to a dipolar change of sea level pressure between midlati-
tude and subpolar regions, equivalent to strengthening of
positive trend in the SAM index. The resulting enhancement
of pressure gradient accompanies strong surface westerly
around 60°S, consistent with quasi‐barotropic acceleration
of zonal wind shown in Figure 1a. As noted by Son et al.
[2009a], stratospheric O3 also influences global hydrology.
Expansion of the subtropical dry zone in the recent past is
strongly associated with poleward expansion of the Hadley
cell [Lu et al., 2007]. Likewise, the poleward shift of the
extratropical storm tracks is largely accompanied by pole-
ward displacement of westerly jet as indicated in Figure 11
[e.g., Yin, 2005]. We expect that these direct and indirect
impacts of O3 will reverse in the future due to the antici-
pated recovery of stratospheric O3.
[50] The changes in surface climate, partly associated with

stratospheric O3, are also known to affect the upper ocean
salinity and temperature. Observational studies have shown
that the upper ocean in the southern high latitudes has been
freshening over the last 4 decades [Gille, 2002; Böning et al.,
2008]. This has been attributed in part to the enhanced
precipitation over the Southern Ocean resulting from the
poleward shift of the tropospheric circulation [Böning et al.,
2008]. It has also been suggested that the upper ocean
temperature might be modulated by surface wind change
(e.g., Figure 1a) through Ekman transport [e.g., Fyfe et al.,
1999]. These changes in the upper ocean in turn feedback
on the troposphere, possibly amplifying the O3‐induced
circulation change in the SH.
[51] The potential links between stratospheric O3 and the

ocean suggest that climate prediction in the SH may require
coupling from top to bottom, with models which incorporate
both stratospheric chemistry and an interactive ocean. The
computational expense to resolve both stratospheric chem-
istry and the ocean circulation has limited such modeling at
present. This raises a practical question: can coupled models
such as those participating in the IPCC AR4 produce the
correct climate response, given a reasonable O3 forcing? An
ideal approach to answer the question is to compare iden-
tical model integrations with interactive O3 or prescribed O3,
as in work by Gillett et al. [2009] and Waugh et al. [2009].
An imperfect alternative, but one that allows us to incor-
porate all models, is to directly compare CCMVal‐2 model
predictions with the AR4 model predictions that were forced
with O3 loss and recovery. Figure 5b shows that the AR4
models with time‐varying O3 have quantitatively similar
temperature trends to the CCMVal‐2 models, indicating that
the two sets of models have comparable O3 forcings. The
resulting circulation changes in the troposphere are also
comparable (Figures 5d and 5e), suggesting that interactive
O3 may not be necessary if O3 is reasonably prescribed in

Figure 11. A schematic representation of the impact of
stratospheric ozone loss and recovery on the tropospheric
circulation in the SH summer. Changes in the extratropical
tropopause height and location of the westerly jet, storm
track (and associated midlatitude precipitation), and the
poleward boundary of the Hadley cell are highlighted.
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the AR4‐type coupled models. In this regard, a potentially
important result of this study is the closer agreement on
future circulation trends between CCMVal‐2 and AR4
models (Figure 4), as compared with the differences
between CCMVal‐1 and AR4 models found by Son et al.
[2008].
[52] We note, however, that the circulation changes pre-

dicted by the AR4 models are somewhat weaker than those
predicted by the CCMVal‐2 models in the past climate in-
tegrations. The difference is not statistically significant, and
so could be associated with sampling errors, but there may
be physical reasons for the decreased sensitivity in the AR4
models. The underestimate could be associated with vertical
resolution in the stratosphere, which is coarse in many AR4
models. Karpechko et al. [2008] found that relatively high
vertical resolution is required to capture ozone‐induced
polar cap temperature change. The multimodel mean trends
based on models with reasonably high vertical resolution in
the stratosphere are indeed stronger (triangles in Figure 5),
but they are still weaker than those in the CCMVal‐2
models. Another possibility is the deficiency in the pre-
scription of ozone forcing itself [Gillett et al., 2009; Waugh
et al., 2009]. Stratospheric O3 forcing in most AR4 models
is zonally symmetric, in contrast with observations and
CCMVal‐2 model output, which exhibit strong asymme-
tries. The differences between the CCMVal‐2 models and
the AR4 models shown in Figures 5d and 5e, are in fact
comparable to those found by Waugh et al. [2009], who
compared model integrations with fully interactive ozone
and those with zonally averaged ozone forcing.
[53] Lastly, our investigation of intermodel differences in

the quantitative response of the troposphere to stratospheric
ozone highlights the importance of model climatology and
large‐scale dynamics. The location of the SH jet, a key
element of the climatology particularly for interaction with
the ocean, varies by over 10° across the CCMVal‐2 models,
and most models exhibit an equatorward bias relative to
observations. While errors in the climatology have con-
sequences for regional climate in their own right, these
biases also appear to be closely related with differences in
time scales of internal variability and differences in tropo-
spheric response to stratospheric O3 change among the
models. It suggests that uncertainty in large‐scale dynamics
must be addressed alongside the processes governing the
coupling between chemistry and climate.
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