## THE LONDON SCHOOL OF ECONOMICS AND POLITICAL SCIENCE

# Connectivity Properties of Some Transformation Graphs 

Somkiat Trakultraipruk

A thesis submitted to the Department of Mathematics of the London School of Economics for the degree of Doctor of Philosophy, London, January 2013

To my parents

## Declaration

I certify that the thesis I have presented for examination for the MPhil/PhD degree of the London School of Economics and Political Science is solely my own work other than where I have clearly indicated that it is the work of others (in which case the extent of any work carried out jointly by me and any other person is clearly identified in it).

The copyright of this thesis rests with the author. Quotation from it is permitted, provided that full acknowledgement is made. This thesis may not be reproduced without my prior written consent.

I warrant that this authorisation does not, to the best of my belief, infringe the rights of any third party.

## Abstract

Many combinatorial problems can be formulated as "can we transform configuration 1 into configuration 2 if certain transformations are allowed?" In order to study such questions, we introduce a so-called transformation graph. This graph has the set of all possible configurations as its vertex set, and there is an edge between two configurations if one configuration can be obtained from the other by one of the allowed transformations. Then a question like "can we go from one configuration to another one" becomes a question about connectivity properties of transformation graphs.

In this thesis, we study the following types of transformation graphs in particular:

Labelled Token Graphs: Here configurations are arrangements of labelled tokens on a given graph, and we can go from one arrangement to another one by moving one token at a time along an edge of the given graph. We classify all cases when labelled token graphs are connected, and classify all pairs of arrangements that are in the same component. We also look at the problem how hard it is to determine the length of the shortest path between two arrangements.

Strong $k$-Colour Graphs: For this transformation graph, the configurations are the proper vertex-colourings of a given graph with $k$ colours, in which all $k$ colours are actually used. We call such a colouring a strong $k$-colouring. We study the problem when we can transform any strong $k$-colouring into any other one by recolouring one vertex at a time, always maintaining a strong $k$-colouring. For
certain classes of graphs, we can completely determine when the transformation graph of strong $k$-colourings is connected.
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## Introduction

The primary focus of this thesis is to study "Transformation Graphs". But what are they? And why should we study them? It might be good to start the thesis by answering these two questions. We may answer the first question by using the following definition.

Let $O$ be a collection of objects and $T$ a collection of transformations, where each transformation changes one object into another object. The transformation graph has $O$ as its vertex set, and there is an edge between two objects if one object can be obtained from the other by some transformation from $T$.

With the definition above, it may not be that clear what transformation graphs really are. So here we give some examples of transformation graphs.

The graph $T G(v, e)$
Let $G(v, e)$ be the class of all graphs with $v$ vertices and $e$ edges. Define the graph $T G(v, e)$ to be the graph having $G(v, e)$ as its vertex set, and two vertices are adjacent if one vertex can be obtained from the other by adding an edge and deleting another edge.

The ( $\Delta, n$ )-Graph
Let $G(\Delta, n)$ be the class of all graphs with $n$ vertices, and with maximum degree $\Delta$. Define the $(\Delta, n)$-Graph to be the graph having $G(\Delta, n)$ as its vertex set, and two vertices are adjacent if one vertex can be obtained from the other by either adding or deleting an edge.

We can see that these two examples have the vertex sets coming from the class of graphs with some specific properties. However, there are some other transformation graphs, getting the vertex sets from different ways, e.g., Token Graphs.

Token Graphs (Fabila-Monroy et al. [11])
For a graph $G$ and positive integer $k$, let the token graph $F_{k}(G)$ be the graph whose vertices are $k$-subsets of $V(G)$, and two $k$-subsets are adjacent in $F_{k}(G)$ if their symmetric difference (the set of vertices which are in either of the sets but not in both sets) is a pair of adjacent vertices in $G$.

We have extended the study of Fabila-Monroy et al. by generalising the problem to any number of tokens. Additionally, tokens can be identical or different. For more details, see Labelled Token Graphs in Chapter 2.

Next, we will answer the second question, "why should we study transformation graphs?". A possible answer is the following. In some problems, we cannot solve them directly, or they are not easy to be solved directly, but when we transform them to other problems, they might be solved easier.

The 15 -puzzle is a sliding puzzle that consists of 15 squares numbered from 1 to 15 that are placed in a $4 \times 4$ box leaving one position out of the 16 empty. The object of the puzzle is to reposition the squares from a given arrangement into the configuration $\beta$ shown in Figure 1.1 by making sliding moves that use the empty space.

## Example 1.1

Let $\alpha$ and $\beta$ be the two configurations of the 15 -puzzle problem, which are shown in Figure 1.1. Is it possible to reach $\beta$ from $\alpha$ ?

This question can be easily answered by using labelled token graphs, and the answer will be "NO". See the arguments at the end of Chapter 2.


Figure 1.1: Configurations $\alpha$ and $\beta$ of the 15 -Puzzle

### 1.1 Preliminaries

In this section we present some mathematical terminology and notation, which are used in this thesis. Most of them will be standard and can be found in any textbook on graph theory, such as [10] and [27].

## Basic Concepts in Graph Theory

A graph $G$ is defined by two finite sets $V(G)$ and $E(G)$, where an element of $V(G)$ is called a vertex, and an element of $E(G)$ is called an edge. Each edge is a twoelement subset of $V(G)$. An edge between vertices $u$ and $v$ is denoted by $u v$. The degree of a vertex $v$ in $G$, denoted by $d_{G}(v)$, is the number of edges of $G$ incident with $v$. We omit the subscript $G$ when it is clear from the context. The numbers of vertices and edges in $G$ are denoted by $n(G)$ and $e(G)$, respectively.

A walk on $n$ vertices is a sequence $v_{1}, v_{2}, \ldots, v_{n}$ of vertices where any two consecutive vertices are adjacent. A path on $n$ vertices, denoted by $P_{n}$, is a walk with $n$ vertices such that the vertices are all different. The size and the length
of $P_{n}$ are $n$ and $n-1$, respectively. A cycle on $n$ vertices, denoted by $C_{n}$, is a sequence $v_{1}, v_{2}, \ldots, v_{n}, v_{n+1}$, where any two consecutive vertices are adjacent, and the vertices are all different except $v_{1}=v_{n+1}$.

The distance between two vertices in a graph is the length of a shortest path connecting them.

A graph is connected if for any two vertices there is a path between them. A subgraph of a graph $G$ is a graph $H$ such that $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. A spanning subgraph of $G$ is a subgraph with vertex set $V(G)$. An induced subgraph of a graph $G$ is a graph $H$ such that for any pair of vertices $x$ and $y$ of $H, x y$ is an edge of $H$ if and only if $x y$ is an edge of $G$. A component is a maximal connected subgraph.

A vertex cut of a graph $G$ is a set of vertices $S$ such that $G \backslash S$ has more components than $G$, where $G \backslash S$ denotes the graph obtained after deleting the vertices in $S$, together with the edges incident with these vertices. If $S=\{v\}$ is a vertex cut, we call $v$ a cut-vertex. An edge $e$ is a cut-edge of $G$ if $G \backslash\{e\}$ (the graph obtained after deleting the edge $e$ ) has more components than $G$.

A block is a maximal connected subgraph without cut-vertices.

A graph is $k$-connected if it has at least $k+1$ vertices and there is no vertex cut with $k-1$ or fewer vertices. Here is a theorem about $k$-connected graphs, which can be found in any textbook of graph theory.

## Theorem 1.2 (Global Version of Menger's Theorem)

A graph $G$ with $n(G) \geq k+1$ is $k$-connected if and only if for every $u, v \in V(G)$ there exist $k$ internally disjoint paths from $u$ to $v$.

The graph Cartesian product $G \square H$ of graphs $G$ and $H$ is the graph such that $V(G \square H)=\{(u, v): u \in V(G)$ and $v \in V(H)\}$, and two vertices $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ are adjacent in $G \square H$ if and only if either $u_{1}=u_{2}$ and $v_{1}$ is adjacent with $v_{2}$ in $H$, or $v_{1}=v_{2}$ and $u_{1}$ is adjacent with $u_{2}$ in $G$. A grid graph is the graph Cartesian product of two paths.

A complete graph is a graph where any two vertices are adjacent. We denote a complete graph with $n$ vertices by $K_{n}$. A bipartite graph is a graph without odd cycles. For a bipartite graph, we can partition the vertices into two sets $X$ and $Y$ such that every edge has one end vertex in $X$ and one in $Y$. A complete bipartite graph has an edge from every vertex in $X$ to every vertex in $Y$. We denote the complete bipartite graph with $p$ vertices in $X$ and $q$ vertices in $Y$ by $K_{p, q}$. A planar graph is a graph that can be drawn on the plane such that its edges intersect only at their endpoints. A tree is a connected graph with no cycles. And the graph $\theta_{0}$ is the graph shown in Figure 1.2.


Figure 1.2: The graph $\theta_{0}$

## Permutation Groups

A permutation of a set is a bijection from that set onto itself. The set of all permutations of any given set $S$ forms a group, with composition of functions as product and the identity as identity element. This group is the symmetric group of $S$. A transposition is a permutation which exchanges two elements and keeps all others fixed. Note that every permutation can be written as a product of transpositions. A permutation is odd if it can be written as a product of an odd
number of transpositions; otherwise, it is an even permutation. Since bijections have inverses, so do permutations. The inverse of a permutation $\alpha$, denoted by $\alpha^{-1}$, is the permutation such that $\alpha(x)=y$ if and only if $\alpha^{-1}(y)=x$ for any elements $x, y$.

## Complexity and Algorithms

In this thesis we need a number of concepts from algorithmic complexity theory. The formal definitions of these concepts would be beyond the scope of this thesis. In this section we give some informal descriptions only; more formal definitions can be found in any textbook such as [9] and [14].

The time complexity of an algorithm quantifies the amount of time taken by the algorithm to run as a function of the length of the string representing the input. The time complexity of an algorithm is commonly expressed using big $O$ notation, which is defined as the following.

For functions $f, g: \mathbb{Z}^{+} \rightarrow \mathbb{R}$, we say that $f(n)=O(g(n))$ (pronounced $f(n)$ is big $\mathrm{O} g(n))$ if there are constants $N \geq 1$ and $C>0$ such that for all $n \geq N$ we have $|f(n)| \leq C|g(n)|$. For example, if the time required by an algorithm on all inputs of size $n$ is at most $7 n^{3}+5 n$, its time complexity is said to be $O\left(n^{3}\right)$.

An algorithm is said to be of polynomial time if its running time is upper bounded by a polynomial expression in the size of the inputs for the algorithm, i.e., if the time complexity is $O\left(n^{k}\right)$ for some constant $k$, where $n$ is the size of the inputs.

A decision problem is a problem whose output is a single Boolean value: YES or NO.

Let $A$ and $B$ be two decision problems. A reduction from $A$ to $B$ is a function $f$ which transforms inputs of $A$ to equivalent inputs of $B$. That is given an input $x$
to the problem $A, f$ will produce an input $f(x)$ to the problem $B$, such that $x$ is a "YES" input of $A$ if and only if $f(x)$ is a "YES" input of $B$. This reduction can be used to define complexity classes on a set of problems. Intuitively, if a problem $A$ is reducible to a problem $B$, then an algorithm for solving $B$ efficiently (if it existed) could also be used as a subroutine to solve $A$ efficiently provided the reduction can be done efficiently as well. Thus solving $A$ cannot be harder than solving $B$.

The set $P$ is the set of decision problems that can be solved in polynomial time, and the set $N P$ is the set of decision problems with the following properties: if the answer is "YES", then there is a certificate of that yes-answer which can be checked in polynomial time. A problem is NP-hard if a polynomial-time algorithm for the problem would imply a polynomial-time algorithm for every problem in $N P$. A problem is $N P$-complete if it is both $N P$-hard and an element of $N P$.

Note that to prove a problem is $N P$-complete, all we need to do are:
(1) showing that the problem is in $N P$,
(2) reducing a known $N P$-complete problem to it, and
(3) showing that the reduction is a polynomial-time computable function.

To give some examples of $N P$-complete problems, we define a Boolean formula to be an expression written using only $A N D, O R, N O T$, variables, and parentheses; e.g., $(a \vee b \vee \bar{c}) \wedge((a \wedge \bar{b}) \vee(c \wedge \bar{d}))$. A literal is either a variable or its negation. A Boolean formula is in conjunctive normal form if it is a conjunction (AND) of several clauses, each of which is a disjunction (OR) of one or more literals; e.g., $\underbrace{(a \vee b \vee \bar{c})}_{\text {clause }} \wedge(b \vee \bar{c}) \wedge(\bar{a} \vee d) \wedge(a \vee \bar{b} \vee d)$.

The following are $N P$-complete problems.

Input: A Boolean formula;
Question: Is there a truth assignment for the variables which satisfies the formula?

3-SAT
Input: A Boolean formula which is in conjunctive normal form with 3 literals per clause;

Question: Is there a truth assignment for the variables which satisfies the formula?

## 3-Exact-Cover

Input: A set $U=\left\{u_{i}\right\}_{i=1}^{3 n}$ and a collection $S=\left\{s_{j}\right\}_{j=1}^{m}$ of 3-element subsets of $U$; Question: Is there a subcollection $S^{\prime} \subseteq S$ such that every element in $U$ occurs in exactly one member of $S^{\prime}$ ?

The complement of a decision problem is the decision problem, which results from replacing the problem by the negation of that problem. For example, one important problem is to consider if a number is a prime number. Its complement is to ask if a number is a composite number (a number which is not prime).

A decision problem is a member of coNP if and only if its complement is in $N P$. Each coNP-complete problem is the complement of an NP-complete problem.

A decision problem is in PSPACE if it can be solved by an algorithm using polynomial storage space. A decision problem is PSPACE-complete if it is in PSPACE, and every problem in PSPACE can be reduced to it in polynomial time.

## Minors

Let $G$ be a graph. A vertex-deletion of $G$ means removing a vertex from the vertex set of $G$ and removing all edges incident to it. An edge-deletion of $G$ means
removing an edge from the edge set of $G$. An edge-contraction of an edge $u v$ means replacing the vertices $u$ and $v$ by a new vertex $w$, then joining $w$ to all vertices that were adjacent to $u$ or $v$, and finally replacing any multiple edges which arise by a single edge.

A graph $H$ is a minor of a graph $G$ if $H$ can be obtained from $G$ by a sequence of vertex-deletions, edge-deletions, and edge-contractions. Note that in the definition, we allow a sequence of length zero, so every graph is a minor of itself.

In this thesis, it is common to assume that all graphs are connected. Then if $H$ is a minor of a connected graph $G, H$ can be obtained from $G$ by a sequence of edge-deletions and edge-contractions only (since a vertex-deletion can be obtained by an edge-contraction and some edge-deletions in a connected graph).

## Orderings

A relation $\leq$ on a set $X$ is a quasi-ordering if it is reflexive $(x \leq x$ for all $x \in X)$ and transitive (if $x \leq y$ and $y \leq z$, then $x \leq z$ for all $x, y, z \in X$ ). And $\leq$ is a well-quasi-ordering if it is a quasi-ordering, and for any infinite sequence of elements $x_{0}, x_{1}, x_{2}, \ldots$ from $X$, there are two indices $i<j$ such that $x_{i} \leq x_{j}$. Note that sometimes we use $x \geq y$ to denote $y \leq x$, and $y<x$ to denote $y \leq x$ and $y \neq x$.

A quasi-ordering is without infinite descent if there are no infinite strictly decreasing sequences $x_{1}>x_{2}>x_{3}>\cdots$. An antichain $A \subseteq X$ is a subset such that no two elements in $A$ are comparable.

Let $P$ be a property defined on elements of a set $X$. We say that $P$ is closed under a quasi-ordering $\leq($ or $\leq$-closed $)$ if for every two elements $x, y \in X$ we have that if $x$ has property $P$ and $y \leq x$, then $y$ also has property $P$.

Let $\leq$ be a well-quasi-ordering on a set $X$, and $P$ a $\leq$-closed property on $X$. Then an element $x \in X$ is said to be $P$-forbidden if it is a minimal element in $X$ under $\leq$, which does not have property $P$.

## Labelled Token Graphs

Let $G$ be a graph, and $k_{1}, k_{2}, \ldots, k_{p}$ positive integers for some $p \in \mathbb{Z}^{+}$. We assume we have $k_{1}+k_{2}+\cdots+k_{p}$ labelled tokens, where there are $k_{i}$ tokens with label $i$, for $i=1,2, \ldots, p$. A token configuration is an arrangement of all these tokens on the vertices of $G$ such that no two tokens are placed on the same vertex.

The labelled token graph of $G$ with a multiset of tokens $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ is the graph whose vertices correspond to all possible different token configurations, and two token configurations are adjacent if one token configuration can be reached from the other by moving one token along an edge of $G$. We denote the labelled token graph by $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$.

## Strong $k$-Colour Graphs

For a positive integer $k$, a $k$-vertex-colouring of a graph $G$ is a function $f: V(G) \rightarrow$ $\{1,2, \ldots, k\}$. A colouring is proper if adjacent vertices have different labels. A graph is $k$-colourable if it has a proper $k$-vertex-colouring. The smallest number of colours needed to colour a graph is called its chromatic number.

The strong $k$-colour graph of a graph $G$ and integer $k$, denoted by $S_{k}(G)$, is the graph that has the proper $k$-vertex-colourings of $G$ using exactly $k$ colours as its vertices, and two such colourings are joined by an edge if they differ in the colour on one vertex only.

### 1.2 Outline of the Thesis

In Chapter 2, we work on labelled token graphs, and we prove two main theorems. The first theorem gives sufficient and necessary conditions of labelled token graphs being disconnected. The other main result tells exactly the situation whether two given token configurations are in the same component of a labelled token graph or not.

Chapter 3 contains some miscellaneous results on labelled token graphs. We first consider the computational hardness of finding the shortest path between two token configurations in labelled token graphs. Then we propose another way to prove being disconnected of labelled token graphs by considering whether a given graph contains certain forbidden minors or not, and we prove that the number of these forbidden minors is finite for all the numbers of tokens.

In the last chapter, we study strong $k$-colour graphs. We give some general results and characterise when strong $k$-colour graphs are connected for some classes of graphs.

In the appendix, we talk about the graph $\theta_{0}$ again because it is the only 2 -connected non-bipartite graph so that not all its labelled token graphs are connected. We show the components of labelled token graphs of $\theta_{0}$ in a compact form, which will be described later.

The results in Chapter 2 are joint work with Professor Graham Brightwell and Professor Jan van den Heuvel, whilst the results in Chapter 3 are joint work with Professor Jan van den Heuvel. Chapter 4 can be found in [25], and we are preparing publication of the results from Chapters 2 and 3 in [4] and [26], respectively.

## Labelled Token Graphs

There are many problems and games, concerned with moving objects around. Examples are puzzle games, transportation, manufacturing, scheduling, control flow and management of memory in computing systems. These problems have been extensively studied.

Let $G$ be a graph, and $k_{1}, k_{2}, \ldots, k_{p}$ positive integers for some positive integer $p$. We have a number of classes of tokens, say $k_{1}$ tokens with label $1, k_{2}$ tokens with label 2 , etc. Tokens with the same label are indistinguishable. A token configuration is an arrangement of all tokens on vertices of $G$ such that no two tokens are placed on the same vertex. We use Greek letters $\alpha, \beta, \ldots$ for token configurations, and we denote by $\alpha(v)=t$ that in the token configuration $\alpha$, the vertex $v$ contains a token with label $t$. A vertex which does not contain any token is said to be unoccupied, and we sometimes say that it contains an empty token, denoted by $\phi$.

The labelled token graph of $G$ with a multiset of tokens $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ is the graph whose vertices correspond to token configurations, and two token configurations are adjacent if one token configuration can be reached from the other by moving one token along an edge of $G$. We denote the labelled token graph as $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$, and we always assume that $k_{1} \geq k_{2} \geq \cdots \geq k_{p}$. For convenience purposes, when the tokens are all different $\left(k_{1}=k_{2}=\cdots=k_{p}=1\right.$ ), we will denote $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ as $T(G ; p)$.

To calculate the number of vertices in $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ of a given graph $G$ and positive integers $k_{1}, k_{2}, \ldots, k_{p}$, let $k=k_{1}+k_{2}+\cdots+k_{p}$. We assume that $k \leq n(G)-1$ to avoid trivial cases. Then

$$
n\left(T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)\right)=\frac{n(G)!}{(n(G)-k)!k_{1}!k_{2}!\cdots k_{p}!} .
$$

When all tokens are different, we have that

$$
n(T(G ; p))=\frac{n(G)!}{(n(G)-p)!}
$$

Next, we calculate the number of edges in labelled token graphs. Here we consider only the case that all tokens are different. For general cases, we cannot find a similar formula easily. Since moving a token along each edge of $G$ represents $\frac{\binom{p}{1}(n(G)-2)!}{((n(G)-2)-(p-1))!}$ edges in $T(G ; p)$, we have that

$$
e(T(G ; p))=e(G) \cdot\left[\frac{p \cdot(n(G)-2)!}{(n(G)-p-1)!}\right] .
$$

With only one token, the resulting labelled token graph is isomorphic to $G$, i.e.,

$$
T(G ; 1) \cong G
$$

When there are $n(G)-1$ different tokens, a token configuration is a bijective mapping $f:\left\{v_{1}, v_{2}, \ldots, v_{n(G)}\right\} \rightarrow\{1,2, \ldots, n(G)-1, \phi\}$. Thus we may consider a token configuration as a permutation of the set of tokens. As standard, we denote the inverse of a permutation $\alpha$ by $\alpha^{-1}$, and use the same notation for the type of token configurations in this paragraph.

### 2.1 Literature

In this thesis we use the term "token" as a description for a moveable object. Other literatures looking at similar problems use terms such as agent, pebble, bean, robot, or vehicle to describe the moveable object. Some papers consider problems in which the tokens are all different [1, 18, 28], whilst others consider problems where all tokens are the same [11]. We study problems in which tokens can be identical or distinct, which can be also seen in [13, 16]. And the rules of moving tokens in those studies may be the same or different. For example, in $[1,11,16,18,28]$, a token can be moved from one vertex to one of its unoccupied neighbours.

Wilson [28] generalised the classic problem, the 15-Puzzle, on 2-connected graphs with $n$ vertices and $n-1$ different tokens.

## Theorem 2.1 (Wilson [28])

Let $G$ be a 2-connected graph, which is not a cycle or the graph $\theta_{0}$. Then the token graph $T(G ; n(G)-1)$ is connected, unless $G$ is bipartite. In the latter case, $T(G ; n(G)-1)$ has exactly two components, and token configurations $\alpha$ and $\beta$ are in the same component if and only if they have unoccupied vertices at even distance in $G$ and $\alpha \beta^{-1}$ is an even permutation, or they have unoccupied vertices at odd distance in $G$ and $\alpha \beta^{-1}$ is an odd permutation. The labelled token graph $T\left(\theta_{0} ; 6\right)$ has six components.

Kornhauser et al. [18] followed on from Wilson's study by generalising the problem for all graphs and any number of tokens. They also presented a polynomial time algorithm and gave $O\left(n^{3}\right)$ upper and lower bounds for deciding the reachability of any two token configurations.

Auletta et al. [1] also studied on the reachability of any two token configurations, but focused on trees. They gave a linear decision algorithm for those cases.

Goraly and Hassin [16] studied problems where tokens can be identical or distinct, as described earlier. They proved that the reachability of any two token configurations can be decided in linear time.

Fabila-Monroy et al. [11] introduced the word "Token Graph", which we use in this thesis although they only consider the case that all tokens are identical. They gave tight lower and upper bounds on the diameter, and tight lower bounds on the connectivity of their token graphs. They also gave some results on cliques, chromatic numbers, and Hamiltonian paths of their token graphs.

Fujita et al. [13] generalised the problems of moving tokens by defining a move to be an exchange of two tokens with distinct labels on the two endvertices of a common edge (where an unoccupied vertex is supposed to have an empty token). They studied connectivity properties of such token graphs.

Wu and Grumbach [29] studied on motion planning on directed graphs (graphs whose every edge has a direction from one vertex to the other). Their objective is to move a special token (called robot) from a source vertex to another destination vertex while the other tokens are considered as just obstacles. They proved that this problem on acyclic (without any directed cycles) strongly connected directed graphs can be decided in time $O(n m)$, where $n$ and $m$ are the numbers of vertices and edges, respectively. And it can be decided in time $O\left(n^{2} m\right)$ on any directed graphs.

### 2.2 Main Results on Connectivity of Labelled Token Graphs

One of our main results is showing and proving sufficient and necessary conditions of being disconnected of labelled token graphs. If $p=1$, then the tokens are all the same. Thus the labelled token graph is disconnected if and only if the original graph is disconnected. So we always assume that $p \geq 2$. Under that assumption, if $n(G)=2$, the labelled token graph is disconnected. Hence we also assume that $n(G) \geq 3$.

Let $G$ be a connected graph. A separating path of size one in $G$ is a cut-vertex. A separating path of size two in $G$ is a cut-edge $P=v_{1} v_{2}$ such that both components of $G-v_{1} v_{2}$ have at least two vertices. A separating path of size $l \geq 3$ in $G$ is an induced path $P=v_{1} v_{2} \ldots v_{l-1} v_{l}$ such that $G \backslash\left\{v_{2}, v_{3}, \ldots, v_{l-1}\right\}$ has exactly two components, one contains $v_{1}$ and the other contains $v_{l}$, and each of which has at least two vertices. When a separating path $P$ is of size at least two, we say that $G$ has two $P$-components (the components described above).

## Theorem 2.2

Let $G$ be a graph with $n(G) \geq 3$, and $k_{1} \geq k_{2} \geq \cdots \geq k_{p}$ positive integers for some integer $p \geq 2$. Then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected if and only if at least one of the following conditions holds:

1. $G$ is disconnected;
2. $k_{1}+k_{2}+\cdots+k_{p}=n(G)$;
3. $G$ is a path;
4. $G$ is a cycle with $p=2$ and $k_{2} \geq 2$, or $G$ is a cycle with $p \geq 3$;
5. $G$ is the graph $\theta_{0}$ (shown in Figure 2.1), and $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ is one of the following: (2,2,2), (2,2,1,1), (2,1,1,1,1), or (1,1,1,1,1,1);
6. $G$ is a 2-connected bipartite graph other than a cycle, $k_{1}+k_{2}+\cdots+k_{p}=$ $n(G)-1$, and $k_{1}=k_{2}=\cdots=k_{p}=1$ (tokens are all different);
7. $G$ is a connected graph with connectivity 1 other than a path, containing a separating path of size $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)$.


Figure 2.1: The graph $\theta_{0}$

The other main result answers whether two given token configurations $\alpha$ and $\beta$ are in the same component of the labelled token graph or not. We can see that $\alpha$ and $\beta$ are in the same component if and only if on each component $G_{i}$ of $G$, $\left.\alpha\right|_{G_{i}}$ (the token configuration on $G_{i}$ induced by $\alpha$ ) is reachable from $\left.\beta\right|_{G_{i}}$. Hence without loss of generality, we can again assume that $G$ is connected. Next, if $k_{1}+k_{2}+\cdots+k_{p}=n(G)$, different token configurations are in different components of the labelled token graph. So we also suppose that $k_{1}+k_{2}+\cdots+k_{p} \leq n(G)-1$.

According to the graph $\theta_{0}$ in Figure 2.1, a token configuration $\alpha$ of $\theta_{0}$ is standard if $v_{1}$ is unoccupied in $\alpha$, and it is ( $\left.s, t\right)$-standard if it is standard and the tokens $s$ and $t$ are placed on the vertices $v_{6}$ and $v_{5}$, respectively. We call the cycle $v_{1} v_{2} v_{3} v_{4} v_{0}$ on $\theta_{0}$ as the lower 5 -cycle, the cycle $v_{1} v_{0} v_{4} v_{5} v_{6}$ as the upper 5 -cycle, and the cycle $v_{1} v_{2} v_{3} v_{4} v_{5} v_{6}$ as the outside 6 -cycle.

Let $G$ be a connected graph with connectivity $1, n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=$ $l \geq 2$, and $P_{1}, P_{2}, \ldots, P_{m}$ all the separating paths of size $l$ in $G$. For each $i=$ $1,2, \ldots, m$, let $G_{i, 1}$ and $G_{i, 2}$ be the two $P_{i}$-components of $G$. Given a token
configuration $\alpha$, let $\alpha_{i}$ be a token configuration obtained from $\alpha$ by moving some tokens (if necessary) to make all the vertices on $P_{i}$ unoccupied.

Let $G$ be a connected graph with connectivity $1, n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=1$, and $B$ a block in $G$. Then $B$ contains at least one cut-vertex of $G$. Let $v_{B}$ be one of these cut-vertices. Given a token configuration $\alpha$, let $\alpha_{v_{B}}$ be a token configuration obtained from $\alpha$ by moving some tokens (if necessary) to make $v_{B}$ unoccupied.

We denote the multiset of all the tokens used in a token configuration $\alpha$ by $\tau(\alpha)$. For example, if $\alpha$ is any of the token configurations in Figure 2.4, then $\tau(\alpha)=$ $\{1,1,2,2,3,3\}=(2,2,2)$.

## Theorem 2.3

Let $G$ be a connected graph with $n(G) \geq 3, k_{1} \geq k_{2} \geq \cdots \geq k_{p}$ positive integers for some integer $p \geq 2$, and $k_{1}+k_{2}+\cdots+k_{p} \leq n(G)-1$. Then two token configurations $\alpha$ and $\beta$ are in the same component of $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ if and only if at least one of the following conditions holds:

1. $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected;
2. $G$ is a path, and the orders of tokens on $G$ of $\alpha$ and $\beta$ are the same;
3. $G$ is a cycle, and the cyclic orders of tokens on $G$ of $\alpha$ and $\beta$ are the same;
4. $G$ is the graph $\theta_{0}$, and
(a) $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(2,2,2)$ or $(2,2,1,1)$, and for any (1,1)-standard token configurations $\alpha^{\prime}$ and $\beta^{\prime}$ which can be reached from $\alpha$ and $\beta$, respectively, we have that $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group from the following two groups:

Group $a_{1}$ : (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,2, s, t)$, where $s, t \in\{3,4\}$. I.e., token configurations which have the following forms:


Group $a_{2}$ : (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2, s, 2, t)$, where $s, t \in\{3,4\}$,
(b) $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(2,1,1,1,1)$, and for any (1,1)-standard token configurations $\alpha^{\prime}$ and $\beta^{\prime}$ which can be reached from $\alpha$ and $\beta$, respectively, we have $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group from the following three groups:

Group $b_{1}$ : (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,4,5)$ or $(2,5,4,3)$;

Group $b_{2}$ : (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,4,3,5)$ or $(2,5,3,4)$;

Group $b_{3}:(1,1)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,5,4)$ or $(2,4,5,3)$;
(c) $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(1,1,1,1,1,1)$, and for any (1,6)-standard token configurations $\alpha^{\prime}$ and $\beta^{\prime}$ which can be reached from $\alpha$ and $\beta$, respectively, we have $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group from the following six groups: Group $c_{1}:(1,6)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,4,5)$;

Group $c_{2}:(1,6)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,5,4,3)$;

Group $c_{2}:(1,6)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,4,3,5)$;

Group $c_{4}:(1,6)$-standard token configurations of which the cyclic order of tokens on the lower 5-cycle is $(2,5,3,4)$;

Group $c_{5}:(1,6)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,5,4)$;

Group $c_{6}$ : (1,6)-standard token configurations of which the cyclic order of tokens on the lower 5-cycle is $(2,4,5,3)$.
5. $G$ is a 2-connected bipartite graph other than a cycle, there are $n(G)-1$ different tokens, and one of the following holds:
(a) $\alpha$ and $\beta$ have their unoccupied vertices at even distance in $G$, and $\alpha \beta^{-1}$ is an even permutation;
(b) $\alpha$ and $\beta$ have their unoccupied vertices at odd distance in $G$, and $\alpha \beta^{-1}$ is an odd permutation.
6. $G$ is a connected graph with connectivity 1 other than a path, $n(G)-\left(k_{1}+k_{2}+\right.$ $\left.\cdots+k_{p}\right)=l \geq 2, P_{1}, P_{2}, \ldots, P_{m}$ are all the separating paths of size $l$ in $G$, and $\tau\left(\left.\alpha_{i}\right|_{G_{i, 1}}\right)=\tau\left(\left.\beta_{i}\right|_{G_{i, 1}}\right)$ and $\tau\left(\left.\alpha_{i}\right|_{G_{i, 2}}\right)=\tau\left(\left.\beta_{i}\right|_{G_{i, 2}}\right)$ for all $i=1,2, \ldots, m$.
7. $G$ is a connected graph with connectivity 1 other than a path, $n(G)-\left(k_{1}+\right.$ $\left.k_{2}+\cdots+k_{p}\right)=1$, for each block $B$ in $G, \tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)=\tau\left(\left.\beta_{v_{B}}\right|_{B}\right)$, and at least one of the following conditions holds:
(a) $T\left(B ; \tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)\right)$ is connected;
(b) $B$ is a cycle, and the cyclic orders of tokens of $\left.\alpha_{v_{B}}\right|_{B}$ and $\left.\beta_{v_{B}}\right|_{B}$ are the same;
(c) $B$ is the graph $\theta_{0}$, and $\left.\alpha_{v_{B}}\right|_{B}$ and $\left.\beta_{v_{B}}\right|_{B}$ satisfy $4(a), 4(b)$, or $4(c)$ above;
(d) $B$ is a 2-connected bipartite graph other than a cycle, there are $n(B)-1$ different tokens in $\left.\alpha_{v_{B}}\right|_{B}$ and $\left.\beta_{v_{B}}\right|_{B}$, and $\left.\alpha_{v_{B}}\right|_{B} \cdot\left(\left.\beta_{v_{B}}\right|_{B}\right)^{-1}$ is an even permutation.

### 2.3 Proof of Theorem 2.2

In some figures which follow, we add a subscript to a label to see how the tokens are moved; however, tokens with the same label (but with different subscripts) should be interpreted as being indistinguishable.

Let $\alpha$ be any token configuration of a graph $G$, and $v_{1}$ and $v_{2}$ vertices on $G$. Let $\beta$ be a token configuration of $G$ such that $\beta\left(v_{1}\right)=\alpha\left(v_{2}\right), \beta\left(v_{2}\right)=\alpha\left(v_{1}\right)$, and $\beta(v)=\alpha(v)$ for all $v \neq v_{1}, v_{2}$. We say that tokens $\alpha\left(v_{1}\right)$ and $\alpha\left(v_{2}\right)$ can be improperly swapped in $\alpha$ if there is a sequence of moves to get $\beta$ from $\alpha$. We call such a swap an improperly empty-token swap when we improperly swap a token with an empty token. Note that if the tokens are all different, an improper swap of two tokens is just swapping the positions of them.

In Figure 2.2, we can see that in $\alpha$ the tokens 2 and 3 can be improperly swapped by moving the tokens on the cycle until we get the token configuration $\beta$.


Figure 2.2: Token configurations $\alpha$ and $\beta$

## Lemma 2.4

Let $G$ be a connected graph, and $k_{1}, k_{2}, \ldots, k_{p}$ positive integers for some integer $p$. Then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected if and only if any two tokens in any token configuration can be improperly swapped.

Proof. If the labelled token graph is connected, then any two tokens in any token configuration can be improperly swapped since improper swap is a special case of transformation from one token configuration to another one in the labelled
token graph. On the other hand, we suppose that any two tokens in any token configuration can be improperly swapped. Given any two token configurations $\alpha$ and $\beta$, we can assume that the sets of all unoccupied vertices in $\alpha$ and $\beta$ are the same (otherwise, we move some tokens in $\beta$ to get another token configuration which we want and then call it $\beta$ ). Then $\beta$ is reachable from $\alpha$ by a sequence of improper swaps of two tokens.

Since we can improperly swap two tokens by doing three consecutive improperly empty-token swaps, we get the following lemma

## Lemma 2.5

Let $G$ be a connected graph, and $k_{1}, k_{2}, \ldots, k_{p}$ positive integers for some integer $p$. Then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected if and only if any token and any empty token in any token configuration can be improperly empty-token swapped.

The following Properties are easily proved by using Lemma 2.4.

## Proposition 2.6

Let $p \leq q$, and $k_{i} \leq l_{i}$ for all $i$. If $T\left(G ;\left(l_{1}, l_{2}, \ldots, l_{q}\right)\right)$ is connected, then the token graph $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected.

## Proposition 2.7

For each $i=1,2, \ldots, p$, we refine $k_{i}$ as a summation of positive integers, say $k_{i}=k_{i, 1}+k_{i, 2}+\cdots+k_{i, n_{i}}$ for some positive integer $n_{i}$. Let $\left(l_{1}, l_{2}, \ldots, l_{q}\right)$ be the non-increasing reordering of $\left(k_{1,1}, k_{1,2}, \ldots, k_{1, n_{1}}, \ldots, k_{p, 1}, k_{p, 2}, \ldots, k_{p, n_{p}}\right)$, where $q=n_{1}+n_{2}+\cdots+n_{p} . \operatorname{If} T\left(G ;\left(l_{1}, l_{2}, \ldots, l_{q}\right)\right)$ is connected, then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected.

## Proposition 2.8

Let $H$ be a connected graph, which contains a subgraph $G$. If $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected, then $T\left(H ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected.

## Lemma 2.9

Let $G$ be a cycle. Then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected if and only if $p=1$, or if $p=2, k_{1} \leq n(G)-2$, and $k_{2}=1$.

Next, we consider the graph $\theta_{0}$. According to Figure 2.1, we call $v_{1}$ and $v_{4}$ middle vertices of $\theta_{0}$. Applying an operation $U$ (respectively, $L$ ) on a standard token configuration $\alpha$ is making 5 moves of the tokens on the upper (respectively, lower) 5-cycle anti-clockwise to get another standard token configuration (see Figure 2.3 for examples).


Figure 2.3: Operations $U$ and $L$

On a standard token configuration, making 6 moves of the tokens on the outside 6 -cycle anti-clockwise can be replaced by using the operation $U$ and then $L$. Thus two standard token configurations are in the same component of the labelled token graph if and only if one configuration can be obtained from the other by a finite sequence of operations $U$ and $L$.

## Lemma 2.10

The labelled token graphs $T\left(\theta_{0} ;(2,2,2)\right), T\left(\theta_{0} ;(2,2,1,1)\right), T\left(\theta_{0} ;(2,1,1,1,1)\right)$, and $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$ are all disconnected.

Proof. By Proposition 2.7, if $T\left(\theta_{0} ;(2,2,2)\right)$ is disconnected, then the other labelled token graphs are also disconnected. So it suffices to show that $T\left(\theta_{0} ;(2,2,2)\right)$ is disconnected. Note that every token configuration in $T\left(\theta_{0} ;(2,2,2)\right)$ has a path to some standard token configuration. There are $\frac{6!}{2!2!2!}=90$ standard token configurations in total, which are shown in Figures 2.4 and 2.5.


Figure 2.4: The 60 standard token configurations of Group $a_{1}$ in $T(G ;(2,2,2))$

We can see that standard token configurations in the same figure are in the same component since they are joined by a path which can be generated by the given


Figure 2.5: The 30 standard token configurations of Group $a_{2}$ in $T(G ;(2,2,2))$
operations. Thus $T\left(\theta_{0} ;(2,2,2)\right)$ has at most 2 components. As described previously, two standard token configurations are in the same component if and only if one can be obtained from the other by using operations $U$ and $L$ only. However, by applying the operations $U$ and $L$ to each standard token configuration in Figures 2.4 and 2.5, we always get another token configuration in the same figure. Therefore, $T\left(\theta_{0} ;(2,2,2)\right)$ is not connected and has 2 components.

By considering all the standard token configurations, we find that $T\left(\theta_{0} ;(2,2,1,1)\right)$ has 2 components, $T\left(\theta_{0} ;(2,1,1,1,1)\right)$ has 3 components, and $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$ has 6 components. The last case was already proved by Wilson [28].

## Lemma 2.11

The labelled token graph $T\left(\theta_{0} ;(3,1,1,1)\right)$ is connected.

Proof. We prove by using Lemma 2.4. Let $\left\{1_{1}, 1_{2}, 1_{3}, 2,3,4\right\}$ be the multiset of tokens, and $\alpha$ any token configuration in $T\left(\theta_{0} ;(3,1,1,1)\right)$.

First, we show that a token 1 can be improperly swapped with a token different from 1 . The following are the steps to improperly swap the tokens $1_{1}$ and 2. For other pairs, we can do in a similar way.

Step 1: Move tokens so that 3 occupies $v_{0}$.

Step 2: Move tokens on the 6-cycle until 4 is on a middle vertex, and the other middle vertex is unoccupied. Then move 3 to this vertex.

Step 3: Move tokens on the 5 -cycle which 2 is on until 1 and 2 are on the middle vertices, so we now have that $1_{1}, 1_{2}, 1_{3}$, and 2 are on the same 5 -cycle.

Step 4: Improperly swap $1_{1}$ and 2.

Step 5: Move all the tokens we moved in the previous steps backward to make 3 and 4 go back to their initial positions.

Next, we show that any two tokens $i, j \in\{2,3,4\}$ can be improperly swapped. Here we show only that the tokens 2 and 3 can be improperly swapped. For other pairs, we can so do in a similar way. Let $\alpha\left(v_{x}\right)=1_{1}, \alpha\left(v_{y}\right)=2$, and $\alpha\left(v_{z}\right)=3$ for some $x, y, z \in\{0,1, \ldots, 6\}$. We first improperly swap $1_{1}$ and 2 . Note that now $1_{1}$ may or may not be on $v_{y}$. We then improperly swap the token 1 occupying $v_{y}$ with 3 . Finally, we improperly swap the token 1 occupying $v_{z}$ with 2 .

## Lemma 2.12

The labelled token graph $T\left(\theta_{0} ;(1,1,1,1,1)\right)$ is connected.

Proof. We prove by using Lemma 2.4. Let $\alpha$ be any token configuration in $T\left(\theta_{0} ;(1,1,1,1,1)\right)$, and $t_{1}$ and $t_{2}$ tokens in $\alpha$. We first move some tokens to make $t_{1}$ occupy $v_{0}$. Then rotate the tokens on the outer cycle until there is an unoccupied vertex, which is adjacent to $t_{1}, t_{2}$, and another unoccupied vertex. We
now can easily swap $t_{1}$ and $t_{2}$. Then move all the tokens we moved in the previous steps backward until we get the token configuration, which is the same as $\alpha$ except that $t_{1}$ and $t_{2}$ are swapped.

We now have all the lemmas which we need for the case $G$ is the graph $\theta_{0}$. Next, we consider 2 -connected graphs, and finally just connected graphs.

## Lemma 2.13

Let $G$ be a 2-connected graph different from a cycle or the graph $\theta_{0}, k_{1}+k_{2}+\cdots+$ $k_{p} \leq n(G)-1$, and $k_{1} \geq 2$. Then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected.

Proof. It is enough to show the case $k_{1}+k_{2}+\cdots+k_{p}=n(G)-1$ only. By Theorem 2.1, we only have to consider the case that $G$ is bipartite, and we have that $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ has at most two components. Let $\alpha$ and $\beta$ be any token configurations in $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$. By considering all tokens are different, let $\alpha^{\prime}$ and $\beta^{\prime}$ be token configurations in $T(G ; n(G)-1)$ induced by $\alpha$ and $\beta$, respectively.

Case 1: $\alpha^{\prime}$ and $\beta^{\prime}$ have their unoccupied vertices at odd distance.

If $\alpha^{\prime}\left(\beta^{\prime}\right)^{-1}$ is an odd permutation, we are done. Suppose this is not the case. Let $\alpha_{0}$ be the same token configuration as $\alpha$ except that the tokens $1_{1}$ and $1_{2}$ are swapped. Thus $\alpha_{0}$ and $\beta$ are in the same component of $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$. Then we are done since $\alpha$ and $\alpha_{0}$ are the same token configuration in $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$.

Case 2: $\alpha^{\prime}$ and $\beta^{\prime}$ have their unoccupied vertices at even distance.

Similar to Case 1, if $\alpha^{\prime}\left(\beta^{\prime}\right)^{-1}$ is an even permutation, then we are done. Otherwise, let $\alpha_{0}$ be the same token configuration as $\alpha$ except that the tokens $1_{1}$ and $1_{2}$ are swapped.

## Lemma 2.14

Let $G$ be a 2-connected graph different from a cycle. If $k \leq n(G)-2$, then $T(G ; k)$ is connected.

Proof. By Lemma 2.12, we have that $T\left(\theta_{0} ;(1,1,1,1,1)\right)=T\left(\theta_{0} ; 5\right)$ is connected. Then, by Proposition 2.6, we are done if $G$ is the graph $\theta_{0}$. Now we suppose that $G$ is not $\theta_{0}$. By Lemma 2.13, $T(G ;(\underbrace{2,1, \ldots, 1}_{n(G)-2 \text { terms }}))$ is connected. Then $T(G ; k)$ is also connected by Proposition 2.6.

## Lemma 2.15

Let $H$ be a 2-connected graph, and $G$ the graph obtained from $H$ by adding one vertex, which is connected to a vertex of $H$. Then $T(G ; n(G)-2)$ is connected.

Proof. Let $u v$ be the added edge, where $d(u)=1$ and $d(v) \geq 2$, and $\alpha$ any token configuration in $T(G ; n(G)-2)$.

Case 1: The graph $H$ is a cycle.

We may assume that in $\alpha$ all tokens are on the cycle (otherwise, we can move some tokens to get it since $G$ is connected). It is enough to show that any two consecutive tokens on the cycle can be swapped. Suppose we want to swap consecutive tokens $t_{1}$ and $t_{2}$. Then we move the tokens on the cycle until $v$ is unoccupied and is between $t_{1}$ and $t_{2}$. Note that $u$ is now unoccupied. Then we can easily swap $t_{1}$ and $t_{2}$ by moving through the vertex $u$.

Case 2: The graph $H$ is not a cycle.

By Lemma 2.14, $T(H ; n(H)-2)$ is connected. Thus any two tokens in $\left.\alpha\right|_{H}$ can be swapped. Since $H$ is 2-connected, $d_{H}(v) \geq 2$. Let $x$ and $y$ be neighbors of $v$ in $H$. Since $G$ is connected, we may assume that $v$ and $x$ are the two unoccupied vertices
in $\alpha$. We can see that the tokens on $u$ and on $y$ can be swapped by moving through the vertex $x$. Hence any two tokens in $\alpha$ can be swapped, so we are done.

## Lemma 2.16

Let $G_{1}$ and $G_{2}$ be 2-connected graphs containing a vertex $v_{1}$ and $v_{2}$, respectively, and $G$ the graph resulting from combining $G_{1}$ and $G_{2}$ by identifying the vertices $v_{1}$ and $v_{2}$. Then $T(G ; n(G)-2)$ is connected.

Proof. Let $u_{1}$ be a vertex in $G_{1}$ which is adjacent to $v_{1}$, and $u_{2}$ a vertex in $G_{2}$ which is adjacent to $v_{2}$. Let $v$ be the vertex in $G$, which results from identifying the vertices $v_{1}$ and $v_{2}$. Thus $v$ is adjacent to $u_{1}$ and $u_{2}$ in $G$. Let $H_{1}$ and $H_{2}$ be the subgraphs of $G$ induced by $V\left(G_{1}\right) \cup\left\{u_{2}\right\}$ and $V\left(G_{2}\right) \cup\left\{u_{1}\right\}$, respectively. By Lemma 2.15, $T\left(H_{1} ; n\left(H_{1}\right)-2\right)$ and $T\left(H_{2} ; n\left(H_{2}\right)-2\right)$ are connected. Let $\alpha$ be any token configuration in $T(G ; n(G)-2)$. We can assume that $v$ and $u_{1}$ are unoccupied in $\alpha$; otherwise, we can move some tokens in $\alpha$ to get another token configuration such that $v$ and $u_{1}$ are unoccupied. Since $T\left(H_{1} ; n\left(H_{1}\right)-2\right)$ is connected, any two tokens on the vertices of $H_{1}$ in $\alpha$ can be swapped. Also, since $T\left(H_{2} ; n\left(H_{2}\right)-2\right)$ is connected, any two tokens on the vertices of $H_{2}$ in $\alpha$ can be swapped. Since $H_{1}$ and $H_{2}$ share the token on $u_{2}$, any two tokens in $\alpha$ can be swapped.

The block-cutvertex graph of a connected graph $G$, denoted by $b c(G)$, is the graph whose vertices are the blocks and cut-vertices of G , and the edges of $b c(G)$ join cut-vertices with those blocks to which they belong. An endblock of $G$ is a block, which is of degree 1 in $b c(G)$. Thus every endblock contains only one cut-vertex of $G$.

## Lemma 2.17

Let $G$ be a connected graph with connectivity 1, and la positive integer. If $G$ does
not contain a separating path of size $l$, then there exists an endblock $B$ in $G$ such that $G \backslash\left(V(B) \backslash\left\{v_{B}\right\}\right)$ is connected and does not contain a separating path of size $l$, where $v_{B}$ is the cut-vertex of $G$ in $B$.

Proof. Let $B_{0}$ be any endblock in $G$. Take an endblock $B$ of maximum distance from $B_{0}$ in $b c(G)$. Thus $G \backslash\left(V(B) \backslash\left\{v_{B}\right\}\right)$ is connected, where $v_{B}$ is the cut-vertex of $G$ in $B$. Suppose for a contradiction that $G \backslash\left(V(B) \backslash\left\{v_{B}\right\}\right)$ has a separating path $P$ of size $l$. Since $G$ has no separating path of size $l, v_{B}$ is an interior vertex of $P$. Then there are two $P$-components. One component contains $B_{0}$, and the other contains another endblock, which is farther from $B_{0}$ than $B$ is. This is a contradiction.

We call an endblock $B$ according to Lemma 2.17, a good endblock.

Proof of Theorem 2.2. $(\Leftarrow)$ It is easy to see that if $G$ is disconnected, $k_{1}+$ $k_{2}+\cdots+k_{p}=n(G)$, or $G$ is a path, then $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected. By Lemmas 2.9, 2.10, and Theorem 2.1, we are done when the fourth, fifth, or sixth condition holds.

Next, we suppose that $G$ is a connected graph with connectivity 1 , other than a path, $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=l \geq 1$, and $G$ contains a separating path $P=v_{1} v_{2} \ldots v_{l}$. If $l=1$, let $G_{1}{ }^{*}$ be any component of $G \backslash v_{1}$, and $G_{1}$ and $G_{2}$ the subgraphs of $G$ induced by $V\left(G_{1}{ }^{*}\right) \cup\left\{v_{1}\right\}$ and $V(G) \backslash V\left(G_{1}{ }^{*}\right)$, respectively. If $l \geq 2$, let $G_{1}$ and $G_{2}$ be the two $P$-components of $G$ such that $G_{1}$ contains $v_{1}$ and $G_{2}$ contains $v_{l}$.

We prove the labelled token graph is disconnected by showing that there are two token configurations, which are in different components of $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$.

Case 1: $n\left(G_{1}\right) \geq k_{1}$.

Let $\alpha$ be a token configuration such that $v_{1}, v_{2}, \ldots, v_{l}$ are all unoccupied, and all the tokens with label 1 are in $G_{1} \backslash v_{1}$. Let $u$ be a vertex such that $\alpha(u)=1$, and $v$ a vertex in $G_{2} \backslash v_{l}$. Thus $\alpha(v)=c$ for some $c \neq 1$. Let $\beta$ be the same token configuration as $\alpha$ except that $\beta(u)=c$ and $\beta(v)=1$. Since the token 1 on $u$ in $\alpha$ cannot be moved to the vertex $v$ (it can go as far as to $v_{l}$ ), $\beta$ is not reachable from $\alpha$.

Case 2: $n\left(G_{1}\right)<k_{1}$.

Let $\alpha$ be a token configuration such that $v_{1}, v_{2}, \ldots, v_{l}$ are all unoccupied, and each vertex in $G_{1} \backslash v_{1}$ contains a token 1. Let $u \in V\left(G_{1}\right) \backslash\left\{v_{1}\right\}$ (so $\alpha(u)=1$ ), and $v$ a vertex in $G_{2} \backslash v_{l}$ such that $\alpha(v)=c$ for some $c \neq 1$. Let $\beta$ be the same token configuration as $\alpha$ except that $\beta(u)=c$ and $\beta(v)=1$. Since the token $c$ on $v$ in $\alpha$ cannot be moved to the vertex $u$ (it can go as far as to $v_{1}$ ), $\beta$ is not reachable from $\alpha$.
$(\Rightarrow)$ We prove necessity by contrapositive. Suppose that all the conditions 1-7 do not hold. Thus $G$ is connected, $k_{1}+k_{2}+\cdots+k_{p} \leq n(G)-1$, and $G$ is not a path. Lemma 2.9 completes the proof when $G$ is a cycle. If $G$ is the graph $\theta_{0}$, we have $T\left(\theta_{0} ;(3,1,1,1)\right)$ and $T\left(\theta_{0} ;(1,1,1,1,1)\right)$ are connected by Lemmas 2.11 and 2.12. For the other numbers of tokens, we are done by Properties 2.6 and 2.7. If $G$ is a 2-connected graph, then we are done by Theorem 2.1 and Lemmas 2.13 and 2.14.

We now suppose that $G$ is a connected graph with connectivity 1 , which does not contain a separating path of size $l$, where $l=n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)$. Since $G$ has connectivity $1, G$ contains a separating path of size 1 . Thus $l \geq 2$. We will prove that $T(G ; n(G)-l)$ is connected by induction on the number of blocks in $G$, and then we will have $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is connected by Proposition 2.7.

Base Step: There are two blocks in $G$.

Since $G$ is not a path, $G$ has to be a graph in Lemma 2.15 or 2.16. Then $T(G ; n(G)-2)$ is connected. Since $l \geq 2, T(G ; n(G)-l)$ is also connected.

Induction Step: There are $m \geq 3$ blocks in $G$.

Let $B$ be a good endblock in $G$ and $H$ the subgraph of $G$ induced by $[V(G) \backslash V(B)] \cup$ $\left\{v_{B}\right\}$, where $v_{B}$ is the cut-vertex of $G$ in $B$. By Lemma 2.17, we have that $H$ is connected and has no separating path of size $l$. It is easy to see that $H$ has $m-1 \geq 2$ blocks, so $H$ has connectivity 1 . Then by the induction hypothesis, $T(H ; n(H)-l)$ is connected.

Let $v_{B}^{\prime}$ be a vertex of $H$ which is adjacent to $v_{B}$, and $B^{\prime}$ the subgraph of $G$ induced by $V(B) \cup\left\{v_{B}^{\prime}\right\}$. By Lemma 2.15, $T\left(B^{\prime} ; n\left(B^{\prime}\right)-2\right)$ is connected, so $T\left(G ; n\left(B^{\prime}\right)-2\right)$ is connected by Proposition 2.8.

Case 1: $n(H) \leq l$.

Then $n(G)-l=\left(n(H)+n\left(B^{\prime}\right)-2\right)-l \leq\left(l+n\left(B^{\prime}\right)-2\right)-l=n\left(B^{\prime}\right)-2$. Therefore, $T(G ; n(G)-l)$ is connected by Proposition 2.6.

Case 2: $n(H) \geq l+1$.

We claim that $H$ is not a path. Indeed, if $H$ is the path $v_{1} v_{2} \cdots v_{l+1} \cdots v_{m}$ for some $m \geq l+1$, then $v_{2} v_{3} \cdots v_{l+1}$ is a separating path of size $l$ in $G$, which is a contradiction.

If $d_{H}\left(v_{B}\right) \geq 2$, choose $u=v_{B}, x=v_{B}^{\prime}$, and $y$ another neighbour of $v_{B}$ in $H$. Otherwise, let $u$ be the vertex nearest to $v_{B}$ in $H$ such that $d_{H}(u) \geq 3$ ( $u$ exists since $H$ is not a path). Then there is only one path from $u$ to $v_{B}$, and it is of size less than $l$ since $G$ does not contain a separating path of size $l$. Then let $x$ and $y$ be neighbours of $u$ in $H$ which are farther from $v_{B}$ than $u$ is.

Let $\alpha$ be any token configuration in $T(G ; n(G)-l)$. We can assume that in $\alpha$, there are $n\left(B^{\prime}\right)-2$ tokens on $B^{\prime}$ such that $v_{B}$ and $v_{B}^{\prime}$ are unoccupied, and there are $n(H)-l \geq 1$ tokens on $H$ such that $x$ and the vertices on the path from $u$ to $v_{B}$ are all unoccupied while the vertex $y$ is occupied. Otherwise, we can always move some tokens to get a token configuration with such properties from $\alpha$ since $G$ is connected. Since $T\left(B^{\prime} ; n\left(B^{\prime}\right)-2\right)$ and $T(H ; n(H)-l)$ are connected, any two tokens on $B^{\prime}$ and any two tokens on $H$ can be improperly swapped in $\alpha$. So we need to show only that in $\alpha$ there is a token on $B^{\prime}$ and a token on $H$ which can be swapped.

Let $t_{1}$ be the token which occupies $y$, and $t_{2}$ the token on $B^{\prime}$ which is on a neighbour of $v_{B}$. We now can improperly swap the tokens $t_{1}$ and $t_{2}$ by moving through the vertex $x$. This completes the proof of Theorem 2.2.

We go back to Lemma 2.14 now. The proof of this lemma as previously given uses the result of Theorem 2.1, which was proved by using algebraic methods. Here we give another proof, using graph theoretical methods only.

Another Proof of Lemma 2.14. We prove the lemma by using Lemma 2.5. Let $G$ be a 2-connected graph different from a cycle, $\alpha$ any token configuration with at most $n(G)-2$ different tokens, $v$ any unoccupied vertex in $\alpha$, and $u$ any occupied vertex in $\alpha$, say $u$ contains a token $t$. We will show that in $\alpha$, the tokens $t$ and $\phi$ (the empty token on $v$ ) can be improperly empty-token swapped.

Since $G$ is 2-connected, there are two internally disjoint paths $P_{1}$ and $P_{2}$ between $u$ and $v$. If one of these two paths does not contain any token, then we can easily move $t$ from $u$ to $v$, so we are done. Suppose this is not the case. Since $k \leq n(G)-2$, there is an unoccupied vertex $w$ such that $w \neq v$. Let $s_{1}$ and $s_{2}$ be the tokens which are nearest to $v$ on $P_{1}$ and $P_{2}$, respectively.

Case 1: There is a vertex of $G$ which is not on $P_{1} \cup P_{2}$.

Subcase 1.1: The vertex $w$ is not on $P_{1} \cup P_{2}$.
Take a path $P_{w}$ from $w$ to some vertex $x$ on $P_{1} \cup P_{2}$. Let $y$ be the vertex on $P_{w}$ which is adjacent to $x$. Then do the following (if necessary),
(1) move the tokens on $P_{w}$ forward to $w$ to make $y$ unoccupied,
(2) move the tokens on $P_{1} \cup P_{2}$ in anticlockwise direction until $t$ is at $x$,
(3) move $t$ from $x$ to $y$ along $P_{w}$,
(4) move the tokens on $P_{1} \cup P_{2}$ in anticlockwise direction until $x$ is between the tokens $s_{1}$ and $s_{2}$,
(5) move $t$ from $y$ back to $x$ along $P_{w}$,
(6) move the tokens on $P_{1} \cup P_{2}$ in clockwise direction until they are at their destination positions,
(7) move the tokens which we moved in (1) back to their initial positions.

Subcase 1.2: The vertex $w$ is on $P_{1} \cup P_{2}$, but there is another vertex $z$ which is not on $P_{1} \cup P_{2}$.

We can suppose that the vertices which are not on $P_{1} \cup P_{2}$ are all occupied by tokens. Otherwise, we are done by Subcase 1.1. Take a path $P_{z}$ from $z$ to some vertex $x$ on $P_{1} \cup P_{2}$. Let $s$ be the token on $P_{z}$ which is the nearest to $x$ but not on $x$. To use Subcase 1.1, we will move $s$ to the vertex $w$.

We do the following (if necessary),
(1) move the tokens on $P_{1} \cup P_{2}$ in anticlockwise direction until the free space on $w$ arrives at $x$,
(2) move $s$ to $x$ along $P_{z}$,
(3) move the tokens on $P_{1} \cup P_{2}$ in clockwise direction until $s$ arrives at $w$.

Now we can use Subcase 1.1 to move $t$ from $u$ to $v$, and then we move the token $s$ back to its initial position.

Case 2: All vertices are on $P_{1} \cup P_{2}$.

Since $G$ is not a cycle, there exists a chord $x y$ on $P_{1} \cup P_{2}$ for some $x, y \in V(G)$. We move the tokens on $P_{1} \cup P_{2}$ in anticlockwise direction until the token $t$ arrives at $x$ or the empty token $\phi$ (on $v$ initially) arrives at $y$. At the time of arrival, we may assume that $t$ is on a vertex $z_{1}$, and $\phi$ is on a vertex $z_{2}$. If $z_{1}=x$ and $z_{2}=y$, we can easily move $t$ from $x$ to $y$ along the chord, and then move the tokens on $P_{1} \cup P_{2}$ in clockwise direction until we get the wanted token configuration. Otherwise, we can find two internally disjoint paths $P_{1}^{\prime}$ and $P_{2}^{\prime}$ from $z_{1}$ to $z_{2}$ such that there is another vertex which is not on $P_{1}^{\prime} \cup P_{2}^{\prime}$. By Case 1 , we can move $t$ from $z_{1}$ to $z_{2}$. Finally, we move the tokens on $P_{1} \cup P_{2}$ in clockwise direction until $t$ arrives at $v$, and the other tokens are back to their initial positions.

### 2.4 Proof of Theorem 2.3

Note that in this section, we use some terminology and notation from the previous section. According to the graph $\theta_{0}$ in Figure 2.1, we denote a token configuration $\alpha$ of $\theta_{0}$ which has $\alpha\left(v_{i}\right)=t_{i}$ for all $i=0,1, \ldots, 6$, by $\left[t_{0}, t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, t_{6}\right]$. For example, if $\alpha$ is the top left token configuration in Figure 2.4, then $\alpha=[2, \phi, 2,3,3,1,1]$. Let $G$ be a connected graph with connectivity $1, n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=1$, and $v_{B}$ a cut-vertex of a block $B$ in $G$. Given a token configuration $\alpha$, we can
see that even though $\alpha_{v_{B}}$ is not unique, $\tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)$ is unique. This means tokens in $\tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)$ can be moved to vertices in $B$ only. We get the following lemma.

## Lemma 2.18

Let $G$ be a connected graph with connectivity 1, $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=1$, and $\alpha$ and $\beta$ token configurations of $G$. Then $\alpha$ is reachable from $\beta$ if and only if $\left.\alpha_{v_{B}}\right|_{B}$ is reachable from $\left.\beta_{v_{B}}\right|_{B}$ for every block $B$ in $G$.

Proof of Theorem 2.3. $(\Leftarrow)$ It is easy to see that $\alpha$ and $\beta$ are in the same component of $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ if one of the first three conditions holds.

Suppose that $G$ is the graph $\theta_{o}$ and $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(2,2,2)$. We have proved that $T\left(\theta_{0} ;(2,2,2)\right)$ is not connected and has 2 components. One component contains 60 standard token configurations, shown in Figure 2.4 (and some other token configurations). We can see that all the ( 1,1 )-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,2,3,3)$ are in this component. The other component contains 30 standard token configurations, shown in Figure 2.5 (and some other token configurations), and all the (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,2,3)$ are in this component. Thus, if $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group (stated in 4(a) in the theorem), then $\alpha$ and $\beta$ are in the same component of $T\left(\theta_{0} ;(2,2,2)\right)$.

Next, we suppose that $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(2,2,1,1)$. We relabel the two tokens with label 3 in all standard token configurations in Figure 2.4 into two possible ways, say using labels 3 and 4. Then we get two copies of Figure 2.4. One copy contains the standard token configuration $[2, \phi, 2,3,4,1,1]$, and the other contains $[2, \phi, 2,4,3,1,1]$. We do a similar relabelling in Figure 2.5, so we get two copies of Figure 2.5. One copy contains $[2, \phi, 3,2,4,1,1]$, and the other contains $[2, \phi, 4,2,3,1,1]$. Next, we prove that the standard token configurations from the
two copies of Figure 2.4 are in the same component of $T\left(\theta_{0} ;(2,2,1,1)\right)$ by showing a path from $[2, \phi, 2,3,4,1,1]$ to $[2, \phi, 2,4,3,1,1]$. This path can be obtained by the following sequence of operations: $L, L, U, L, U, L, U, L, U, U, L, L, U, U, U$. Similarly, we give a path from $[2, \phi, 3,2,4,1,1]$ to $[2, \phi, 4,2,3,1,1]$ to show that the standard token configurations from the two copies of Figure 2.5 are in the same component. This path can be obtained by the following sequence of operations: $L, U, L, L, U, L, U, L, U, U, L, U, L, L, L, U, U, U, L, U, U, U$. Thus we have two groups of standard token configurations in $T\left(\theta_{0} ;(2,2,1,1)\right)$ such that standard token configurations which are in the same group are in the same component of $T\left(\theta_{0} ;(2,2,1,1)\right)$. We can see that one group, called Group $A_{1}$, contains all the $(1,1)$-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,2,3,4)$ or $(2,2,4,3)$. And the other group, called Group $A_{2}$, contains all the (1,1)-standard token configurations of which the cyclic order of tokens on the lower 5 -cycle is $(2,3,2,4)$ or $(2,4,2,3)$. Hence, if $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group (stated in 4(a) in the theorem), then $\alpha$ and $\beta$ are in the same component of $T\left(\theta_{0} ;(2,2,1,1)\right)$.

Now we suppose that $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(2,1,1,1,1)$. Then we relabel the two tokens with label 2 in all standard token configurations in Group $A_{1}$ into two possible ways, say using labels 2 and 5 . So we get two copies of standard token configurations from Group $A_{1}$, called Groups $B_{1}$ and $B_{2}$, and two copies of standard token configurations from Group $A_{2}$, called Groups $B_{3}^{\prime}$ and $B_{3}^{\prime \prime}$. Without loss of generality, we suppose that Group $B_{3}^{\prime}$ contains $[2, \phi, 4,5,3,1,1]$, and Group $B_{3}^{\prime \prime}$ contains $[5, \phi, 4,2,3,1,1]$. Then we show that there are three groups of standard token configurations in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$ such that standard token configurations in the same group are in the same component. For this, it suffices to show a path from $[2, \phi, 4,5,3,1,1]$ to $[5, \phi, 4,2,3,1,1]$, obtained by the sequence of operations: $L, U, L, L, U, L, U, L, U, U, L, L, U, U, L, L, L, U, U, U, L, L, L, U, U, U, L, L, U, U, U, L$,
$L, L$. Then we use $B_{3}$ to denote the group formed from the combination of $B_{3}^{\prime}$ and $B_{3}^{\prime \prime}$. Again, if $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group (stated in $4(\mathrm{~b})$ in the theorem), then $\alpha$ and $\beta$ are in the same component of $T\left(\theta_{0} ;(2,1,1,1,1)\right)$.

We next suppose that $\left(k_{1}, k_{2}, \ldots, k_{p}\right)=(1,1,1,1,1,1)$. By relabelling the two tokens with label 1 in all standard token configurations in Groups $B_{1}, B_{2}$, and $B_{3}$ into two possible ways, say using labels 1 and 6 , we get two copies of standard token configurations from each group. So we now have six groups of standard token configurations such that standard token configurations in the same group are in the same component of $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$. Similarly, if $\alpha^{\prime}$ and $\beta^{\prime}$ are in the same group (stated in 4(c) in the theorem), then $\alpha$ and $\beta$ are in the same component of $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$. Thus we are now done when $G$ is the graph $\theta_{0}$.

When $G$ is a 2-connected bipartite graph other than a cycle and there are $n(G)-1$ different tokens, we are done by Theorem 2.1.

Next, we suppose that $G$ is a connected graph with connectivity 1 , other than a path, $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=l \geq 2, P_{1}, P_{2}, \ldots, P_{m}$ are all the separating paths of size $l$ in $G$, and $\tau\left(\left.\alpha_{i}\right|_{G_{i, 1}}\right)=\tau\left(\left.\beta_{i}\right|_{G_{i, 1}}\right)$ and $\tau\left(\left.\alpha_{i}\right|_{G_{i, 2}}\right)=\tau\left(\left.\beta_{i}\right|_{G_{i, 2}}\right)$ for all $i=1,2, \ldots, m$. We prove that $\alpha$ and $\beta$ are in the same component of the labelled token graph by induction on the number of separating paths of size $l$ in $G$.

Base Step: There is only one separating path $P_{1}=v_{1,1} v_{1,2} \ldots v_{1, l}$ of size $l$ in $G$.

Let $G_{1,1}$ and $G_{1,2}$ be the two $P_{1}$-components of $G$. If $G_{1,1}$ or $G_{1,2}$ is a path, then it has to be a path of length 2 ; otherwise, there are at least two separating paths of size $l$ in $G$. Let $G_{1,1}^{\prime}$ and $G_{1,2}^{\prime}$ be the subgraphs of $G$ induced by $V\left(G_{1,1}\right) \cup$ $\left\{v_{1,2}, v_{1,3}, \ldots, v_{1, l}\right\}$ and $V\left(G_{1,2}\right) \cup\left\{v_{1,1}, v_{1,2}, \ldots, v_{1, l-1}\right\}$, respectively. Then $G_{1,1}^{\prime}$ and $G_{1,2}^{\prime}$ do not contain a separating path of size $l, \tau\left(\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}\right)=\tau\left(\left.\beta_{1}\right|_{G_{1,1}^{\prime}}\right)$, and $\tau\left(\left.\alpha_{1}\right|_{G_{1,2}^{\prime}}\right)=\tau\left(\left.\beta_{1}\right|_{G_{1,2}^{\prime}}\right)$. If $G_{1,1}$ is a path of length 2 , then there is only one token on
$\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}$ and $\left.\beta_{1}\right|_{G_{1,1}^{\prime}}$, so $\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}=\left.\beta_{1}\right|_{G_{1,1}^{\prime}}$. Obviously, $\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}$ is reachable from $\left.\beta_{1}\right|_{G_{1,1}^{\prime}}$. Suppose $G_{1,1}$ is not a path, so $G_{1,1}^{\prime}$ is not a path. Since $l \geq 2, G_{1,1}^{\prime}$ cannot be a cycle, the graph $\theta_{0}$, or a 2-connected bipartite graph. Since $G_{1,1}^{\prime}$ does not contain a separating path of size $l$, its labelled token graph is connected by Theorem 2.2. Thus $\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}$ is reachable from $\left.\beta_{1}\right|_{G_{1,1}^{\prime}}$. Similarly, $\left.\alpha_{1}\right|_{G_{1,2}^{\prime}}$ is reachable from $\left.\beta_{1}\right|_{G_{1,2}^{\prime}}$. We can conclude that $\alpha_{1}$ is reachable from $\beta_{1}$, so $\alpha$ is reachable from $\beta$.

Induction Step: There are $m \geq 2$ separating paths of size $l$ in $G$.

For each $i=1,2, \ldots, m$ let $P_{i}=v_{i, 1} v_{i, 2} \ldots v_{i, l}, G_{i, 1}$ and $G_{i, 2}$ the two $P_{i}$-components, and $G_{i, 1}^{\prime}$ and $G_{i, 2}^{\prime}$ the subgraphs of $G$ induced by $V\left(G_{i, 1}\right) \cup\left\{v_{i, 2}, v_{i, 3}, \ldots, v_{i, l}\right\}$ and $V\left(G_{i, 2}\right) \cup\left\{v_{i, 1}, v_{i, 2}, \ldots, v_{i, l-1}\right\}$, respectively. Then there exists a separating path $P_{j}$ for some $j$ such that one of $G_{j, 1}^{\prime}$ and $G_{j, 2}^{\prime}$ does not contain a separating path of size $l$. Without loss of generality, we may assume that $j=1$ and $G_{1,1}^{\prime}$ does not contain a separating path of size $l$. By the same arguments used in the base step, we can have that $\left.\alpha_{1}\right|_{G_{1,1}^{\prime}}$ is reachable from $\left.\beta_{1}\right|_{G_{1,1}^{\prime}}$.

Let $H$ be the subgraphs of $G$ induced by $V(G) \backslash\left(V\left(G_{1,1}\right) \backslash\left\{v_{1,1}\right\}\right)$. Thus there are $m-1$ separating paths of size $l$ in $H$. By the induction hypothesis, we have that $\left.\alpha_{1}\right|_{H}$ is reachable from $\left.\beta_{1}\right|_{H}$. We can conclude that $\alpha_{1}$ is reachable from $\beta_{1}$, so $\alpha$ is reachable from $\beta$.

Finally, we suppose that the condition 7 of the theorem holds. By using the previous cases, we can conclude that $\left.\alpha_{v_{B}}\right|_{B}$ is reachable from $\left.\beta_{v_{B}}\right|_{B}$ for every block $B$ in $G$. Hence $\alpha$ is reachable from $\beta$ by Lemma 2.18.
$(\Rightarrow)$ We prove necessity by contrapositive. Suppose that all the conditions 1-7 do not hold. We then show that $\alpha$ and $\beta$ are in different components of the labelled token graph. It is easy to get the result if $G$ is a path or a cycle.

First, we suppose $G$ is the graph $\theta_{0}$. Since $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is not connected, $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ is $(2,2,2),(2,2,1,1),(2,1,1,1,1)$, or $(1,1,1,1,1,1)$ by Theorem 2.2. As we described previously, two standard token configurations are in the same component if and only if one configuration can be obtained from the other by a finite sequence of operations $U$ and $L$ only. By applying the operations $U$ and $L$ to each standard token configuration in each group (the groups we constructed previously such as Groups $A_{1}$ and $A_{2}$ ), we always get another token configuration in the same group. Thus, if $\alpha^{\prime}$ and $\beta^{\prime}$ are in different groups (the groups we stated in the condition 4 of the theorem such as Groups $a_{1}$ and $a_{2}$ ), then $\alpha$ and $\beta$ are in different components of the labelled token graph.

When $G$ is 2 -connected, we are done by Theorem 2.1 and Lemmas 2.13 and 2.14.

Next, we suppose that $G$ is a connected graph with connectivity 1, other than a path, $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=l \geq 2$, and there is a separating path $P_{1}=v_{1,1} v_{1,2} \ldots v_{1, l}$ such that $\tau\left(\left.\alpha_{1}\right|_{G_{1,1}}\right) \neq \tau\left(\left.\beta_{1}\right|_{G_{1,1}}\right)$ or $\tau\left(\left.\alpha_{1}\right|_{G_{1,2}}\right) \neq \tau\left(\left.\beta_{1}\right|_{G_{1,2}}\right)$. Without loss of generality, we may assume that $\tau\left(\left.\alpha_{1}\right|_{G_{1,1}}\right) \neq \tau\left(\left.\beta_{1}\right|_{G_{1,1}}\right)$. Hence there is a token $t$ which appears in $\left.\alpha_{1}\right|_{G_{1,1}}$ more often than in $\left.\beta_{1}\right|_{G_{1,1}}$. To get $\beta_{1}$ from $\alpha_{1}$, we need to move at least one token $t$ on $G_{1,1}$ in $\alpha_{1}$ into some vertex in $V\left(G_{1,2}\right) \backslash\left\{v_{1, l}\right\}$. This is impossible because of the separating path $P_{1}$, so $\beta_{1}$ is not reachable from $\alpha_{1}$. Hence $\alpha$ and $\beta$ are in different components of the labelled token graph.

Finally, we suppose that $G$ is a connected graph with connectivity 1, other than a path, $n(G)-\left(k_{1}+k_{2}+\cdots+k_{p}\right)=1$, and there is a block $B$ such that $\tau\left(\left.\alpha_{v_{B}}\right|_{B}\right) \neq$ $\tau\left(\left.\beta_{v_{B}}\right|_{B}\right)$ or it does not satisfy any cases in the condition 7 .

Case 1: $\tau\left(\left.\alpha_{v_{B}}\right|_{B}\right) \neq \tau\left(\left.\beta_{v_{B}}\right|_{B}\right)$.

Then there is a token $t$ which appears in $\left.\alpha_{v_{B}}\right|_{B}$ more often than in $\left.\beta_{v_{B}}\right|_{B}$. To get $\beta_{v_{B}}$ from $\alpha_{v_{B}}$, we need to move at least one token $t$ on $B$ in $\alpha_{v_{B}}$ into some vertex in $V(G) \backslash V(B)$, which is impossible. Hence $\beta_{v_{B}}$ is not reachable from $\alpha_{v_{B}}$, so $\alpha$ and $\beta$ are in different components

Case 2: None of the cases 7 (a), 7(b), 7(c), or 7(d) holds.

We may assume that $\tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)=\tau\left(\left.\beta_{v_{B}}\right|_{B}\right)$; otherwise, we are done by Case 1 . If $B$ is a path, it has to be of length 2 since it is a block. Then there is only one token in $\left.\alpha_{v_{B}}\right|_{B}$, so $T\left(B ; \tau\left(\left.\alpha_{v_{B}}\right|_{B}\right)\right)$ is connected. This contradicts the assumption that $B$ does not satisfy any cases in the condition 7 . Thus $B$ is a block different from a path. By using the previous cases, we can conclude that $\left.\alpha_{v_{B}}\right|_{B}$ is not reachable from $\left.\beta_{v_{B}}\right|_{B}$. Thus $\alpha$ is not reachable from $\beta$ by Lemma 2.18.

Now, we go back to Example 1.1. According to Figure 1.1, is it possible to reach $\beta$ from $\alpha$ ? To get the answer, we first transform the 15 -Puzzle to the grid graph $P_{4} \times P_{4}$. Then we get the corresponding token configurations $\alpha^{\prime}$ and $\beta^{\prime}$ of $\alpha$ and $\beta$, respectively, shown in Figure 2.6.


Figure 2.6: Corresponding token configurations $\alpha^{\prime}$ and $\beta^{\prime}$

We can see that $\alpha^{\prime}$ and $\beta^{\prime}$ have empty spaces at distance zero, and $\alpha^{\prime}\left(\beta^{\prime}\right)^{-1}=$ $(12)(34)(56)(78)(910)(911)(912)(1314)(1315)$ is an odd permutation. By

Theorem 2.3, since $P_{4} \times P_{4}$ is a 2-connected bipartite graph different from a cycle, $\alpha^{\prime}$ and $\beta^{\prime}$ are in different components of the labelled token graph. Thus we cannot go from $\alpha$ to $\beta$.

## Miscellaneous Results on

## Labelled Token Graphs

### 3.1 Complexity of Finding Shortest Paths in Labelled Token Graphs

In this section, we consider the computational hardness of finding the shortest path between any two token configurations in labelled token graphs.

Goldreich [15] proved that the problem of finding the shortest path between two token configurations in labelled token graphs such that all the tokens are different is $N P$-hard by reducing 3 -Exact-Cover to it.

Papadimitriou et al. [21] proved that the problem of finding the shortest sequence of moves to move the special token from one vertex to another vertex is $N P$-hard (the other tokens are considered as just obstacles). They proved by reducing from the problem 3-SAT in which each literal occurs at most twice.

We now introduce the following problem, which is called the Shortest-Token-MoveSequence (STMS) problem:

Input: A connected graph $G$, a multiset of tokens $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$, two token configurations $\alpha$ and $\beta$, and a positive integer $N$;

Question: Is there a path of length at most $N$ from $\alpha$ to $\beta$ in the labelled token $\operatorname{graph} T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ ?

## Theorem 3.1

Restricted to the case that the multiset of tokens is ( $k$ ) (i.e., all tokens are the same), the problem STMS is in P .

Proof. Given two token configurations $\alpha$ and $\beta$ of $k$ identical tokens on $G$, let $U=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ be the set of vertices containing a token in $\alpha$, and $V=$ $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be the one in $\beta$. We form a complete bipartite graph $K_{k, k}$ with the parts $U$ and $V$. We define the weight of each edge $u_{i} v_{j}$ to be the length of a shortest path from $u_{i}$ to $v_{j}$ in $G$. It is well-known that a perfect matching with minimum weight can be found in polynomial time (for instance, using the Hungarian method; see, e.g., Schrijver [24]). Let $M$ be such a minimum-weight perfect matching.

Without loss of generality, we may assume that $M=\left\{u_{1} v_{1}, u_{2} v_{2}, \ldots, u_{k} v_{k}\right\}$. For each $i$, let $P_{i}$ be the path corresponding to the edge $u_{i} v_{i}, w_{i}$ the weight of $u_{i} v_{i}$, and $W$ the total weight in $M$. It is obvious that to get $\beta$ from $\alpha$, we need at least $W$ steps. Next, we show that we can find a path from $\alpha$ to $\beta$ in the labelled token graph of length exactly $W$ by induction on the total weight $W$.

Base Step: $W=0$.

Then $U=V$, so $\alpha$ and $\beta$ are the same token configuration. Thus there is of course a path of length 0 from $\alpha$ to $\beta$ in the labelled token graph.

Induction Step: $W \geq 1$.

Then there is an edge in $M$ having non-zero weight. Without loss of generality, we may assume that the edge $u_{1} v_{1}$ has weight $w_{1}>0$ (i.e., $u_{1} \neq v_{1}$ ).

Case 1: $V\left(P_{1}\right) \cap U=\left\{u_{1}\right\}$.

Then we move the token from $u_{1}$ along $P_{1}$ to $v_{1}$. Let $\alpha^{\prime}$ be the token configuration we just got and $M^{\prime}$ the perfect matching obtained from $M$ which corresponds to $\alpha^{\prime}$ and $\beta$. We can see that $M^{\prime}$ has minimum weight in this new situation (otherwise, $M$ is not a minimum weight perfect matching), and the total weight of $M^{\prime}$ is $W-w_{1}$. By the induction hypothesis, there is a path of length $W-w_{1}$ in the labelled token graph from $\alpha^{\prime}$ to $\beta$. Combining the paths from $\alpha$ to $\alpha^{\prime}$ and from $\alpha^{\prime}$ to $\beta$ gives us the wanted path of length $W$.

Case 2: $\left[V\left(P_{1}\right) \cap U\right] \backslash\left\{u_{1}\right\} \neq \phi$.

Without loss of generality, we may assume that $u_{2}$ is the vertex in $\left[V\left(P_{1}\right) \cap U\right] \backslash\left\{u_{1}\right\}$ nearest to $v_{1}$. Note that the path from $u_{1}$ to $u_{2}$ along $P_{1}$ and the path $P_{2}$ have the vertex $u_{2}$ in common only. Otherwise, there are paths from $u_{1}$ to $v_{2}$ and from $u_{2}$ to $v_{1}$ that give another perfect matching having smaller weight than $M$.

Subcase 2.1: $u_{2} \neq v_{1}$.

Then we define the new paths $P_{12}$ and $P_{21}$ as follows. Let $P_{12}$ be the path formed by going from $u_{1}$ along $P_{1}$ to $u_{2}$ and then continue along $P_{2}$ to $v_{2}$ (since the path from $u_{1}$ to $u_{2}$ along $P_{1}$ and the path $P_{2}$ intersect only at $u_{2}, P_{12}$ is a path), while $P_{21}$ is just the path from $u_{2}$ along $P_{1}$ to $v_{1}$. It is clear that the sum of the lengths of $P_{12}$ and $P_{21}$ is the same as the sum for $P_{1}$ and $P_{2}$. We now form a new perfect matching with the minimum weight by removing the edges $u_{1} v_{1}$ and $u_{2} v_{2}$ and adding the edges $u_{1} v_{2}$ and $u_{2} v_{1}$, corresponding to the paths $P_{12}$ and $P_{21}$, respectively. We can see that $u_{2}$ is the only vertex in $V\left(P_{21}\right) \cap U$. Since $u_{2} \neq v_{1}$, the edge $u_{2} v_{1}$ has non-zero weight. Then we just follow the steps in Case 1 by moving the token from $u_{2}$ along $P_{21}$ to $v_{1}$.

Subcase 2.2: $u_{2}=v_{1}$.

Thus $u_{2} \neq v_{2}$. Again, if $V\left(P_{2}\right) \cap U=\left\{u_{2}\right\}$, we are done by following the steps in Case 1. If it is not the case, then we follow the steps in Case 2. We may assume that $u_{3}$ is the vertex in $\left[V\left(P_{2}\right) \cap U\right] \backslash\left\{u_{2}\right\}$ nearest to $v_{2}$. Then $P_{3}$ cannot contain $u_{1}$ or $u_{2}$; otherwise, we can find another perfect matching having smaller weight than $M$. If $u_{3} \neq v_{2}$, we are done using Subcase 2.1. Otherwise, we continue with $u_{4}$. We keep doing this until we get some $l \in\{1,2, \ldots, k\}$ such that $V\left(P_{l}\right) \cap U=\left\{u_{l}\right\}$ and $u_{l} \neq v_{l}$. This must happen since $U$ is finite. Then we finish the proof by following the steps in Case 1 (move the token from $u_{l}$ to $v_{l}$ along $P_{l}$ ).

Recall that Goldreich [15] proved $S T M S$ is $N P$-complete for the case Wilson considered (i.e., the tokens are all different). So somewhere between all tokens the same and all tokens different, the problem switches from being in $P$ to being $N P-$ complete. The following theorem shows that it happens as soon as not all tokens are identical. We prove this by applying the ideas of the proof of Theorem 1 of Papadimitriou et al. [21] by reducing from the problem 3-SAT. In their proof, they only move the unique special token from one vertex to the destination vertex and do not mind where the other tokens are at the end. In our proof, at the end we need to move the other tokens to their destinations as well.

## Theorem 3.2

Restricted to the case that there is one special token and the other tokens are all identical, the problem STMS is NP-complete.

Proof. Recall that Kornhauser et al. [18] proved that the problem to decide if there is a path between any two token configurations, is decidable in polynomial time. They also showed that at most $O\left((n(G))^{3}\right)$ moves are needed between any two reachable token configurations. This shows that STMS is in NP.

To prove that the problem $S T M S$ is $N P$-hard, we use a reduction from 3-SAT. Given an instance of a 3-SAT Boolean formula which is in conjunctive normal form, we construct a graph $G$, token configurations $\alpha$ and $\beta$, and choose a number $N$ as follows (see Figures 3.1 and 3.2 for an example).

The graph $G$ consists of $p$ variable gadgets (the cycles on the left), where $p$ is the number of variables in the formula, $q$ clause gadgets (the vertices on the right), where $q$ is the number of clauses in the formula, a destination vertex (the rightmost vertex) called $v_{2}$, and some paths starting from vertices on variable gadgets.

Let $M$ be the maximum number of occurrence of any literal in the formula. For each variable $x$, we form a variable gadget by two paths corresponding to each variable and its negated form, called $P_{x}$ and $P_{\bar{x}}$. The path $P_{x}$ contains vertices $x_{1}, x_{2}, \ldots, x_{M}$ which separate the path into $M+1$ parts, each of length $3 r$, where $r=c(p+q)$ for some positive integer $c$ so that $2 r^{2}>5 M r p+3 r p+5 r q+3 r$ ( $c$ is large enough). Similarly, the path $P_{\bar{x}}$ contains vertices $\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{M}$ which separate the path into $M+1$ parts, each of length $3 r$. Since $M$ is the maximum number of the number of occurrence of each literal in the formula, $x$ and $\bar{x}$ occur in at most $M$ clauses. For each appearance of $x$ in the clauses, we form a path of length $2 r$ from a vertex in $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{M}\right\}$ to the corresponding clause gadget. For each vertex in $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{M}\right\}$ which does not have a path to any clause gadget, we construct a path of length $r$ from it to a new vertex. We create $M$ paths starting from the vertices on $P_{\bar{x}}$ so that they are mutually disjoint. Similarly, we form $M$ disjoint paths starting from the vertices on $P_{x}$.

We construct token configurations $\alpha$ and $\beta$ of $G$ corresponding to the given formula in similar way as the example shown in Figures 3.1 and 3.2 (this example corresponds to the formula $(x \vee y \vee \bar{z}) \wedge(\bar{x} \vee y \vee z) \wedge(\bar{x} \vee \bar{y} \vee z))$, and choose
$N=5 M r p+3 r p+5 r q+3 r$. Note that the special token has label $t$, and all the other tokens are identical.


Figure 3.1: Starting token configuration $\alpha$ of $G$, corresponding to the formula $(x \vee y \vee \bar{z}) \wedge(\bar{x} \vee y \vee z) \wedge(\bar{x} \vee \bar{y} \vee z)$

Now, we claim that the formula is satisfiable if and only if we can reach $\beta$ from $\alpha$ within $N$ steps. First, we suppose that the formula is satisfiable. We will show that within $N$ steps, we can move the token $t$ from the vertex $v_{1}$ to the vertex $v_{2}$, passing through all the variable gadgets and the clause gadgets, and finally move the other tokens to their final positions.

Consider a variable $x$, and suppose $x$ is set to be "true" in a feasible assignment. We will move the token $t$ through the variable gadget of $x$ along the path $P_{x}$. We need $r$ steps for each token on $P_{x}$ to be cleared out by pushing the tokens to the end of the $r$-length paths or to the middle of the $2 r$-length paths. Note that


Figure 3.2: Final token configuration $\beta$ of $G$, corresponding to the formula $(x \vee y \vee \bar{z}) \wedge(\bar{x} \vee y \vee z) \wedge(\bar{x} \vee \bar{y} \vee z)$
any other way requires at least $3 r$ steps. If $x$ is "false", we do the same via the path $P_{\bar{x}}$.

Next, we will move $t$ through each clause gadget occupied by a token initially. Since every clause is satisfied, at least one of the three $2 r$-length paths connected to each clause gadget has the middle vertex still unoccupied. Then we can move the token on each clause gadget off in $r$ steps by pushing the tokens to the middle on this path, and then $t$ can pass that clause gadget. Hence we can bring the token $t$ from $v_{1}$ to $v_{2}$ in $[M r p+(M+1)(3 r) p]+[r q+(q+1)(3 r)]$ steps, and we need $r q+M r p$ steps to move the other tokens to their final destinations. Therefore, we can get $\beta$ from $\alpha$ in exactly $N$ steps.

Conversely, suppose that for every choice of the variables to be true or false, at
least one of the clauses is not satisfied. In the step of moving the token on this clause gadget off from the route of $t$, we need at least $2 r$ steps because the middle vertices of all the three $2 r$-length paths ending at that clause gadget are no longer empty. Thus the total number of steps to get $\beta$ from $\alpha$ is more than $N$ steps. Note that to let the token $t$ make a short cut along a path packed with tokens, we need at least $2 r^{2}>N$ steps.

Since the reduction from the given instance of a 3-SAT Boolean formula to the graph $G$, token configurations $\alpha$ and $\beta$, and integer $N$ can be done in polynomial time, we can conclude that $S T M S$ is $N P$-hard, and therefore is $N P$-complete.

## Corollary 3.3

The problem STMS remains NP-complete for any other multiset of tokens which does not restrict the total number of tokens and allow at least two types of tokens.

### 3.2 Connectivity of Labelled Token Graphs and Forbidden Minors

In this section, we give another way to consider whether the labelled token graph of a given graph $G$ with a multiset of tokens $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ is disconnected by considering the existence of some forbidden minors. The details can be found in the following theorem.

## Theorem 3.4

For each multiset of tokens $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$, there exists a finite collection of connected graphs $H_{1}, H_{2}, \ldots, H_{n}$, such that for each connected graph $G$ with $n(G)>$ $k_{1}+k_{2}+\cdots+k_{p}$ we have
$T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected $\Leftrightarrow G$ has none of $H_{1}, H_{2}, \ldots, H_{n}$ as a minor.

As a consequence, for each multiset $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$, there exists a polynomial time algorithm (in $n(G)$ ) to decide if the labelled token graph of a given graph is disconnected.

Below, we give some theorems which will be used in the proof of Theorem 3.4. They are well-known and can be found, e.g., in [10].

## Proposition 3.5

$A$ relation $\leq$ is a well-quasi-ordering on a set $X$ if and only if it is a quasi-ordering without infinite descent and without infinite antichains on elements of $X$.

Theorem 3.6 (Robertson \& Seymour [23])
The minor ordering is well-quasi-ordered on the class of finite graphs.

## Proposition 3.7

Let $\leq$ be a well-quasi-ordering on a set $X$, and $P a \leq$-closed property on elements of $X$. Then the set of $P$-forbidden elements is finite.

By Proposition 3.5 and Theorem 3.6, we can see that the minor ordering is a quasiordering without infinite descent and without infinite antichains on finite graphs. Since the class of finite connected graphs is a subset of the class of finite graphs, there is neither infinite descent nor infinite antichains on connected graphs under minor ordering. Hence the minor ordering is well-quasi-ordered on the class of finite connected graphs as well. Combining this result with Proposition 3.7 gives the following corollary.

## Corollary 3.8

If $P$ is a minor-closed property on connected graphs, then the set of $P$-forbidden
minors is finite.

For example, let $P$ be the property of being planar on connected graphs. It is easy to see that $P$ is minor-closed. Hence there are a finite number of $P$-forbidden minors. According to Wagner's theorem, the $P$-forbidden minors are the complete graph $K_{5}$ and the complete bipartite graph $K_{3,3}$.

Theorem 3.9 (Robertson \& Seymour [22])
Given a fixed graph $H$, there exists a polynomial time algorithm to decide if a given graph has $H$ as a minor or not.

## Corollary 3.10

If $P$ is a minor-closed property on connected graphs, then there exists a polynomial time algorithm to decide whether a given graph has property $P$.

Proof of Theorem 3.4. To prove the theorem, it suffices to show that the property of being disconnected of labelled token graphs on connected graphs is closed under minor ordering. We then use Corollary 3.10 to complete the rest of the proof.

Let $\left(k_{1}, k_{2}, \ldots, k_{p}\right)$ be a multiset of tokens, $G$ a connected graph, $H$ a connected minor of $G$, and $k<n(H) \leq n(G)$, where $k=k_{1}+k_{2}+\cdots+k_{p}$. Suppose $T\left(G ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected. We will show that $T\left(H ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected by showing the following.

Claim 1: The graph $H$ can be obtained from $G$ by a sequence of edge contractions first and then edge deletions.

For each $X \in V(H)$, let the branch set of $X, V_{X}$, be the set of vertices of $G$, which are contracted to $X$. Note that the subgraph of $G$ induced by $V_{X}$ is connected
for all $X \in V(H)$, and for all $Y, Z \in V(H), Y Z \in E(H)$ if and only if there are $y \in V_{Y}, z \in V_{Z}$ such that $y z \in E(G)$. Now let $U=V(G) \backslash \bigcup_{X \in V(H)} V_{X}$. Choose $v \in U$ such that $v$ is adjacent to some vertex in some branch set. Then we add $v$ to one of these branch sets and keep doing this process until $U$ is empty. We can do this because $G$ is connected and $U$ is finite. Then we can obtain the graph $H$ from $G$ by first contracting all edges in each subgraph induced by each branch set, and then removing all edges which do not appear in $H$. Note that since $G$ and $H$ are connected, each operation in the sequence to obtain $H$ transforms a connected graph to a connected graph.

Claim 2: Assume $F$ is a connected graph containing an edge $u v, k<n(F)$, and $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected. Then $T\left(F / u v ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected.

Note that $F / u v$ is connected. Let $\alpha$ and $\beta$ be token configurations of $F$, which are in different components of $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$. We may assume that in both $\alpha$ and $\beta$ there is at most one vertex of $u$ and $v$ occupied by a token. Otherwise, since $F$ is connected and $k<n(F)$, we can move some tokens in $\alpha$ (in $\beta$ ) to obtain another token configuration of $F$ in which there is at most one vertex of $u$ and $v$ with a token on it.

Let $\alpha^{\prime}$ and $\beta^{\prime}$ be the token configurations of $F / u v$ induced by $\alpha$ and $\beta$, respectively. Then if there is a path from $\alpha^{\prime}$ to $\beta^{\prime}$ in $T\left(F / u v ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$, we can also construct a path from $\alpha$ to $\beta$ in $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$, which is a contradiction. Hence $T\left(F / u v ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected.

Claim 3: Assume $F$ is a connected graph containing an edge $e, F-e$ is connected, $k<n(F)$, and $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected. Then $T\left(F-e ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected.

Note that each token configuration of $F$ is a token configuration of $F-e$. Since $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected, we can find token configurations $\alpha$ and $\beta$ of $F$ which are in different components of $T\left(F ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$. Then they are in different components of $T\left(F-e ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$. Hence $T\left(F-e ;\left(k_{1}, k_{2}, \ldots, k_{p}\right)\right)$ is disconnected.

Next, we give some examples of $P$-forbidden minors, where $P$ is the property of being disconnected of labelled token graphs on connected graphs.

## Example 3.11

If the multiset of tokens is $(1,1)$, then there are two $P$-forbidden minors:


If the multiset of tokens is $(1,1,1)$, then there are five $P$-forbidden minors:


If the multiset of tokens is $(2,1)$, then there are four $P$-forbidden minors:


For the case the multiset of tokens is $(1,1,1,1)$, the following graphs are $P$ forbidden minors, but we are not sure yet if this is the complete list of $P$-forbidden minors.


## Strong $k$-Colour Graphs

For a positive integer $k$ and a graph $G$, the $k$-colour graph of $G$ (introduced by Cereceda et al. [5]) is the graph that has the proper $k$-vertex-colourings of $G$ as its vertices, and two vertices are joined by an edge if they differ in colour on only one vertex of $G$. We denote the $k$-colour graph of $G$ by $C_{k}(G)$.

We now introduce a subgraph of $C_{k}(G)$, the strong $k$-colour graph of $G$, denoted by $S_{k}(G)$. Its vertex set contains only proper $k$-colourings in which all $k$ colours actually appear, and we call such a colouring a strong $k$-colouring.

Questions regarding the connectivity of a $k$-colour graph have applications in reassignment problems of the channels used in cellular networks; see, e.g., [2, 17]. For some applications, it is required that all channels in a range are actually used. Such a labelling is sometimes called a "no-hole" or "consecutive" labelling; see, e.g., $[12,19]$. In terms of colourings, this corresponds to a strong $k$-colouring. And asking questions about the possibility to reassign channels in a cellular network can be done in such a way that all available channels are actually used. These problems can be expressed in finding paths in strong $k$-colour graphs.

Questions related to the connectivity of a $k$-colour graph have been studied extensively: $[5,6,8,20]$. In this note we initiate similar research on the connectivity of strong $k$-colour graphs: Given a positive integer $k$ and a graph $G$, is $S_{k}(G)$ connected? As an example, in Figures 4.1 and 4.2, we show the strong 3-colour
graphs of the paths with 4 and 5 vertices, respectively. One is not connected while the other is connected.


Figure 4.1: The strong colour graph $S_{3}\left(P_{4}\right)$


Figure 4.2: The strong colour graph $S_{3}\left(P_{5}\right)$

We usually use lower case Greek letters $\alpha, \beta, \gamma, \ldots$ to denote specific colourings, and lower case Latin $a, b, c, \ldots$ to denote specific colours. And to avoid trivial cases, we will always assume that $k$ is greater than or equal to the chromatic number of $G$, and the number of vertices of $G$ is at least $k+1$.

### 4.1 Literature

The following are known results on $k$-colour graphs. We make them our goal to study on strong $k$-colour graphs. However, this thesis contains only some first results on strong $k$-colour graphs

Cereceda et al. [5] gave some results on the connectivity of $k$-colour graphs such as if $G$ is a graph with chromatic number $k \in\{2,3\}$, then $C_{k}(G)$ is not connected. On the other hand, they gave some graphs with chromatic number $k \geq 4$ for which $C_{k}(G)$ is not connected, and some $k$-chromatic graphs for which $C_{k}(G)$ is connected.

In [6], they characterised the bipartite graphs for which $C_{3}(G)$ is connected. They also proved that the problem to decide the connectedness of the 3-colour graph of a bipartite graph is coNP-complete

In [7], they considered the problem of finding a path between two vertex 3colourings in 3 -colour graphs. They proved that it needs polynomial time to decide whether there is a path between them or not. They also showed that if a path exists, the algorithm uses $O\left(n^{2}\right)$ steps.

Bonsma and Cereceda [3] proved that the problem to decide whether there is a path between two vertex $k$-colourings in $k$-colour graphs is PSPACE-complete for all $k \geq 4$. They also proved that the problem remains PSPACE-complete for some specific graphs and the number $k$ such as planar graphs with $4 \leq k \leq 6$, or bipartite planar graphs with $k=4$.

### 4.2 General Results on Connectivity of Strong $k$-Colour Graphs

For all $k \geq 2$ and $m, n \geq 1$, let $\alpha$ be a strong $k$-vertex-colouring of a complete bipartite graph $K_{m, n}$. Each colour that appears in one part of the partition cannot be used in the other part. Now we choose one colour from each part and recolour the graph by swapping these two colours on each vertex coloured with one of these colours. Let $\beta$ be the resulting colouring, so $\beta$ is strong as well. It is easy to see that there is no path in $S_{k}\left(K_{m, n}\right)$ from $\alpha$ to $\beta$. Thus $S_{k}\left(K_{m, n}\right)$ is not connected for all $k \geq 2$ and $m, n \geq 1$. This gives the following lemma.

## Lemma 4.1

Let $G$ be a connected, $k$-colourable graph such that $S_{k}(G)$ is connected, with $k \geq 2$. Then $|V(G)| \geq k+1$, and $G$ does not contain a complete bipartite graph as a spanning subgraph.

## Theorem 4.2

Let $G$ be a connected, $k$-colourable graph such that $S_{k}(G)$ is connected, with $k \geq 2$. Suppose the graph $G^{*}$ is obtained from $G$ by adding a new vertex $v^{*}$ and joining it to $j$ vertices in $V(G)$, with $1 \leq j \leq k-2$. Then $S_{k}\left(G^{*}\right)$ is connected.

We will show in the next section that the strong 3 -colour graph of the $n$-vertex path, $S_{3}\left(P_{n}\right)$, is connected if and only if $n \geq 5$. Now we add a new vertex and join it to the first and the last vertex of the path, forming to an $(n+1)$-vertex cycle. We will show in Section 4.4 that the strong 3 -colour graph of the $n$-vertex cycle, $S_{3}\left(C_{n}\right)$, is not connected for all $n$. This example shows that the restriction $j \leq k-2$ of Theorem 4.2 is optimal.

Proof of Theorem 4.2. Let $\alpha^{*}$ and $\beta^{*}$ be strong $k$-colourings of $G^{*}$. We show that there always exists a walk in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to $\beta^{*}$. We say that a colouring of $G^{*}$ is good if all $k$ colours appear on $V(G)$.

First, we suppose that $\alpha^{*}$ and $\beta^{*}$ are good. By ignoring the vertex $v^{*}$, let $\alpha$ and $\beta$ be the strong $k$-colourings of $G$ obtained from $\alpha^{*}$ and $\beta^{*}$, respectively. Since $S_{k}(G)$ is connected, there is a path from $\alpha$ to $\beta$ in $S_{k}(G)$. We just follow the recolouring steps of that path to form a walk from $\alpha^{*}$ to $\beta^{*}$ in $S_{k}\left(G^{*}\right)$. The only extra steps happen when we want to recolour a neighbour $u$ of $v^{*}$ to the same colour as $v^{*}$. Since $d_{G^{*}}\left(v^{*}\right)=j \leq k-2$, we can always recolour $v^{*}$ to a colour different from any of the colours appearing in its neighbourhood and its current colour. After recolouring $v^{*}$, we can recolour $u$, and continue the walk. This walk in $S_{k}\left(G^{*}\right)$ finishes in a colouring in which the vertices in $V(G)$ have the same colour as they have in $\beta^{*}$. If necessary, we can do one recolouring of $v^{*}$ to its colour in $\beta^{*}$, completing the walk in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to $\beta^{*}$.

If $\alpha^{*}$ is not good, then below we show that we can always find a path in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to some good colouring (and if necessary, we do the same for $\beta^{*}$ ). Together with the method described in the previous paragraph, this completes the proof.

So we now assume that in $\alpha^{*}$ every vertex of $G$ has received one of $k-1$ colours while $v^{*}$ has the remaining colour. Let $W$ be the set of vertices in $V(G)$ that do not have a unique colour in $G$ for the colouring $\alpha^{*}$. Since $|V(G)| \geq k+1, W$ is not empty.

Case 1: There is a vertex $w \in W$ not adjacent to $v^{*}$.

By the definition of $W$, there is a vertex $w^{\prime} \in W$ such that $w$ and $w^{\prime}$ have the same colour in $\alpha^{*}$. Then we recolour $w$ to the same colour as $v^{*}$. The resulting colouring is good.

Case 2: All vertices in $W$ are adjacent to $v^{*}$.

Additionally, define $U=N\left(v^{*}\right) \backslash W$. and $X=V(G) \backslash N\left(v^{*}\right)$. Note that all vertices in $X$ have a unique colour in $\alpha^{*}$.

Subcase 2.1: There is a vertex $x \in X$ which is not adjacent to some vertex $w \in W$.

Again, there is a vertex $w^{\prime} \in W$ such that $w$ and $w^{\prime}$ have the same colour in $\alpha^{*}$. Then we first recolour $w$ to the same colour as $x$, and then recolour $x$ to the same colour as $v^{*}$. Again, this gives a good colouring.

Subcase 2.2: Every vertex in $X$ is adjacent to every vertex in $W$.

By Lemma 4.1, $U$ is not empty (otherwise, the pair ( $X, W$ ) would form the parts of a spanning complete bipartite subgraph of $G$ ). Suppose there is some vertex $u \in U$ which is not adjacent to some vertex $w \in W$ and not adjacent to some vertex $x \in X$. Then we can recolour $w$ to the colour of $u$ (this is possible since there is another vertex $w^{\prime} \in W$ with the same colour as $\left.w\right)$. Then recolour $u$ to the same colour as $x$, and finally $x$ to the same colour as $v^{*}$. It is easy to check that the remaining colouring is good.

So we are left with the case that each vertex in $U$ is adjacent to every vertex in $W$ or to every vertex in $X$. Let $U_{W}$ be the set of vertices in $U$ which are adjacent to every vertex in $W$, and $U_{X}=U \backslash U_{W}$. Then the pair ( $X \cup U_{W}, W \cup U_{X}$ ) forms the parts of a spanning complete bipartite subgraph of $G$. This case is impossible by Lemma 4.1.

## Theorem 4.3

Let $G$ be a connected $k$-colourable graph so that $S_{k}(G)$ is connected, with $k \geq 2$.

Let $v$ be a vertex of $G$ with neighbourhood $N(v)$. Suppose the graph $G^{*}$ is obtained from $G$ by adding a new vertex $v^{*}$ and joining $v^{*}$ to the vertices in $N^{*}$ for some $N^{*} \subseteq N(v), N^{*} \neq \varnothing$. Then $S_{k}\left(G^{*}\right)$ is connected.

Proof. Let $\alpha^{*}$ and $\beta^{*}$ be strong $k$-colourings of $G^{*}$. We show that there always exists a walk in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to $\beta^{*}$. We say that a colouring of $G^{*}$ is good if $v$ and $v^{*}$ are labelled with the same colour.

First suppose that $\alpha^{*}$ and $\beta^{*}$ are good. By ignoring the vertex $v^{*}$, let $\alpha$ and $\beta$ be the strong $k$-colourings of $G$ obtained from $\alpha^{*}$ and $\beta^{*}$, respectively. Since $S_{k}(G)$ is connected, there is a path from $\alpha$ to $\beta$ in $S_{k}(G)$. We just follow the recolouring steps of that path to form a walk from $\alpha^{*}$ to $\beta^{*}$ in $S_{k}\left(G^{*}\right)$. The only extra step happens when we recolour $v$. In the next step we immediately recolour $v^{*}$ to the same colour as $v$ just received. It is easy to check that all these recolourings are allowed and give a walk in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to $\beta^{*}$, completing the proof.

Assume that $\alpha^{*}$ is not good. Below we show that we always can find a path in $S_{k}\left(G^{*}\right)$ from $\alpha^{*}$ to some good colouring (and if necessary, we do the same for $\beta^{*}$ ). Together with the method described in the previous paragraph, this completes the proof.

If there is a vertex $u \in V(G) \backslash\{v\}$ with the same colour as $v^{*}$, then we just recolour $v^{*}$ to the same colour as $v$. This gives a good colouring.

So we now suppose that in $\alpha^{*}$ every vertex of $G$ has received one of $k-1$ colours while $v^{*}$ has the remaining colour. Remind that $v$ and $v^{*}$ received different colours in $\alpha^{*}$. Let $W$ be the set of vertices in $V(G)$ that did not receive a unique colour in $G$ for the colouring $\alpha^{*}$. Since $|V(G)| \geq k+1, W$ is not empty.

Case 1: There is a vertex $w \in W$ not adjacent to $v^{*}$.

By the definition of $W$, there is a vertex $w^{\prime} \in W$ such that $w$ and $w^{\prime}$ have the same colour in $\alpha^{*}$. Hence we can recolour $w$ to the same colour as $v^{*}$, and then recolour $v^{*}$ to the same colour as $v$. The resulting colouring is good.

Case 2: All vertices in $W$ are adjacent to $v^{*}$.

Additionally, define $U=N\left(v^{*}\right) \backslash W$. and $X=V(G) \backslash N\left(v^{*}\right)$. Note that all vertices in $X$ have a unique colour in $\alpha^{*}$.

Subcase 2.1: There is a vertex $x \in X$ which is not adjacent to some vertex $w \in W$.

Again, there is a vertex $w^{\prime} \in W$ such that $w$ and $w^{\prime}$ have the same colour in $\alpha^{*}$. Then we first recolour $w$ to the same colour as $x$. Then recolour $x$ to the same colour as $v^{*}$, and finally recolour $v^{*}$ to the same colour as $v$. Again, this gives a good colouring.

Subcase 2.2: Every vertex in $X$ is adjacent to every vertex in $W$.

By Lemma 4.1, $U$ is not empty (otherwise, the pair ( $X, W$ ) would form the parts of a spanning complete bipartite subgraph of $G$ ). Suppose there is some vertex $u \in U$ that is not adjacent to some vertex $w \in W$ and not adjacent to some vertex $x \in X$. Then we can recolour $w$ to the colour of $u$ (this is possible since there is another vertex $w^{\prime} \in W$ with the same colour as $\left.w\right)$. Then recolour $u$ to the same colour as $x, x$ to the same colour as $v^{*}$, and finally recolour $v^{*}$ to the same colour as $v$. It is easy to check that the remaining colouring is good.

So we are left with the case that each vertex in $U$ is adjacent to every vertex in $W$ or to every vertex in $X$. Let $U_{W}$ be the set of vertices in $U$ which are adjacent to
every vertex in $W$, and $U_{X}=U \backslash U_{W}$. Then the pair ( $X \cup U_{W}, W \cup U_{X}$ ) forms the parts of a spanning complete bipartite subgraph of $G$. This case is impossible by Lemma 4.1.

It is easy to see that in a normal colour graph $C_{k}(G)$, there always is a path from any proper $k$-vertex-colouring to some strong $k$-vertex-colouring. This gives the following lemma.

## Lemma 4.4

If $S_{k}(G)$ is connected, then $C_{k}(G)$ is also connected.

### 4.3 The Strong $k$-Colour Graph of Paths

In this section, we prove that the strong $k$-colour graph of a path with $n$ vertices, $S_{k}\left(P_{n}\right)$, is connected if and only if $k \geq 3, n \geq 5$, and $n \geq k+1$.

First, suppose we colour a path $P_{n}, n \geq 2$, with two colours. It is easy to see that there are only two strong 2-vertex-colourings of $P_{n}$, and they are not adjacent in $S_{2}\left(P_{n}\right)$. Thus $S_{2}\left(P_{n}\right)$ is not connected for all $n \geq 2$.

For $k=3$, we have already seen in Figures 4.1 and 4.2 that $S_{3}\left(P_{4}\right)$ is not connected, but $S_{3}\left(P_{5}\right)$ is connected. It is somewhat more work to show that $S_{4}\left(P_{5}\right)$ is connected.

## Proposition 4.5

The strong colour graph $S_{4}\left(P_{5}\right)$ is connected.

Proof. In any strong 4-colouring of $P_{5}$, there are only two vertices with the same colour. Let $\alpha$ be a strong 4 -colouring of $P_{5}=v_{1} v_{2} \ldots v_{5}$. We call $\alpha$ an $a$-standard colouring if $\alpha\left(v_{1}\right)=\alpha\left(v_{5}\right)=a$.


Figure 4.3: An $a$-standard colouring

We will prove the proposition by showing the following three steps.

Step 1: There is a path from $(a, b, c, d, a)$ to any other $a$-standard colouring.

We will first show that there is a path from $(a, b, c, d, a)$ to $(a, c, b, d, a)$ :


By symmetry, there is a path from $(a, b, c, d, a)$ to $(a, b, d, c, a)$ as well.

Now we consider $a$-standard colourings as permutations of $\{b, c, d\}$. Note that all these permutations can be generated by the transpositions $(b, c)$ and $(c, d)$. Therefore, since we can find a path from $(a, b, c, d, a)$ to $(a, c, b, d, a)$, and from $(a, b, c, d, a)$ to $(a, b, d, c, a)$, there is a path from $(a, b, c, d, a)$ to any other $a$ standard colouring.

Step 2: There is a path between any two types of standard colourings.

First, here is a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{3}\right)$-standard colouring:


Next, a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{2}\right)$-standard colouring :


By symmetry, there is also a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{4}\right)$ standard colouring.

Step 3: Each strong 4-colouring has a path to some standard colouring.

Let $\alpha$ be a strong 4 -colouring of $P_{5}$. Then $\alpha$ has one of the following forms:


The first form already is an $a$-standard colouring; for the second and the third ones we just recolour the vertex $v_{1}$ to $d$; while for the fourth and the sixth ones we just recolour the vertex $v_{5}$ to $b$. Finally, for the fifth form the following is a path to a $b$-standard colouring :


It is straightforward to see that appropriate renaming of the colours and sequence of the paths in Steps $1-3$ will transform any strong 4 -colouring of $P_{5}$ into any other strong 4-colouring.

We extend the last result by showing that $S_{k}\left(P_{k+1}\right)$ is connected, for all $k \geq 4$.

## Proposition 4.6

For all $k \geq 4, S_{k}\left(P_{k+1}\right)$ is connected.

Proof. We prove by induction on $k$. We have already shown the proposition is true for $k=4$.

Let $\alpha$ and $\beta$ be strong $k$-colourings of $P_{k+1}=v_{1} v_{2} \ldots v_{k+1}$, for some $k \geq 5$. We can assume that in $\alpha$, the vertex $v_{k+1}$ has a unique colour. Otherwise, there is another vertex $v_{i}$ such that $\alpha\left(v_{i}\right)=\alpha\left(v_{k+1}\right)$. Then just recolour $v_{i}$ to a colour different from $\alpha\left(v_{k+1}\right)$. Without loss of generality, we may assume that this unique colour on $v_{k+1}$ in $\alpha$ is $a$.

If the vertex $v_{k+1}$ is the only vertex coloured $a$ in $\beta$ as well, then we can just remove $v_{k+1}$. Let $\alpha^{\prime}$ and $\beta^{\prime}$ be the strong $k$-colourings of $P_{k}=v_{1} v_{2} \ldots v_{k}$ obtained from $\alpha$ and $\beta$, respectively. By the induction hypothesis, $S_{k-1}\left(P_{k}\right)$ is connected. Then there is a path from $\alpha^{\prime}$ to $\beta^{\prime}$ in $S_{k-1}\left(P_{k}\right)$. Using the same steps on $P_{k+1}$ gives a path from $\alpha$ to $\beta$ in $S_{k}\left(P_{k+1}\right)$.

We now assume that in $\beta, v_{k+1}$ is not coloured $a$, or it is not the only vertex coloured $a$. We distinguish 4 cases.

Case 1: In $\beta, v_{k+1}$ is coloured $a$, but there is a second vertex $v_{i}$ coloured $a$ as well.

Then we just recolour $v_{i}$ to another colour different from $a$. Thus $v_{k+1}$ is now the only vertex coloured $a$. We are done by the paragraph above.

Case 2: In $\beta, v_{k+1}$ and some other vertex $v_{i}$ have the same colour $b \neq a$, while a third vertex $v_{j}$ is coloured $a$.

Subcase 2.1: $v_{k+1}$ and $v_{j}$ are not adjacent.

Then we just recolour $v_{k+1}$ to $a$, and we are back to Case 1 .

Subcase 2.2: $\quad v_{k+1}$ and $v_{j}$ are adjacent, i.e., $j=k$.

We call a colouring of $S_{k}\left(P_{k+1}\right)$ good if we can recolour $v_{i}$ to a colour which is not in $\left\{\beta\left(v_{k-1}\right), \beta\left(v_{k}\right)=a, \beta\left(v_{k+1}\right)=b\right\}$.

Note that $\beta$ is good when $k \geq 6$, or $k=5$ and $i \neq 2$. If $\beta$ is good, we can recolour $v_{i}$ to the colour $\beta\left(v_{l}\right)$ for some $l \notin\{i-1, i, i+1, k-1, k, k+1\}$, to obtain the strong $k$-colouring $\gamma$. Let $\delta$ be the strong $k$-colouring of $P_{k+1}$, obtained from $\gamma$ by swapping the colours of $v_{i}$ and $v_{k}$. By ignoring the vertex $v_{k+1}$, we can consider $\gamma$ and $\delta$ as strong $(k-1)$-colourings of $P_{k}$. Since $S_{k-1}\left(P_{k}\right)$ is connected, there is a path between these two colourings. We then apply this path to a path in $S_{k}\left(P_{k+1}\right)$ from $\gamma$ to $\delta$.

Next, we will form a path from $\delta$ to a colouring in which vertex $v_{k+1}$ is the only vertex coloured $a$, and then we will have a path from $\beta$ to this colouring. So we are done by Case 1. In $\delta$, we first recolour $v_{l}$ to $\beta\left(v_{k+1}\right)=b$ and then recolour $v_{k+1}$ to $a$. Finally, we recolour the vertex $v_{i}$ (which is previously coloured $a$ ) to another colour.

We now suppose that $\beta$ is not good, i.e., $k=5$ and $i=2$. Then here is a path from $\beta$ to a colouring in which $v_{k+1}$ is the only vertex coloured $a$.


Case 3: $\quad \operatorname{In} \beta, v_{i}$ and $v_{j}$ are coloured $a$ for some $i, j \neq k+1$.

Without loss of generality, we may assume that $v_{i}$ is not adjacent to $v_{k+1}$. Then we recolour $v_{i}$ to $\beta\left(v_{k+1}\right)$, and we are back to Case 2 .

Case 4: In $\beta, v_{i}$ and $v_{j}$ have the same colour $b \neq a$, a third vertex $v_{\ell}$ is coloured $a$, for some $i, j, \ell \neq k+1$.

Without loss of generality, we may assume that $v_{i}$ is not adjacent to $v_{k+1}$. Then we recolour $v_{i}$ to $\beta\left(v_{k+1}\right)$, and we are back to Case 2 .

By combining these propositions, we get the promised result on the strong colour graph of paths.

## Theorem 4.7

The strong colour graph $S_{k}\left(P_{n}\right)$ is connected if and only if $k \geq 3, n \geq 5$ and $n \geq k+1$.

Proof. We already have seen that $S_{3}\left(P_{4}\right)$ and $S_{2}\left(P_{n}\right), n \geq 3$, are not connected, while $S_{3}\left(P_{5}\right)$ and $S_{k}\left(P_{k+1}\right), k \geq 4$, are connected. Applying Theorem 4.2 completes the proof.

### 4.4 The Strong $k$-Colour Graph of Cycles

In this section we want to show that the strong $k$-colour graph of a cycle with $n$ vertices, $S_{k}\left(C_{n}\right)$, is connected if and only if $k \geq 4, n \geq 6$ and $n \geq k+1$. Before we prove the theorem, we give some propositions, which will be used in the proof.

To orient a cycle means to orient each edge on the cycle so that a directed cycle is obtained. If $C$ is a cycle, then by $\vec{C}$ we denote the cycle with one of the two possible orientations. Given a 3 -colouring $\alpha$ using colours $\{1,2,3\}$, the weight of
an edge $e=u v$ oriented from $u$ to $v$ is

$$
w(\overrightarrow{u v}, \alpha)= \begin{cases}+1, & \text { if } \alpha(u) \alpha(v) \in\{12,23,31\} \\ -1, & \text { if } \alpha(u) \alpha(v) \in\{21,32,13\} .\end{cases}
$$

The weight $W(\vec{C}, \alpha)$ of an oriented cycle $\vec{C}$ is the sum of the weights of its oriented edges.

## Proposition 4.8 (Cereceda et al. [5])

Let $\alpha$ be a 3-colouring of a graph $G$ that contains a cycle C. If $W(\vec{C}, \alpha) \neq 0$, then $C_{k}(G)$ is not connected.

## Proposition 4.9

For all $n \geq 3, S_{3}\left(C_{n}\right)$ is not connected.

Proof. By Lemmas 4.4 and 4.8, it is enough to find a strong 3-colouring $\alpha$ with $W\left(\overrightarrow{C_{n}}, \alpha\right) \neq 0$. If $n=3 \ell$ for some positive integer $\ell$, the pattern $1,2,3,1,2,3, \ldots, 1,2,3$ provides a 3-colouring $\alpha$ of $C_{n}$ with $W\left(\overrightarrow{C_{n}}, \alpha\right)=n \neq 0$. For $n=4$, it is easy to see that $S_{3}\left(C_{4}\right)$ is the graph with 12 isolated vertices. If $n=3 \ell+1>4$, then we use the pattern $1,2,3,1,2,3, \ldots, 1,2,3,2$, which gives $W\left(\overrightarrow{C_{n}}, \alpha\right)=n-4 \neq 0$. Finally, if $n=3 \ell+2 \geq 5$, we use the pattern $1,2,3,1,2,3, \ldots, 1,2,3,1,2$, so we get $W\left(\overrightarrow{C_{n}}, \alpha\right)=n-2 \neq 0$.

## Proposition 4.10

The strong colour graph $S_{4}\left(C_{5}\right)$ is not connected.

Proof. For any strong 4-colouring of the 5 -cycle $C_{5}$, there are only two vertices having the same colour. Thus each strong 4 -vertex-colouring of $C_{5}$ can be recoloured only on these two vertices, and each of these two vertices can be recoloured to only
one new colour (since the two different colours of their neighbours are forbidden). This means each colouring has degree two in $S_{4}\left(C_{5}\right)$.

Straightforward counting shows that $S_{4}\left(C_{5}\right)$ has 120 vertices. But each colouring in $S_{4}\left(C_{5}\right)$ is contained in a cycle of length 20 . To see this, we start with some strong 4-colouring of $C_{5}$ and then recolour :


By symmetry, we immediately get that $S_{4}\left(C_{5}\right)$ is a disjoint union of six copies of $C_{20}$, so it is not connected.

## Proposition 4.11

The strong colour graph $S_{5}\left(C_{6}\right)$ is connected.

Proof. In any strong 5 -colouring of the 6 -cycle $C_{6}$, there are only two vertices having the same colour. Let $\alpha$ be a strong 5 -colouring of $C_{6}=v_{1} v_{2} \ldots v_{5} v_{6} v_{1}$. We call $\alpha$ an $a$-standard colouring if $\alpha\left(v_{1}\right)=\alpha\left(v_{3}\right)=a$.


Figure 4.4: An $a$-standard colouring

We will prove the proposition by showing the following three steps.

Step 1: There is a path from $(a, b, a, c, d, e)$ to any other $a$-standard colourings.

First, we will show that there is a path from $(a, b, a, c, d, e)$ to ( $a, c, a, b, d, e$ ):


By symmetry, there is also a path from $(a, b, a, c, d, e)$ to ( $a, e, a, c, d, b)$.

Next, we show that there is a path from $(a, b, a, c, d, e)$ to $(a, d, a, c, b, e)$ :


Now we consider $a$-standard colourings as permutations of $\{b, c, d, e\}$. Note that all these permutations can be generated by the transpositions $(b, c),(b, d)$ and $(b, e)$. Therefore, since we can find a path from $(a, b, a, c, d, e)$ to ( $a, c, a, b, d, e$ ), from $(a, b, a, c, d, e)$ to $(a, e, a, c, d, b)$, and from $(a, b, a, c, d, e)$ to $(a, d, a, c, b, e)$, there is a path from ( $e, a, e, b, c, d$ ) to any other $a$-standard colourings.

Step 2: There is a path between any two types of standard colourings.

First, here is a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{5}\right)$-standard colouring :


Next, a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{4}\right)$-standard colouring :


By symmetry, there is also a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{6}\right)$ standard colouring.

And finally, a path from an $a$-standard colouring $\alpha$ to an $\alpha\left(v_{2}\right)$-standard colouring :


Step 3: Each colouring has a path to some standard colouring.

Let $\alpha$ be a strong 5 -colouring of $C_{6}$. Then $\alpha$ has one of the following forms:


The first form is already an $a$-standard colouring. For the second and the third forms, we just recolour vertex $v_{1}$ to $c$, and for the seventh and eight forms, we just recolour vertex $v_{3}$ to $b$. For all the remaining colourings, we can find a path of length two to some standard colouring. We will leave checking that to the reader.

It is straightforward to see that appropriate renaming of the colours and sequence of the paths in Steps $1-3$ will transform any strong 5 -colouring of $P_{6}$ into any other strong 5 -colouring.

## Theorem 4.12

The strong colour graph $S_{k}\left(C_{n}\right)$ is connected if and only if $k \geq 4, n \geq 6$, and $n \geq k+1$.

Proof. We already have seen that $S_{3}\left(C_{n}\right), n \geq 3$ and $S_{4}\left(C_{5}\right)$ are disconnected. By Theorems 4.2 and 4.7 we can obtain that $S_{k}\left(C_{n}\right)$ is connected for all $k \geq 4, n \geq 6$, and $n \geq k+2$. Since $S_{5}\left(C_{6}\right)$ is connected, all that is left to prove is that $S_{k}\left(C_{k+1}\right)$ is connected for all $k \geq 6$.

Let $k \geq 6$ and let $\alpha$ and $\beta$ be strong $k$-colourings of $C_{k+1}=v_{1} v_{2} \ldots v_{k+1} v_{1}$. In $\alpha$, there will be a vertex, say $v_{1}$, which has an unique colour, say colour $a$. We say that a strong $k$-colouring of $C_{k+1}$ is good if $v_{1}$ is the only vertex in $C_{k+1}$, which is coloured $a$. Thus $\alpha$ is good.

If $\beta$ is good as well, then remove $v_{1}$, and let $\alpha^{\prime}$ and $\beta^{\prime}$ be the strong $(k-1)$-colourings of $P_{k}$ obtained from $\alpha$ and $\beta$, respectively. Since $k \geq 6$, by Proposition 4.6 there is a path in $S_{k-1}\left(P_{k}\right)$ from $\alpha^{\prime}$ to $\beta^{\prime}$. Using the same steps gives a path from $\alpha$ to $\beta$ in $C_{k+1}$.

So suppose that $\beta$ is not good. As we colour the $k+1$ vertices of $C_{k+1}$ with $k$ colours, there are only two vertices having the same colour. We distinguish five cases.

Case 1: In $\beta, v_{1}$ is coloured $a$, but there is a second vertex $v_{i}$ coloured $a$ as well. Then just recolour $v_{i}$ to another colour. The resulting colouring is good, and we are done by the paragraph above.

Case 2: In $\beta, v_{1}$ and some other vertex $v_{i}$ have the same colour $b \neq a$, while a third vertex $v_{j}$ with $j \neq 2, k+1$ is coloured $a$.

Then we first recolour $v_{1}$ to $a$, and then recolour $v_{j}$ to another colour. Again, this gives a good colouring, so we are done.

Case 3: In $\beta, v_{1}$ and some other vertex $v_{i}$ have the same colour $b \neq a$, while a third vertex $v_{j}$ with $j \in\{2, k+1\}$ is coloured $a$.

Without loss of generality, we may assume that $j=k+1$.

Subcase 3.1: We have $i \geq 5$.

Now first recolour vertex $v_{i}$ to colour $\beta\left(v_{3}\right)$, then recolour $v_{3}$ to $\beta\left(v_{k+1}\right)=a, v_{k+1}$ to $\beta\left(v_{4}\right), v_{4}$ to $\beta\left(v_{1}\right)=b, v_{1}$ to $a$, and finally recolour $v_{3}$ to some colour different from $a$. It is easy to check that the remaining colouring is good.

Subcase 3.2: We have $i \in\{3,4\}$.

Recall that $j=k+1 \geq 7$. Now first recolour vertex $v_{i}$ to colour $\beta\left(v_{6}\right)$, then recolour $v_{6}$ to $\beta\left(v_{1}\right)=b$. Now $v_{1}$ and $v_{6}$ have the same colour $b$, so we are back to Subcase 3.1.

Case 4: $\quad$ In $\beta, v_{1}$ has a unique colour $b \neq a$, while there are two vertices $v_{i}$ and $v_{j}$ coloured $a$.

Subcase 4.1: We have $\{i, j\}=\{2, k+1\}$.

Now first recolour vertex $v_{2}$ to $\beta\left(v_{4}\right)$, and then recolour $v_{4}$ to $\beta\left(v_{1}\right)=b$. Then we are back to Subcase 3.2.

Subcase 4.2: We have $\{i, j\} \neq\{2, k+1\}$.

Without loss of generality, we may assume that $i \neq 2, k+1$. Then we can recolour $v_{i}$
to $\beta\left(v_{1}\right)=b$. This means that $v_{1}$ and $v_{i}$ have the same colour $b \neq a$, so we are back to Case 2 or 3 .

Case 5: In $\beta, v_{1}$ has a unique colour $b \neq a$, there is a unique vertex $v_{i}$ coloured $a$, and two vertices $v_{j}$ and $v_{\ell}$ have the same colour $c \neq a, b$.

Subcase 5.1: We have $\{j, \ell\}=\{2, k+1\}$.

Since $k+1 \geq 7$, we must have $i \neq 3$ or $i \neq k$. Without loss of generality, assume that $i \neq 3$. Then recolour $v_{2}$ to $\beta\left(v_{i}\right)=a$. This brings us back to Case 4 .

Subcase 5.2: We have $\{j, \ell\} \neq\{2, k+1\}$.

Without loss of generality, assume that $j \neq 2, k+1$. Then we can recolour $v_{j}$ to $\beta\left(v_{1}\right)=b$. This means that $v_{1}$ and $v_{j}$ have the same colour $b \neq a$, and then we are back to Case 2 or 3 .

### 4.5 The Strong 3-Colour Graph of Trees

The aim of this section is to classify the trees $T$ for which the strong 3 -colour graph $S_{3}(T)$ is connected.

For this we need to consider some special trees. First, in Section 4.2 we saw that the strong $k$-colour graph of a complete bipartite graph is not connected, so $S_{3}\left(K_{1, n}\right)$ is disconnected for all $n \geq 2$.

For $n \geq 1$ and $p, q \geq 2$, let $I, \Psi_{n}$ and $\Phi_{p, q}$ be the graphs sketched in Figure 4.5, respectively.


Figure 4.5: The graphs $I, \Psi_{n}$, and $\Phi_{p, q}$

It is straightforward to check that in any strong 3-colouring of $\Psi_{n}$ we cannot recolour the vertex $v_{0}$ to another colour so that the resulting 3 -colouring is strong again. Hence the strong colour graph $S_{3}\left(\Psi_{n}\right)$ is disconnected for all $n \geq 1$.

## Proposition 4.13

The strong 3-colour graph $S_{3}(I)$ is connected.

Proof. Let $\alpha$ be a strong 3 -colouring of the graph $I$, with vertex set $\left\{x_{1}, x_{2}, \ldots, x_{6}\right\}$ as shown in Figure 4.5. We call $\alpha$ an $(a, b)$-colouring if $\alpha\left(x_{2}\right)=a$ and $\alpha\left(x_{5}\right)=b$. Easy counting shows that for fixed $a$ and $b$, there are $15(a, b)$-colourings (there are 2 choices for each of the other 4 vertices, but one of the resulting 163 -colourings is not strong). As there are 6 choices for a pair $(a, b)$ from 3 colours, there are a total of 90 strong 3 -colourings of $I$.

We will prove the proposition by combining the following two steps.

Step 1: For given $a$ and $b$, there is a path containing all $(a, b)$-colourings.



Step 2: There is a path containing at least one strong 3-colouring from each type of colourings.


These two steps, together with appropriate renaming of the colours, will give all that is needed to transform any strong 3-colouring of $I$ into any other strong 3 -colouring.

## Theorem 4.14

Let $T$ be a tree. Then $S_{3}(T)$ is connected if and only if $T$ contains $P_{5}$ or I as a subgraph.

Proof. Since $S_{3}\left(P_{5}\right)$ and $S_{3}(I)$ are connected, one direction is immediately proved by using Theorem 4.2.

For the other direction, suppose that $T$ does not contain $P_{5}$, nor $I$. Since $P_{5}$ is a path with 4 edges, the longest path in $T$ can have length at most 3 . Thus $T$ has to be one of the following: $K_{1}, P_{2}, K_{1, m}, m \geq 2$, or $\Psi_{n}, n \geq 1$. Note that $T$ cannot be $\Phi_{p, q}$ for all $p, q \geq 2$; otherwise, it would contain $I$ as a subgraph. Since $K_{1}$ and $P_{2}$ have fewer than 3 vertices, $T$ cannot be one of these two graphs. We already saw that $S_{3}\left(K_{1, m}\right), m \geq 2$, and $S_{3}\left(\Psi_{n}\right), n \geq 1$, are disconnected. Therefore, we can conclude that $S_{3}(T)$ is not connected.

### 4.6 Discussion

We have already seen in Lemma 4.4 that if the strong colour graph $S_{k}(G)$ is connected for some $G$ and $k$, then so is the normal colour graph $C_{k}(G)$. In general, the reverse direction is not true. For instance, for all $m, n \geq 2$, for the complete bipartite graphs $K_{m, n}$ we have that for $k \geq 3, C_{k}\left(K_{m, n}\right)$ is connected, whereas $S_{k}\left(K_{m, n}\right)$ is not connected. In fact, we have already seen that if $G$ has a complete bipartite graph as a spanning subgraph, then $S_{k}(G)$ is never connected. For $k \geq 3$ it is not hard to construct other graphs apart from complete bipartite graphs that have this property, but all examples we know of have a fairly special structure (for instance, see the trees $\Psi_{n}$ in Figure 4.5). This makes us raise the following question.

## Question 4.15

Is it possible to completely describe a class of graphs $\mathcal{H}$ so that if $G$ does not contain a graph from $\mathcal{H}$ as a spanning subgraph, then $C_{k}(G)$ is connected if and only if $S_{k}(G)$ is connected?
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## Appendix

According to Theorem 2.2 we have that the graph $\theta_{0}$ (which is shown in Figure A.1) is the only 2-connected non-bipartite graph for which not all its labelled token graphs are connected. Additionally, it is claimed that its labelled token graph is disconnected when the multiset of tokens is one of the following: $(2,2,2),(2,2,1,1)$, (2,1,1,1,1), or ( $1,1,1,1,1,1$ ). To justify this claim we give more detail about how the labelled token graphs of $\theta_{0}$ look like.


Figure A.1: The graph $\theta_{0}$

A token configuration of $\theta_{0}$, using the vertex names in Figure A.1, is said to be standard if the vertex $v_{1}$ is unoccupied. Performing an operation $U$ (respectively, $L$ ) on a standard token configuration is taking 5 moves of the tokens on the upper (respectively, lower) 5-cycle anti-clockwise to get another standard token configuration (see Figure A. 2 for examples).


Figure A.2: Operations $U$ and $L$

We can see that every token configuration has a path to some standard token configuration in the labelled token graph. Thus to see the structure of the labelled token graphs of $\theta_{0}$, we need to consider standard token configurations only. Here we classify all the standard token configurations of $\theta_{0}$ into some groups such that standard token configurations are in the same group if and only if they are in the same component of the labelled token graph.

Sometimes we put a dashed box around a standard token configuration in two figures from the same group to denote that these two standard token configurations are in fact the same.

## The Structure of $T\left(\theta_{0} ;(2,2,2)\right)$

The following are the two groups of standard token configurations in the labelled token graph $T\left(\theta_{0} ;(2,2,2)\right)$.


Figure A.3: Group 1 in $T\left(\theta_{0} ;(2,2,2)\right)$


Figure A.4: Group 2 in $T\left(\theta_{0} ;(2,2,2)\right)$

## The Structure of $T\left(\theta_{0} ;(2,2,1,1)\right)$

The following are the two groups of standard token configurations in the labelled token graph $T\left(\theta_{0} ;(2,2,1,1)\right)$.


Figure A.5: Part 1 of Group $A_{1}$ in $T\left(\theta_{0} ;(2,2,1,1)\right)$


Figure A.6: Part 2 of Group $A_{1}$ in $T\left(\theta_{0} ;(2,2,1,1)\right)$


Figure A.7: Group $A_{2}$ in $T\left(\theta_{0} ;(2,2,1,1)\right)$

## The Structure of $T\left(\theta_{0} ;(2,1,1,1,1)\right)$

The following are the three groups of standard token configurations in the labelled token graph $T\left(\theta_{0} ;(2,1,1,1,1)\right)$.


Figure A.8: Part 1 of Group $B_{1}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$


Figure A.9: Part 2 of Group $B_{1}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$


Figure A.10: Part 1 of Group $B_{2}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$


Figure A.11: Part 2 of Group $B_{2}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$


Figure A.12: Part 1 of Group $B_{3}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$


Figure A.13: Part 2 of Group $B_{3}$ in $T\left(\theta_{0} ;(2,1,1,1,1)\right)$

## The Structure of $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$

The following are the six groups of standard token configurations in the labelled token graph $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$.


Figure A.14: Part 1 of Group $C_{1}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.15: Part 2 of Group $C_{1}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.16: Part 1 of Group $C_{2}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.17: Part 2 of Group $C_{2}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.18: Part 1 of Group $C_{3}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.19: Part 2 of Group $C_{3}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.20: Part 1 of Group $C_{4}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.21: Part 2 of Group $C_{4}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.22: Part 1 of Group $C_{5}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.23: Part 2 of Group $C_{5}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.24: Part 1 of Group $C_{6}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$


Figure A.25: Part 2 of Group $C_{6}$ in $T\left(\theta_{0} ;(1,1,1,1,1,1)\right)$

