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#### Abstract

In this paper we present a study of the computational cost of the GNG3D algorithm for mesh optimization. This algorithm has been implemented taking as a basis a new method which is based on neural networks and consists on two differentiated phases: an optimization phase and a reconstruction phase. The optimization phase is developed applying an optimization algorithm based on the Growing Neural Gas model, which constitutes an unsupervised incremental clustering algorithm. The primary goal of this phase is to obtain a simplified set of vertices representing the best approximation of the original 3D object. In the reconstruction phase we use the information provided by the optimization algorithm to reconstruct the faces thus obtaining the optimized mesh. The computational cost of both phases is calculated, showing some examples.
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## 1. INTRODUCTION

The typical surface models handled by contemporary computer graphics applications have millions of triangles. Mesh simplification has emerged as a critical step for handling such huge meshes. The problem of approximating a given input mesh with a less complex but geometrically faithful representation is wellestablished in computer graphics. Level-of-detail representations figure prominently in real-time applications such as virtual reality, terrain modeling, and scientific visualization.

Some of the more representative work for a distinct approach related to the problem of mesh simplification can be seen in [1], [5], [7], [13], [14], [15], where different techniques are used to tackle the problem.

In this paper, we study an algorithm, called GNG3D, which is able to simplify any mesh representing a 3D model, regardless of its topological characteristics. The core of the GNG3D algorithm is a mesh optimization method based on artificial neural networks.

We use neural networks, in particular an adaptation of Fritzke's Growing Neural Gas (GNG) algorithm ([4]) for mesh generation, with the aim of approaching the problem of surface optimization and reconstruction. The GNG algorithm has its origin in the neural gas algorithm [11] and the Growing Cell Structure (GCS) algorithm [3]. These algorithms constitute perfect examples of growing or incremental network models, which are generated by successive addition (sometimes occasional deletion) of elements.

The GCS algorithm was introduced as a special type of Self-Organizing Maps (SOM's) [10] with the very distinctive feature of growing incrementally, vertex by vertex. SOM's and GCS's have already found many applications in geometric modeling and visualization problems. In [6] and [16], SOM's are used for surface reconstruction.

## 2. THE GNG3D ALGORITHM

The GNG3D algorithm has been designed taking as a basis the GNG model, with an outstanding modification consisting on the possibility of removing some nodes or neurons that do not provide relevant information about the original model. Besides, a reconstruction phase has been added in order to construct the faces of the optimized mesh.

### 2.1 Description of the Algorithm

1. Therefore, the GNG3D algorithm consists of two different phases: a Mesh Optimization Phase and a Mesh Reconstruction Phase.

## A. Phase 1. Mesh Optimization

The primary objective of this optimization phase is the calculation of the best distribution of vertices that shapes the new simplified mesh. To perform this task an optimization algorithm has been implemented.

Optimization algorithm
INIT: Start with two nodes $a$ and $b$ at random positions $w_{a}$ and $w_{b}$ in $\Re^{n}$. Initialize the error variable to zero.

1) Generate an input signal $\xi$ according to $P(\xi)$.
2) Find the nearest node $s_{1}$ and the second nearest $s_{2}$ to the input signal.
3) Increment the age of all edges emanating from $s_{l}$. If the age of any edge is greater than $a_{\max }$, then mark it in order to eliminate it afterwards.
4) Increment the local activation counter of the winner node. Add the square distance between the input signal and the nearest node in input space to a local error counter:

$$
\begin{equation*}
\operatorname{\Delta error}\left(s_{1}\right)=\left\|w_{s_{1}}-\xi\right\|^{2} . \tag{1}
\end{equation*}
$$

Store the nodes with the highest and lowest value of the local error counter
5) Move $s_{l}$ and its direct topological neighbors towards $\xi$ by fractions $\varepsilon_{b}$ and $\varepsilon_{n}$, respectively, of the total distance:

$$
\begin{align*}
& \Delta w_{s_{1}}=\varepsilon_{b}\left(\xi-w_{s_{1}}\right)  \tag{2}\\
& \Delta w_{s_{n}}=\varepsilon_{n}\left(\xi-w_{s_{n}}\right),
\end{align*}
$$

where $n$ represents all direct neighbors of $s_{l}$.
6) If $s_{1}$ and $s_{2}$ are connected by an edge, set the age of this edge to zero. If such an edge does not exist, create it.
7) Remove edges with an age larger than $a_{\max }$. If this results in nodes having no emanating edges, remove them as well.
8) Decrease the error variables of all the nodes by multiplying with a constant $d$.
9) Repeat steps 1 to $8 \lambda$ times, being $\lambda$ an integer.

- If the maximum number of nodes has not been reached then insert a new node as follows:
- Determine the node $q$ with the maximum accumulated error.
- Insert a new node $r$ halfway between $q$ and its neighbor $f$ with the largest error variable:

$$
\begin{equation*}
w_{r}=0.5\left(w_{q}+w_{f}\right) . \tag{3}
\end{equation*}
$$

- Insert edges connecting the new node $r$ with nodes $q$ and $f$, and remove the original edge between $q$ and $f$.
- Decrease the error variables of $q$ and $f$ by multiplying them with a constant $\alpha$. Initialize the error variable and the local counter of the node $r$ with the new value of the error variable and local counter of $q$, respectively.
- If the maximum number of nodes has been reached then remove a node as follows:
- Set $k$, the stored node with the lowest error variable.
- Remove the node $k$ and all the edges emanating from $k$.

10) If $N$ is the total number of nodes, every $\mu \cdot N$ iterations of steps 1 to 8 remove all the nodes that have not been used (local activation counter equal to zero) and all the edges emanating from them. Reset the local activation counter of all the nodes to zero.
Some remarkable points from the above algorithm are:

- The accumulated error of nodes in step 4 is a quantity that allows us to determine the regions where there is a low density of nodes according to the vertices existing in the original 3D object. Regions where the accumulated error is high are suitable candidates for being covered with new nodes or neurons.
- The local counter variable is useful to eliminate nodes and avoid the problem of local minima.
- Parameters $\varepsilon_{b}, \varepsilon_{n}, d, \lambda, \alpha$, and $\mu$, are not fixed. They are obtained experimentally.
- The parameter $\lambda$ is just used to determine the moment to insert a new node in the mesh.
- The parameter $\mu$ is used to determine when to eliminate a node that has not been referenced in the previous iterations.
Although the optimization algorithm is somewhat similar to the GNG algorithm, it presents a very important difference. In this algorithm, the neurons and the edges emanating from them, which have not been referenced along the process of constructing the optimum neural network, are removed. This is carried out because of the introduction of a local activation counter variable in step 4 of the algorithm. This local counter gives us the information about the number of times that a neuron has been referenced as the winner in the process of determining the closest neuron to the input signal. The introduction of this counter for each neuron is related to step 10 of the algorithm, where the neurons that have never been referenced as the winners are removed. The edges emanating from these neurons are also removed.


## B. Phase 2. Reconstruction of the 3D object.

In general, phase 1 can be seen as a training process based on neural networks. At the end of this process a set of nodes, which represent the new vertices of the optimized mesh is computed. The edges connecting these nodes show the neighboring relations among the nodes generated by the optimization algorithm.
The reconstruction phase constitutes a post-process which uses the information on new nodes provided by the optimization phase and the information on the nodes of the original model. With these sets of nodes, a concordance process can be carried out between the nodes of the original object and the nodes generated by the optimization algorithm. This concordance process allows us to reconstruct the faces of the new optimized mesh. This reconstruction phase can be summarized in three steps:

1. Label the nodes of the original mesh according to their representative.
2. Create a vector with all the connections among the resulting groups.
3. Reconstruct the faces.

Step 1. Label the nodes of the original mesh according to their representative. In this step, for each vertex of the original mesh, the vertex of the optimization set that is closer to it must be calculated. Suppose that $A=\left\{n_{1}, n_{2}, \ldots, n_{N}\right\}$ is the set of nodes (vertices) of the original object and $\kappa=\left\{k_{1}, k_{2}, \ldots, k_{M}\right\}$ is the set of nodes obtained by the optimization algorithm. Then, for each $n_{i} \in A$ we must find the representative of $n_{i}$, that is, the node $k_{i} \in \kappa$ which is closer to $n_{i}$. And this task must be repeated for every node in the original object.
As the number of vertices or nodes in the original object are normally very high, in order to speed up this step we use an octree with the aim of dividing the three-dimensional space in a balanced way and to set bounds to the searching space. An octree is a data structure to represent objects in the three-dimensional space, automatically grouping them hierarchically and avoiding the representation of empty portions of the space.

Step 2. Create a vector with all the connections among the resulting groups.
According to the labelling operations carried out in step 1, the nodes of the original mesh have been arranged in groups and each of these groups has associated one and only one node belonging to the group of nodes obtained after applying the optimization algorithm. This association of nodes is performed minimizing the distance among the two sets of nodes. In this second step, we proceed analyzing each of the faces of the original mesh to check if their vertices have a different representative. In other words, we are looking for
triangles in the original mesh where the representative nodes of the vertices belong to different groups. When a triangle with this property is found, then it is necessary to store the connection among these groups for a further representation of these connections in the optimized mesh.

Step 3. Reconstruct the faces.
In this third step we proceed to create the faces of the optimized mesh. For this purpose, the key point is to scan the list of the representatives and when we find a connection among three neighboring groups, we conclude that this face must be represented.

### 2.2 Computational Cost of the Algorithm

The parameters involved in the execution of the GNG3D algorithm are $\varepsilon_{b}, \varepsilon_{n}, a_{\max }, d, \lambda, \alpha$, and $\mu$. To compute the cost of the $i$-th iteration, we assume that the value of these parameters has been previously fixed. For our objective which is to obtain the computational cost of the algorithm, the modifications introduced in the parameters do not represent a variation in the cost.

The arithmetic cost of the optimization algorithm will be given by the number of operations required to perform $K$ iterations of the algorithm following the steps described in Section 2.1.

In general, let us assume that in the $i$ - $t h$ iteration we have $n_{1}, n_{2}, \ldots, n_{l}$ neurons or nodes. Therefore, the maximum number of neurons $l$ in the i-th iteration will be $/ i / \lambda 7+2$.

Now, let us determine the arithmetic cost of the optimization algorithm in phase 1 of the GNG3D method. Let us begin computing the cost of the $i$-th iteration and, later on, the cost of performing K iterations will be obtained. We distinguish two cases: when $i$ is not a multiple of $\lambda$ and when $i$ is a multiple of $\lambda$.

Let us assume that $i$ is not a multiple of $\lambda$ and compute the arithmetic cost of this iteration.

- In step 1 of the algorithm, an input signal is generated, so the arithmetic cost in this step is 0 .
- In step 2, we must find the nearest node ( $\mathrm{s}_{1}$ ) and the second nearest node ( $\mathrm{s}_{2}$ ) to the input signal. To compute the nearest node we use the usual euclidean distance between two points. In our case, with the aim of avoiding square root computations, we compute $d^{2}$. The computation of $d^{2}$ requires 8 operations. As the maximum number of neurons is $/ i / \lambda 7+2$, we conclude that the arithmetic cost of this step is given by $8 / i / \lambda 7+16$.
- In step 3, we increment the age of all edges emanating from $s_{l}$. This represents an addition, but the problem is that we cannot determine exactly the number of edges emanating from $s_{l}$. Therefore, it is necessary to establish an upper bound from the fact that the number of edges will be always lower than the number of neurons in the network minus one. Consequently, the maximum number of edges will be $\lceil i / \lambda 7+1$ and the number of operations (an upper bound) in this step will be $/ i / \lambda 7+1$.
- In step 4, we increment the local activation counter variable $l c$ of the winner node, that is, $\left[l c\left(s_{1}\right)\right]_{i}=\left[l c\left(s_{1}\right)\right]_{i-1}+1$, what represents an addition. As well as that, the local error variable of $\mathrm{s}_{1}$ is increased using the expression (1). The computations required to obtain this error were performed in step 2, so we only perform the addition $\left[\operatorname{error}\left(s_{1}\right)\right]_{i}=\left[\operatorname{error}\left(s_{1}\right)\right]_{i-1}+\operatorname{\Delta error}\left(s_{1}\right)$. Then, the cost of this step is 2 additions.
- In step 5, to move the winner node according to the expression (2), requires 9 arithmetic operations. This step also produces the movement of the direct topological neighbors of $s_{l}$. The equations we use to obtain the new position of each neighbor neuron are the same as the ones used to move the winner; consequently, the number of operations involved in this computation are 9. As we do not know exactly the number of neighbor neurons, we establish an upper bound using the fact that the maximum number of edges is $/ i / \lambda 7+1$. Therefore, an upper bound for the arithmetic cost of this step is $9 / i / \lambda 7+18$.
- The arithmetic cost of steps 6 and 7 is zero.
- In step 8 , we decrease the error variables of all the nodes, which means that $/ i / \lambda 7+2$ operations are performed.
To compute the arithmetic cost of the $i$-th iteration, when $i$ is not a multiple of $\lambda$, it is enough to add the cost of the eight steps of the algorithm, that is, $19\left\lceil\frac{i}{\lambda}\right\rceil+39$ operations.

Once we have computed the arithmetic cost of the $i$-th iteration, when $i$ is not a multiple of $\lambda$, we proceed
to study the case of $i$-th iteration when $i$ is a multiple of $\lambda$. The only difference with the case exposed above is that we need to perform step 9 , where we insert a new node, if the maximum number of nodes has not been reached.

Let us assume that the maximum number of nodes has not been reached. The insertion of a node in the position given by the equation (3) requires 6 operations. Apart from this, we have to decrease the error variable of $q$ and $f$ by multiplying them by a constant. This means two more operations. Therefore, the arithmetic cost of step 9 is 8 operations.

In step 10 of the algorithm, we remove all the nodes that have not been used and all the edges emanating from them; no arithmetic operations are required to do this task.

Now, we can affirm that the arithmetic cost of the $i$-th iteration of the optimization algorithm, when $i$ is a multiple of $\lambda$, is $19\left\lceil\frac{i}{\lambda}\right\rceil+47$ operations.

If we perform $K$ iterations of the optimization algorithm, the arithmetic cost will be

$$
\begin{equation*}
\sum_{i=1}^{K}\left(19\left\lceil\frac{i}{\lambda}\right\rceil+47\right) \tag{4}
\end{equation*}
$$

Developing expression (4), we have that, given $\lambda$ and $K$, the arithmetic cost of performing $K$ iterations of the optimization algorithm, $C_{K}$, is

$$
\begin{equation*}
C_{K}=47 K+\lambda\left(\sum_{i=1}^{j} 19 \cdot i\right)+\omega_{K}\left(19\left\lceil\frac{K}{\lambda}\right\rceil\right), \tag{5}
\end{equation*}
$$

with

$$
j=\left\lceil\frac{K}{\lambda}\right\rceil-1, \quad \omega_{K}=\left(K-\left\lceil\frac{K}{\lambda}\right\rceil \lambda\right)+1
$$

Once we have obtained the cost of performing $K$ iterations of the optimization algorithm, we proceed to compute the arithmetic cost of the reconstruction phase of the GNG3D algorithm. It is necessary to compute the cost of the three steps of the reconstruction phase.

- Step 1: Label the nodes of the original mesh according to their representative.

Let us assume that $A=\left\{n_{1}, n_{2}, \ldots, n_{N}\right\}$ and $R=\left\{m_{1}, m_{2}, \ldots, m_{M}\right\}$ represent the set of nodes of the 3D original model and the simplified one, respectively. Then, for every $n_{i} \in A$, with $i=1,2, \ldots, N$, we have to find the node $m_{j} \in R$, for $j=1,2, \ldots, M$, which is closer to $n_{i}$. Consequently, we need to compute, for a fixed $i$,

$$
d^{2}\left(n_{i}, m_{l}\right), d^{2}\left(n_{i}, m_{2}\right), \ldots, d^{2}\left(n_{i}, m_{M}\right)
$$

what represents $8 \cdot M$ arithmetic operations. As in our implementation we use an octree to divide the 3D space into 8 regions, we reduce the cost to $M$ operations. Consequently, the total cost for the $N$ vertices of the original model is given by $M \cdot N$ operations, with $N \gg M$.

However, the generation of an octree to divide the 3 D space into 8 regions means an additional computational cost in this step. The octree structure uses the well-known quicksort searching algorithm. The average computational cost of the quicksort algorithm is $O(N \cdot \log N)$. As well as that, it is necessary to add the cost to include the neurons of $R$ in the octree, what represents a cost of $O(M)$. Then, the cost associated with the construction of the octree structure is $O(M+N \cdot \log N)$.
Finally, the cost of this step of reconstruction is given by

$$
\begin{equation*}
O(M+N \cdot \log N+M N) \tag{6}
\end{equation*}
$$

- Step 2: Create a string with all the connections among the resulting groups.

In this step, no arithmetic operations are required, so the arithmetic cost is zero.

- Step 3: Reconstruct the faces.

In this step, as well as the previous one, no arithmetic operations are required, so the arithmetic cost is zero.

Consequently, the arithmetic cost of this reconstruction phase is given by expression (6).

### 2.3 Some Examples



Figure 1. Fetus 3D model incrementally reconstructed using GNG3D method. The original mesh has 12500 vertices. From left to right, the resulting meshes have 500, 2500, 5000 and 6250 vertices after 5000, 25000, 50000 and 100000 iterations respectively.
The algorithm studied in this paper produces a high fidelity reconstruction of any 3D model as we can see in Figure 1. In order to evaluate the cost of the optimization and reconstruction phase we have tested the algorithm to find a simplified mesh with half of the vertices of the original model. As we described before, the optimization phase cost depends on the number of iterations $K$ and the parameter $\lambda$, (see expression (4) or (5)). Therefore, the reconstruction phase cost depends on the size (number of vertices) of the original and simplified model, (see expression (6)).

Table 1 shows the increment of the algorithm cost during a complete reconstruction process where we have generated a simplified model with only $50 \%$ of the original model vertices. Note that the reconstruction phase is only necessary at the end of the process, when iterations are 300,000 . In this case, the reconstruction phase has a constant cost of $200,060,000$ operations because the maximum number of vertices has been reached and will not vary. Besides this, we have included in the table the reconstruction cost as if it had been executed using the indicated number of simplified vertices.

Table 1. Optimization and reconstruction cost of the GNG3D algoritm.

| Iterations <br> $(K)$ | $\lambda$ | Original <br> vertices $(M)$ | Simplified <br> vertices $(N)$ | Optimization <br> phase cost | Reconstruction <br> phase cost |
| :---: | :---: | :---: | ---: | ---: | ---: |
| 100 | 20 | 20,000 | 7 | 8,595 | 160,005 |
| 1000 | 20 | 20,000 | 52 | 513,450 | $1,060,089$ |
| 10,000 | 20 | 20,000 | 502 | $47,884,500$ | $10,061,355$ |
| 25,000 | 20 | 20,000 | 1,252 | $297,836,250$ | $25,063,878$ |
| 50,000 | 20 | 20,000 | 2,502 | $1,189,422,500$ | $50,068,502$ |
| 100,000 | 20 | 20,000 | 5,002 | $4,753,845,000$ | $100,078,503$ |
| 150,000 | 20 | 20,000 | 7,502 | $10,693,267,500$ | $150,089,071$ |
| 200,000 | 20 | 20,000 | 10,000 | $19,007,690,000$ | $200,060,000$ |
| 250,000 | 20 | 20,000 | 10,000 | $28,510,040,000$ | $200,060,000$ |
| 300,000 | 20 | 20,000 | 10,000 | $38,012,390,000$ | $200,060,000$ |

From Table 1 we can extract some important conclusions. The first one is that the optimization phase cost is much bigger than the reconstuction phase cost. Another one is that the optimization phase cost grows with the number of iterations, while the reconstructions phase cost grows until the desired number of simplified vertices is reached and remains constant from that moment on. These conclusions are shown in Figures 2, 3 and 4.

In Figure 2 and 3 we can see how parameter $\lambda$ affect to cost of each phase. $\lambda$ is used in GNG3D to determine when a new vertice has to be inserted. In consequence, a lower value of $\lambda$ implies a quick insertion frequency of new vertices and a quick increase of the cost. A high value of $\lambda$ implies a lower frequency insertion, so that with the same number of iterations, less vertices have been inserted and therefore, it has a smaller cost.


Figure 2. The optimization phase cost depends on the value of parameter $\lambda$.


Figure 3. The optimization phase cost is much bigger than the reconstruction phase cost.


Figure 4. The reconstruction phase cost grows until maximun number of simplified vertices is reached.

## 3. CONCLUSION

In this paper we have performed a detailed study of the computational cost of the GNG3D algorithm. The GNG3D algorithm presents very good characteristics for 3D mesh simplification, as well as constitutes a new application of neural networks. This study confirms the high computational power needed for these tasks and also can be used to compare the results with other mesh optimization methods.
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