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Abstract 

In this paper, a new method to track image 
trajectories by visual servoing is proposed. This method 
solves the problem of the previous proposed time-
independent tracking systems based on visual servoing. 
With the proposed method, the robot can track a 
previously generated trajectory affording a correct 
tracking not only in the image but also in the 3D space. 
This new method presents several improvements over the 
previous ones such as the possibility of specifying the 
desired tracking velocity, a less oscillating behavior or a 
correct tracking in the 3D space when high velocities 
are used. In order to demonstrate the correct behavior of 
the visual servoing system, an eye-in-hand camera 
system is used. 

1. Introduction 

The image-based visual servoing systems have been 
demonstrated to be robust and efficient to guide a robot 
towards positions which are near to the initial ones [3]. 
In these local conditions the system’s behaviour is 
adequate not also in the image space, but also in the 3D 
Cartesian space. In these systems, the lack of knowledge 
of the correct camera internal parameters is not crucial 
for the proper implementation of the task. However, 
when the distance between the initial and the final 
position is increased, the effects of the errors in camera 
calibration parameters are clearly observed [1]. When 
the camera calibration parameters are not correctly 
known, a non-linear evolution of the features in the 
image space is obtained and some image features can 
disappear. 

This problem can be solved developing a visual 
servoing system which carries out the tracking of 
trajectories in the image space [7][11]. To do so, a time 
dependent reference can be used in order to provide the 
visual servoing systems with the adequate references to 
track the previously defined trajectory. In [11] the 
visibility problem is solved allowing some deviation 
from the desired path to be tracked. The performance of 

these methods has been demonstrated to be correct even 
when the correct camera intrinsic parameters are 
unknown.  

When a robot interacts with its environment, most of 
the methods to track image trajectories proposed up to 
now fail. These methods are time-dependent. Hence, if 
the robot collides with an obstacle the trajectory will not 
be correctly tracked. During the obstruction, the 
controller continues sending the next timed references. 
Once the obstruction ends, the robot aims to maintain the 
time restrictions without allowing the correct tracking of 
the trajectory.   

The method proposed in this paper has a time-
independent behaviour. In [10] a time-independent 
method to track trajectories called movement flow-based 
visual servoing is presented. This system solves the 
time-variable reference problem previously addressed. 
However, the movement flow-based visual servoing has 
several problems which must be solved in order to be 
applied in a real workspace. One of these problems is 
that the visual features are considered individually. It 
would be a convenient method to track the trajectory of a 
single feature in the image space. Nevertheless, to 
achieve a correct visual servoing it is necessary to have 
at least four features [2]. As it is demonstrated in the 
present paper, this method does not guarantee a correct 
tracking in the 3D space when high velocities are 
employed. Furthermore, it is not possible to specify the 
desired velocity to develop the tracking. To solve these 
problems, in this paper, a new time-independent method 
to track trajectories using visual servoing is presented. 
This method guarantees the correct tracking in the 3D 
space.  

Over the last few decades, camera calibration 
methods have been widely investigated (see e.g. 
[13][14]). Within these methods, virtual visual servoing 
systems are subject of recent researches [4][5]. Using 
this approach the camera calibration parameters can be 
iteratively estimated. In the proposed method, virtual 
visual servoing is executed at each iteration of the visual 
servoing task in order to determine the camera location. 

This paper is organized as follows: section 2 recalls 
the basic virtual visual servoing approach; section 3 
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describes the proposed visual servoing scheme to track 
trajectories; in section 4 experimental results, using an 
eye-in-hand system, confirm the validity of the tracking 
algorithm; the final section presents the main 
conclusions. 

2. Visual Servoing and Virtual Visual 
Servoing 

This section describes the virtual visual servoing 
approach employed to determine the extrinsic camera 
parameters during the tracking of the trajectory. Firstly, 
to present this approach, the basic image-based visual 
servoing scheme is presented. A visual servoing task can 
be described by an image function, et, which must be 
regulated to 0: 

 *
t = -e s s  (1) 

where s is a M x 1 vector containing M visual features 
corresponding to the current state, while s* denotes the 
visual features values in the desired state. By imposing 
an exponential decrease of et ( t 1 tλ= −e e ) it is possible to 
obtain the following control action for a classical image-
based visual servoing: 

 ( )*
c 1 s

ˆ= λ− −+v L s s  (2) 

where +
SL̂  is the pseudoinverse of an approximation of 

the interaction matrix [3]. 
The virtual visual servoing approach is based on the 

previous mentioned image-based visual servoing 
scheme. In order to define the virtual visual servoing 
systems, we consider that the observed features in the 
image are denoted by pd and p are the current positions 
of the image features projected using the camera intrinsic 
parameters, ξ, and the current extrinsic parameters, cMo 
(pose of the object frame with respect to the camera 
frame). 

In order to determine the camera extrinsic parameters, 
it is necessary to minimize iteratively the error, e, 
between the observed data, pd, and the position of the 
same features p computed using the following equation: 

 ( )c o
ξ o=prp M P  (3) 

Where oP are the 3D coordinates (with respect to the 
object coordinate frame) of the points extracted by the 
camera and prξ denotes the perspective projection model 
according to the intrinsic parameters. From the previous 
defined error, e, it is possible to obtain (the camera 
intrinsic parameters do not vary): 

 d
d
d

∂= =
∂
p re p - p
r t

 (4) 

where r is the camera pose. Equation (4) can be 
rewritten as:  

 p=e L v  (5) 
where v  is the instantaneous virtual camera velocity and 
Lp the interaction matrix related to p [6]. 

To make e decrease exponentially to 0 ( 1λ= −e e ) 
the following control law is obtained: 

 1 pλ +=v - L e  (6) 
Once e = 0 the extrinsic camera parameters are 

obtained. In order to observe the behaviour of the virtual 
visual servoing approach, an experiment to determine the 
extrinsic camera parameters is presented. The intrinsic 
parameters considered in this experiment are (u0, v0) = 
(154, 99) and (fu, fv) = (313, 301), where u0 and v0 are 
the pixel coordinates of the principal point and fu and fv 
are the focal lengths in each principal direction. The 
initial camera position is (180.5, -10.49, 464.8) mm and 
orientation in Euler angles (α, β, γ) = (2.92, 0.02, 1.78) 
rad. The real camera is fixed at position (3.6, 39.7, 
303.3) mm and orientation in Euler angles (α, β, γ) = 
(2.9, 0.8, 1.5) rad. Figure 1 shows the evolution of the 
mean error, e, during the virtual visual servoing task. In 
this experiment we can see that the error decreases 
exponentially. In Figure 2, the virtual camera trajectory 
obtained during the virtual visual servoing task is 
represented. Once the task ends, the extrinsic parameters 
obtained are: position (9.95, 42.35, 302.3) mm and 
orientation in Euler angles (α, β, γ) = (2.98, 0.85, 1.57) 
rad. This position is very close to the real one. Therefore, 
it is possible to affirm that the virtual visual servoing 
approach can be employed to determine the camera 
extrinsic parameters during the task. 

3. Time-independent method to track 
trajectories 

3.1. Notation and trajectory to be tracked 
 

In this paper, the presence of a planner, which provides  
the  robot  with  the  3D  trajectory, γ(t),  to be tracked 
(i.e. the desired 3D trajectory of the camera at the end-
effector), is assumed. For this study we have employed 
planners developed in our previous works [9]. 

 

Figure 1. Mean error in pixel. 
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Figure 2. Camera trajectory. 

From γ(t) a sampling of the trajectory is done. 
Consequently, a sequence of N discrete values of γ(t), 
each of them representing an intermediate camera 
position { }k k 1...Nτ = ∈γ/ , is obtained. k

i i 1...M∈P  /   
are the 3D coordinates (with respect to the camera 
coordinate frame) of the points extracted by the camera 
in position k γ . The projective coordinates in the image 
of a given point k

iP  can be obtained as k k
i i= A Pf , 

where A is a matrix having the camera internal 
parameters, 

 
( )

( )
u u 0

v 0

f f cot θ
0 f / sin θ
0 0 1

p p u
p v

⋅ − ⋅ ⋅⎡ ⎤
⎢ ⎥= ⋅⎢ ⎥
⎢ ⎥⎣ ⎦

A  (7) 

where u0 and v0 are the pixel coordinates of the principal 
point, f is the focal length, pu and pv are the 
magnifications in the u and v directions respectively, and 
θ  is the angle between these axes. 

From τ the discrete trajectory of the features in the 
image is obtained { }k / k 1..N= ∈sT , with ks being the 
set of M points or features observed by the camera at 
instant k, { }k k

i / i 1..M= ∈s f . Figure 3 shows an 
example of 3D trajectory and Figure 4 shows the image 
trajectory in order to illustrate the previous mentioned 
notation. 

3.2. Previous time-independent methods to track 
trajectories based on visual servoing 

 
In our previous works we have developed a time-

independent tracking system based on image-based 
visual servoing [10]. This approach, called movement 
flow-based visual servoing, employs the concept of 
movement flow. The movement flow is a vector field 
that converges towards the image trajectory.  The 
movement flow is a vector field that indicates the 
direction in which the desired features to be used by an 

image-based visual servoing system must be located. 
This way, it allows the tracking of the trajectory. 

 
Figure 3. Notation employed: 3D trajectory 

to be tracked, { }k k 1...Nτ = ∈γ/ .  

 
Figure 4. Notation employed: Image 
trajectory to be tracked, { }k / k 1..N= ∈sT . 

Hence, considering image-based control, the velocity 
applied to the robot with respect to the camera 
coordinate frame will be: 

 C +
M M f f

ˆλ= − ⋅ ⋅Jv e  (8) 

where λM is the gain of the proportional controller; +
fĴ  is 

the estimated pseudo-inverse of the interaction matrix 
[3], dss −=fe , s=[f1, f2,…, fM]T are the features 
extracted from the image. Furthermore, the desired 
features will be sd=[f1+m1Φ1(f1), f2+m2Φ2(f2),…, 
fM+mMΦM(fM)]T, where Φi  is the movement flow for the 
feature i and m={m1, m2,…, mM} determines the 
progression speed. This approach has several problems 
which must be solved in order to be applied in a real 
workspace. The movement flow-based visual servoing 
system has a correct behaviour in the 3D space. 
However, when the velocity is increased this fact is not 
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Once the linear interpolation cMo(α) = [cRoα
 ctoα] is 

generated, the location cMoj is obtained by non linear 
least squares optimization. To do so it is necessary to 
minimize the error ( )o c dv= μ α −e  where: 

 ( ) ( )( )c 1 s
ˆλμ α = − − α+ *L s s  (11) 

and 
 ( )* c o

ξ o(α)= (α)prs M P  (12) 

where oP are the set of object positions considered and  
prξ denotes the perspective projection model according 
to the intrinsic parameters, ξ.  

Once the value α which minimizes eo is obtained, the 
set of features js will be equal to s*(α). 

4. Results 

In this section, different results from the application 
of the proposed visual servoing system to track 
trajectories in the image space are described. In order to 
clearly describe the advantages of the algorithm 
presented in section 3, the tracking is firstly developed 
using a classical image-based visual servoing system. 
Subsequently, in order to show the correct behaviour of 
the proposed system, the same path is tracked with the 
method described in section 3. Finally, the movement 
flow-based visual servoing system is tested to show that 
the proposed method is able to track in a more precise 
way the previously planned path even in conditions of 
high velocities. 

In the next section, the experimental setup employed 
is described. 

4.1. Experimental setup 
 
The system architecture is composed of an eye-in-

hand PHOTONFOCUS MV-D752-160-CL-8 camera at 
the end-effector of a 7 d.o.f. Mitsubishi PA-10 robot. 
The camera is able to acquire and to process up to 100 
frames/second using an image resolution of 320x240. In 
this paper we are not interested in image processing 
issues; therefore, the image trajectory is generated using 
four grey marks whose centres of gravity will be the 
extracted features. 

4.2. Trajectory tracked by a classical Image-Based 
Visual Servoing. 

 
The 3D trajectory τ to track is the one shown in 

Figure 3. With this 3D trajectory, the desired trajectory Т 
in the image is the obtained in Figure 4.  

Firstly, a classical image-based visual servoing 
system in which the desired features (see Equation (2)) 
are the ones observed at Nγ, i.e., Ns is considered. The 
behaviour of the image-based visual servoing is not the 
desired, not only in the 3D space (see Figure 6), but also 
in the image (see Figure 7). The trajectory of a given 

feature tends to follows a straight line. Therefore, this 
method is not adequate to track trajectories and can only 
be used to position the camera with respect to the 
observed object. 

 
Figure 6. 3D trajectory of the camera using 
classic Image-Based Visual Servoing 

 
Figure 7. Image trajectory of the camera 
using classic Image-Based Visual Servoing 

4.3. Trajectory tracked by the proposed method. 
 
In this section, the proposed method is applied to 

track the trajectory shown in Figure 4. The method is 
able not only to track the desired trajectory, but also  
maintaining a desired velocity dv .The results obtained, 

considering the desired velocity d 10 mm/s=v , are 
presented in Figure 8 and Figure 9. These show 
respectively, the 3D camera trajectory and the evolution 
of the features in the image. In these figures it is possible 
to observe that a correct tracking is obtained not only in 
the image, but also in the 3D space. 
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Figure 8. 3D trajectory of the camera using 
the proposed method 

 
Figure 9. Image trajectory of the camera 
using the proposed method 

Figure 10 shows the camera velocity during the 
tracking. As expected, the average magnitude of the 
translational and rotational velocities are approximately 
equal to 10 mm/s (see Figure 11). 

 
Figure 10. Linear and angular velocities of 
the camera along the tracking using the 
proposed method 

 
Figure 11. Magnitude of the linear velocity 
of the camera along the tracking using the 
proposed method 

4.4. Movement flow-based visual servoing versus the 
proposed method. 

 
Movement flow-based visual servoing [10] is a time-

independent method to track trajectories in the image 
space using a visual servoing system. However, this 
method presents problems when high velocities are 
required for the tracking. In addition, it is not possible to 
specify the velocity for the tracking. If the tracking is 
developed with a high velocity, the movement flow-
based visual servoing is not able to obtain a correct 
behaviour, neither in 3D nor in image space. 
Furthermore, using this system an oscillating behaviour 
is obtained. 

To show the correctness of the proposed method in 
situations in which the movement flow-based visual 
servoing system does not work correctly, the image 
trajectory shown in Figure 12 has been tracked using 
both methods. Due to the fact that in movement flow-
based visual servoing the velocity cannot be directly 
controlled, this method is firstly applied to track the 
desired trajectory. The parameters of this method are set 
in such a way that tracking velocity is high. Once the 
average velocity magnitude is obtained by tracking the 
trajectory with movement flow-based visual servoing, 
this velocity is specified to the proposed method in order 
to compare both results in similar conditions. 

In this experiment, velocity using movement flow-
based visual servoing is very near to 100 mm/s=v . In 
order to compare both methods, this desired velocity is 
used in the proposed method to obtain good results.  

-0.5
0

0.5
1

1.5
2

2.5

-4

-3

-2

-1
-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

start

X (m)Y (m)

end

Z
 (

m
)

0 100 200 300 400 500

0

50

100

150

200

250

300

350

400

450

500

X (px)

Y
 (p

x)

0 100 200 300 400 500 600
-0.01

0

0.01

0.02

Iterations

v 
(m

/s
)

 

 
vx
vy
vz

0 100 200 300 400 500 600

-4

-2

0

2

4

x 10
-3

Iterations

w
 (r

ad
/s

)

 

 

wx
wy
wz

10 20 30 40 50 60 70 80
0

2

4

6

8

10

12

14

16

18

x 10
-3

Iterations

|v
| (

m
/s

)

        Desired trajectory 

        Proposed method 

        Desired trajectory 

        Proposed method 

962

 

Authorized licensed use limited to: IEEE Xplore. Downloaded on March 17, 2009 at 07:09 from IEEE Xplore.  Restrictions apply. 



 

 

 
Figure 12. Desired image trajectory 

In Figure 13, 3D trajectories followed by the camera 
using the two methods are represented. The desired 
trajectory to be tracked is also represented. Hence, the 
correct behaviour of the proposed method in 3D can be 
observed, as well as the poor performance of the 
movement flow-based visual servoing in the same 
conditions of high velocity. Using the proposed method, 
the deviation between desired trajectory and the obtained 
with it is small despite the high tracking velocity.    

 
Figure 13. 3D position of the camera along 
the track using the proposed method and 
movement flow-based visual servoing 

Figure 14 shows the trajectories followed by the four 
features in the image space. Again, in this figure the 
desired trajectory, the trajectory obtained using 
movement flow-based visual servoing and the one 
obtained using the proposed method are represented. In 
this case, it seems that the behaviour of the trajectory 
tracked by the proposed method is worse than the 
movement flow-based visual servoing one. Nevertheless, 
as Figure 13 demonstrates, the behaviour of the 3D 
trajectory is more accurate in the method proposed. This 
occurs because the proposed method guarantees that at 
each moment the camera presents a valid 3D 

configuration. This aspect is not guaranteed in 
movement flow-based visual servoing. 

 
Figure 14. Image position of the features 
along the track using the proposed method 
and movement flow-based visual servoing 

In addition, the method proposed here, not only has 
been proved to be better in 3D space, but also has the 
advantage of controlling the velocity to a constant 
desired value during the tracking. This property is shown 
in Figure 15 and Figure 16. In Figure 15 the linear and 
angular velocity during the tracking of the planned path 
using movement flow-based visual servoing has been 
represented. It can be seen that this velocity is very near 
to 100 mm/s=v . Furthermore, this velocity can really 
be neither precisely nor directly controlled.  

In Figure 16, linear and angular velocities during the 
tracking using the proposed method are shown. This 
method allows one to directly specify the desired 
tracking velocity. The tracking has been carried out 
using a desired velocity of 100 mm/s=v . Therefore, 
the image trajectory has been tracked with 
approximately the same velocity as the tracked using the 
movement flow-based visual servoing. 

 
Figure 15. Linear and angular velocities of 
the camera along the tracking using 
movement flow-based visual servoing 
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Figure 16. Linear and angular velocities of 
the camera along the tracking using the 
proposed method 

Figure 16 shows that the velocity magnitude has been 
correctly controlled. Furthermore, as it can be seen in 
Figure 16, the tracking is performed with less iterations 
while the proposed method is used. Moreover, the 
trajectory is tracked with less oscillating behaviour than 
the obtained with the movement flow-based visual 
servoing (see Figure 15). Therefore, the proposed 
method to track trajectories based on visual servoing 
improves the behaviour of previous time-independent 
methods. 

5. Conclusions 

In this paper, a new method to track trajectories in the 
image space has been described. It allows the accurate 
tracking of a previously generated trajectory of the 
features in the image space. The method has a time-
independent behaviour. In addition, this proposed 
method allows us to specify the camera velocity along 
the track. 

Experimental results show the validity of the 
proposed algorithm to track trajectories in the image 
space. In these results, it can be observed that previous 
time-independent methods like movement flow-based 
visual servoing fail when the tracking is carried out with 
a high velocity. The proposed method allows not only 
controlling the velocity of the tracking, but also 
obtaining less oscillating behaviour and needs a smaller 
number of iterations to end the task. Furthermore, 
experimental results show that the 3D position of the 
camera during the tracking results in less error using the 
proposed method. The approach to the desired trajectory 
is more precise. 
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