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Resumen: En este art́ıculo se estudia el uso de diferentes fuentes de información
para tareas de clasificación de textos. Dado el creciente número de bibliotecas digi-
tales, se impone una revisión de la información disponible en dichas bases de datos.
Se han llevado a cabo una serie de experimentos de clasificación multi-etiquetado
dentro del dominio de la F́ısica de Altas Enerǵıas haciendo uso de diferentes clasifi-
cadores base y combinando distintas fuentes de información. Los resultados mues-
tran que el uso de metadatos es tan válido como el uso de versiones a texto completo
de los documentos.
Palabras clave: clasificación automática de documentos, aprendizaje automático,
bibliotecas digitales.

Abstract: This paper studies the use of different sources of information for per-
forming a text classification task. The growing number of digital libraries imposes
a review of the available data from those databases. Some experiments applying
different base classifiers for a multi-label classifier in the domain of High Energy
Physics on several of these possible sources have been carried out. Results show
that the use of metadata is almost as good as the full-text version of papers.
Keywords: text categorization, machine learning, digital libraries.

1 Introduction

Corpora available for Text Categorization
(Sebastiani, 2002) research tend to be not
as accessible and complete as the research
community wishes. Well known collections
as Reuters-21578 1, OHSUMED (Hersh et
al., 1994) (used in TREC evaluation fo-
rum) or 20 Newsgroups2 show, for each sam-
ple, sort fragments of text. Instead, within
EUROVOC related experiments ((Bruno
Pouliquen, Ralf Steinberger, and Camelia Ig-
nat, 2003),(Ralf Steinberger, Johan Hagman,
and Stefan Scheer, 2000) and (Ralf Stein-
berger, Bruno Pouliquen, and Johan Hag-
man, 2002)) full-text documents are used as
sample data for classifiers training. But, in
most of the experiments arranged based on
these collections, just plain text data from
main content of the document is used. Words
are then stemmed or lemmatized, counted

1Prepared by David D. Lewis. The col-
lection is freely available from the web
page http://www.research.att.com/~lewis/
reuters21578.html

2Available at http://kdd.ics.uci.edu/databases/
20newsgroups/20 newsgroups.tar.gz

and weighted following the same indexing
scheme.

We have organized this paper by first pro-
viding a introduction to bibliographic meta-
data in CERN databases. Then, the design of
the multi-label classifier is described specify-
ing all the techniques involved. Since we want
to prove that metadata sources can represent
a very enriched source of information improv-
ing classification tasks, we have tested them
against different classification schemes in or-
der to validate the excelence of these type of
sources without depending on specific learn-
ing algorithms. Later, the results obtained
are listed using macroaveraging over docu-
ments for some of the best known evaluation
measures. Finally, these results are dicussed
and conclusions are reported.

2 Metadata

Data from digital libraries is much richer
than just full-text versions of documents:
digital libraries contain metadata, i.e. addi-
tional information about every stored docu-
ment. Metadata is data about data: author
of a document, date of publication, storing
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format, identifier within the database, pub-
lisher, length and so on. The Dublin Core
Metadata Initiative3 (DCMI) is a open stan-
dard for adding information to documents in
digital libraries. The Open Archive Initia-
tive4 (OAI) aims to stablish a standard for
document exchange between different digital
libraries and a protocol for harvesting and
retrieving of documents from database sup-
porting it. OAI also support MARC5 for-
mat for metadata. DCMI is also used as
a source of entities for the Semantic Web6

project (Berners-Lee, Hendler, and Lassila,
2001). As we can see, metadata is something
to care about.

For High Energy Physics (HEP) re-
lated papers stored at CERN (Dallman and
Le Meur, 1999; Montejo-Ráez and Dall-
man, 2001), the European Laboratory for
Particle Physics (in Geneva, Switzerland),
the MARC format is used (although full ac-
cessing through OAI has been recently in-
tegrated). A document record sample be-
longing to this database (CERN Document
Server7) is shown in figure 1. We have pre-
pared a corpus for our experiments that con-
sists on what we call the hep-ex partition,
since it is only about experimental Particle
Physics. This partition contains 2967 docu-
ments and 2793 main keywords, and can be
obtained by contacting the authors. These
keywords come from human assignment by
DESY experts by using the DESY HEPI the-
saurus. The DESY Documentation group
in Hamburg developed the HEPI (High En-
ergy Physics Information) system from 1963
onwards. In this scheme all documents in
the HEP field are indexed by subject spe-
cialists who read the entire articles. The
thesaurus used contains approximately 2500
terms and has in general been updated ev-
ery 1-2 years. The terms in this keyword list
are used by the DESY Documentation Ser-
vice for the indexing of papers on high energy
(beam momentum above 400 MeV (per nu-
cleon)) and particle physics, accelerator and
detector technology and quantum field the-
ory. Though the thesaurus proposes a two-
level indexing, only labels on first level have
been considered in our experiments, as an ap-

3http://dublincore.org/
4http://www.openarchives.org
5http://www.loc.gov/marc/
6http://www.w3.org/2001/sw/
7http://cds.cern.ch

proach to reduce the high class imbalance re-
ported by (Montejo-Ráez, Steinberger, and
Ureña-López, 2004)). Manually assigned la-
bels to sample document shown in figure 1
are listed in figure 2.

<?xml version="1.0" encoding="UTF-8"?>

<collection>

<dc xmlns="http://purl.org/dc/elements/1.1/"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

xsi:schemaLocation="http://purl.org/dc/elements/1.1/

http://www.openarchives.org/OAI/1.1/dc.xsd">

<language>eng</language>

<creator>Albrecht, H</creator>

<title>

Determination of the Michel Parameters $\rho$, $\xi$,

and $\delta$ in $\tau$-Lepton Decays with $\tau \to

\rho \nu$ Tags

</title>

<subject>

Particle Physics - Experimental Results

</subject>

<identifier>

http://preprints.cern.ch/ ... id=9711022

</identifier>

<description>Using the ARGUS detector at the $e^+

e^-$ storage ring DORIS II, we have measured the

Michel parameters $\rho$, $\xi$, and $\xi\delta$

for center of mass energies in the region of the

$\Upsilon$ resonances. Using 0.04 \pm 0.08$,

$\xi_{e}= 1.12 \pm 0.20 \pm 0.09$, $\xi\delta_{e}

= 0.57 \pm 0.14 \pm 0.07$, $\rho_{\mu}= 0.69 \pm

0.06 \pm 0.08$, $\xi_{\mu}= 1.25 \pm 0.27 the

combined ARGUS results on $\rho$, $\xi$, and

$\xi\delta$ using this work on previous

measurements.</description>

<date>1997-12-01</date>

</dc>

</collection>

Figure 1: Sample for metadata information
in XML DC format.

DESY HERA Stor

electron positron

experimental results

magnetic detector

Michel parameter

tau

Figure 2: Main DESY keywords manually as-
signed to sample at figure 1

We can see in those figure 1 the amount
of additional data available. The target of
this experiment is to test whether the use of
additional data (appart from content data)
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can improve classification performances. Due
to the profusion of meta-data entries in the
records of current digital libraries, a positive
answer is an important clue to build enriched
classifiers.

3 Multi-label classifier

TECAT stands for TExt CATegorization.
It is a tool developed by authors for
building multi-label automatic text classi-
fiers, assigning more than one class per
document (Montejo-Ráez, Steinberger, and
Ureña-López, 2004). With TECAT you
can experiment with different collections and
classifiers in order to train an automatic
multi-labeled text classifier.

TECAT implements the whole training
and classification process for a multi-label
classifier based on machine learning algo-
rithms. A better look of the TECAT way-of-
work can be given by describing every phase
involved in training and classification along
with its related parametrization.

1. Indexing. This phase corresponds to
the task of selecting and filtering fea-
tures (terms) that will represent each
document. No multiwords identification
has been considered:

• Stop words have been removed.

• Words have been truncated by pass-
ing them to the Porter’s Stemming
algorithm (Porter, 1997). From now
onwards we refer to these resulting
items as terms or features.

• Terms with less than 40 characters
have been discarded, to avoid mal-
formed long words (result of a bad
output from the PDF converter).
This number has been set empiri-
cally.

2. Folding. This stage performs a strati-
fied 10-fold partitioning of the collection
(Mitchell, 1997; Kohavi, 1995). At this
stage additional filtering and feature se-
lection is performed:

• The 50.000 terms with the highest
information gain value have been
kept. This limit has been chosen
empirically from paralel experimen-
tation.

• The classical TF.IDF term −

frequency · inverse − document −

frequency (Salton and Buckley,
1988) weighting scheme has been
used to weight features.

• Term weights in document vectors
have been normalized using the co-
sine normalization (to force all vec-
tors having the same norm).

3. Learning. This stage corresponds to
learning algorithms (Lewis et al., 1996).

• The base algorithms used have been
Rocchio, Widrow-Hoff (Lewis et al.,
1996), PLAUM (Y. et al., 2002; S.,
S., and H., 2001) and Support Vec-
tor Machines (Joachims, 1998).

• A threshold has been computed
according to the S-cut approach
(Yang, 2001) and applied to Roc-
chio and Widrow-Hoff algorithms.

• The minimal value that the F1
measure (van Rijsbergen, 1975;
Lewis, 1991) must reach in order to
consider the classifier as valid can-
didate (Montejo-Ráez, Steinberger,
and Ureña-López, 2004) has been
set to 0.1. With this approach,
classes for which classifier are not
enough performance are just dis-
carded (we will just do not predict
them).

For each of these algorithms, a different
corpus of data has been used for learning and
testing. Therefore, several corpora are pro-
duced as a combination of full-text informa-
tion with available metadata:

• Source A: Abstracts. Experiments
with given algorithms have been carried
out on abstracts (the description field in
XML DC form).

• Source M: Metadata. Each document
is composed by a combination of content
data (abstract and title) with fixed val-
ues (date, subject, creator and language).

• Source F: Full-text. The corpus is
composed by the full-text version of doc-
uments (extracted from PDF versions of
each paper).

• Source F+M: Full-text and meta-

data. This is the most complete corpus,
where plain-text data is built up from
full-text version, title and abstract, and
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combined with fixed fields like date, sub-
ject, creator and language.

It is important to note that the process-
ment of content data differs from that applied
on metadata fields. These fields have been
protected to not be affected by stop words
removal and stemming procedures. For the
rest of operations, each field is considered and
additional feature.

1.233175 tau

1.533310 electron positron

0.327726 magnetic detector

Figure 3: Main DESY keywords automati-
cally assigned by TECAT to sample at fig-
ure 1. They are preceded by their associated
Classification Status Value (in this sample,
returned by the PLAUM algorithm).

Three measures have been studied to de-
termine whether a source outperforms an-
other. These measures are precision, recall
and F1. F1 provides a more general view
than precision and recall separatedely, being
a common measure of the goodness of the
method (though not very preferred in text
processing tasks). However, precision and re-
call have been studied appart to inspect how
a source affects them.

A sample of the output produced by
TECAT is shown in figure 3. These labels
have been selected automatically for sample
given in figure 1. As we can see, just three
keywords are selected by the classifier, with
100% of precision and 50% of recall, though.

4 Description of experiments and

results

The description of experiments is described
as follows: for each source (corpus), we
have run four different experiments. Each
of such experiments consists in using a dif-
ferent unique base classifier of the four men-
tioned before. As results, we will have six-
teen sets of results. The reason to use differ-
ent algorithms is to not be so dependent on
the type of learning method used. Therefore,
results for the four algorithms will be con-
sidered together and compared to those for
experiments based on a different corpus. At
each run the three measurements (precision,
recall and F1) have been obtained for the ten
most frequent keywords (see table 1).

Then, a Wilcoxon Signed Raked test has
been carried out. This is a non-parametric

experimental results

magnetic detector

talk

electron positron

quark

CERN LEP Stor

anti-p p

Z0

Batavia TEVATRON Coll

mass spectrum

Table 1: Ten most frequent categories

test that let us know if two distributions on
the same variable are statistically different.
We have used Octave8 to compute the p-
values returned by the test. In our com-
parison, we will consider only p-values un-
der 0.05, that is, the probability for the two
given distributions to differ not by chance is
higher than 95%. Since we have run a 10-fold
cross-validation mechanism within TECAT,
we have averaged the measured values of pre-
cision, recall, F1 and accuracy for the ten
most frequent keywords. Therefore, to com-
pare source A (abstracts) against source F
(full-text), we created two distributions with
40 values each (4 algorithms × 10 measured
keywords). Then, we could construct the
comparison matrices (one per measure) with
Wilcoxon p-values shown at tables 2, 3 and
4.

By looking at those tables we can deter-
mine the confidence that two source strate-
gies are different. For example, as seen on
table 2, the Wilcoxon test found a p-value
of 0.000045 between strategies F+M and A.
We can interpretate this value as a confidence
of 99.9965% that the two distributions are
different (based on precision measurements
in this case). Besides, because of the tailored
nature of our test, this measure also indicates
the confidence on asserting that strategies in
colums are better than strategies in rows.

on prec. A M F F+M

A 0.5000 0.0627 0.00014 0.000045

M 0.9372 0.5000 0.0790 0.026

F 0.9998 0.9209 0.5000 0.09387790

F+M 0.9999 0.9735 0.9061 0.5000

Table 2: Tailored Wilcoxon test over preci-
sion

8Octave is a high-level language, primarily in-
tended for numerical computation that is available
under the GPL. http://www.octave.org
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on rec. A M F F+M

A 0.5000 0.00000002 0.0018 0.000001

M 0.9999 0.5000 0.9997 0.7318

F 0.9981 0.00023 0.5000 0.000001

F+M 0.9999 0.2681 0.9999 0.5000

Table 3: Tailored Wilcoxon test over recall

on F1 A M F F+M

A 0.5 0.0000001 0.000018 0.00000008

M 0.9 0.5000 0.9766 0.2217

F 0.9 0.0233 0.5000 0.00000007

F+M 0.9 0.7782 0.9999 0.5000

Table 4: Tailored Wilcoxon test over F1

Wilcoxon can be one-tailored or two-
tailored. For one-tailored test we can con-
clude if a difference exists, but we cannot say
anything about the direction of it. It is our
interested to find if a certain source of data
provides better results over another source
of data. Thus, we are interested in a one-
tailored analysis that will let us know if one
source outperforms another source. This is
how it has been computed in the given ta-
bles.

The macroaveraged values by document
obtained in our experiments are given in ta-
ble 5. At this table, each row shows the mea-
sures of performance for a given algorithm
by using a given source. For example, the
entry WH M specifies measured macroaver-
aged values by document using the metadata
based corpus as source and applying Widrow-
Hoff algorithm as base classifier (with S-cut
thresholding as detailed previously in config-
uration description).

Many classes are just discarded (column
% classes)in the filtering process or due
to fact that no possible algorithm can be
trained with a minimum performance (the
percentage column provides useful informa-
tion about it). It is interesting to note how
different algorithms are more “trainable” on
some classes than others at this point. Any-
how, performance measures are obtained con-
sidering all classes covered by the corpus, not
only trained ones. It is significative how some
algorithms (PLAUM and SVM) which a re-
duced set of candidate classes report as good
performance as other algorithms covering a
wider range of classes (Widrow-Hoff and Roc-
chio).

5 Analysis of results

First, we remind the target of these ex-
periments: to study how the use of differ-

Prec. Recall F1 % Experiment

classes

0,4429 0,5403 0,4553 84,43 WH A

0,4412 0,5555 0,4641 85,00 WH F

0,4553 0,5534 0,4663 84,54 WH M

0,4639 0,5713 0,4805 87,27 WH F+M

0,4711 0,5421 0,4611 88,16 Rocchio A

0,4272 0,5235 0,4281 86,12 Rocchio F

0,4525 0,5605 0,4569 86,18 Rocchio M

0,4424 0,5419 0,4432 87,92 Rocchio F+M

0,6911 0,4104 0,4895 52,48 PLAUM A

0,7106 0,4348 0,5118 57,67 PLAUM F

0,7201 0,4486 0,5266 55,67 PLAUM M

0,7254 0,4529 0,5314 59,27 PLAUM F+M

0,7458 0,3336 0,4342 31,14 SVM A

0,7549 0,3574 0,4590 35,03 SVM F

0,7734 0,3516 0,4586 32,23 SVM M

0,7697 0,3732 0,4775 36,62 SVM F+M

Table 5: Macroaveraged measures for all
classes in performed experiments

ent sources of data affects performance of a
multi-label categorization engine. Not only
is interesting to find which combinations of
sources are best, but also to study whether
is worth using one over another. For ex-
ample, the computational cost of using full-
text documents is much higher than that of
using just small abstracts: the collection is
smaller, the trained data demands lower stor-
age space, and the classification process is
sped up. Thus, it is very important, in our
domain, to identify such facts.

To understand these results we can no-
tice at table 4, for instance, that the p-
value corresponding to row F and column
F+M is very small: 0.00000007. It says that
when using the corpus created as combina-
tion of full-text and metadata, we can be sure
(99.999993% sure!) of obtaining more accu-
rated results than those obtained from corpus
based on just full-text data. We also find that
the p-value shows a transitive behaviour: let
a, b and c, be distinctive sources, and ’>’ a
binary operator to indicate that a source pro-
vides better results than another, then, we
can state that:

(a ≥ b) ∧ (b ≥ c) =⇒ a ≥ c (1)

At table 4 M outperforms A, and F+M

outperforms M, therefore, we can see that
F+M outperforms widely A.

It is possible to illustrate graphically
the improvement obtained when using some
sources instead of others. Figures 4, 5 and
6 show the effect, per measure, of each
source. At each diagram the considered
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Figure 4: Comparison of sorted measures for
each source over precision

Figure 5: Comparison of sorted measures for
each source over recall

sources are drawn, with their 40 measured
values sorted to ease the visual comparison
between sources. Consequently, each source
series is composed by 40 points. In principle,
the use of only the abstract of a document
seems to be the worst choice. Actually, this
is not an easy question, as we will argue from
Wilconox test results.

As said before, we can notice an increment
in performance just having a look at those
diagrams, but the statistical values contained
in tables 2, 3 and 4 provide solid evidences on
the studied subject.

Figure 6: Comparison of sorted measures for
each source over F1

6 Conclusions

By reviewing one table after the other we can
conclude the following points:

1. The combined use of metadata and full-
text information is the best choice in any
case (though the most costly).

2. Metadata is also good choice in most
cases despite the fact that is outper-
formed by the combination of full-text
and metadata when we are more inter-
ested in precision.

3. Metadata source even outperforms cor-
pus based on full-text papers for recall
and F1.

4. As main conclusion, the metadata

source should be preferred due to its
reduced computational cost and its good
behaviour against full-text and (except
for precision matters) combined full-text
and metadata.

Therefore, adding a big full-text content
of a document (extracting it from the PDF
version) to the features that can be promptly
extracted from the document record stored in
the database is not worthy. This conclusion
validates the visual conclusion obtained from
inspecting previous diagrams, where we can
see how the curve for the metadata source is
usually above the rest of curves. This effect
is less clear for precision, as reported by the
test.
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