
ar
X

iv
:1

70
9.

03
70

5v
1 

 [
m

at
h.

C
A

] 
 1

2 
Se

p 
20

17

RANDOM POWER SERIES NEAR THE ENDPOINT OF THE

CONVERGENCE INTERVAL

BALÁZS MAGA AND PÉTER MAGA

Abstract. In this paper, we are going to consider power series
∞∑

n=1

anx
n
,

where the coefficients an are chosen independently at random from a finite set with uniform distri-
bution. We prove that if the expected value of the coefficients is positive (resp. negative), then

lim
x→1−

∞∑

n=1

anx
n = ∞ (resp. lim

x→1−

∞∑

n=1

anx
n = −∞)

with probability 1. Also, if the expected value of the coefficients is 0, then

lim sup
x→1−

∞∑

n=1

anx
n = ∞, lim inf

x→1−

∞∑

n=1

anx
n = −∞

with probability 1. We investigate the analogous question in terms of Baire categories.

1. Introduction

In complex analysis, the behaviour of random power series near the radius of convergence has
been thorougly examined, partly due to the following classical problem: if we consider the Taylor
series f(z) =

∑

∞

n=0 anz
n, what properties of the sequence (an)

∞
n=0 imply that f has its radius of

convergence as a natural boundary, that is all of the points on its radius of convergence are singular?
It turned out that random power series form a large family of such functions: it was proven in [S]
that if f has a finite radius of convergence and (An)

∞
n=0 are independent, identically distributed

random variables with uniform distribution on {|z| = 1}, then for almost every choice, f has a
natural boundary on the radius of convergence. Later, somewhat stronger and more specific results
were obtained, even in the recent years (see e.g. [BS]).

These theorems showed that random power series in the complex plane tend to behave rather
chaotically near the radius of convergence. In this paper, we investigate a similar question on the
real line, motivated by a problem raised in [KPP]. Although the results are somewhat natural and
are easy to formulate, we did not manage to find them in the literature.

Let D = {d1, . . . , dk} be a finite set of real numbers. Then we may consider the random power
series with coefficients from D, i.e.

f(x) =
∞
∑

n=1

anx
n,
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where each an equals dj (for 1 6 j 6 k) with probability 1/k, independently in n. To exclude
trivialities, assume from now on that k > 2.1

To make this more rigorous, define for each n ∈ N, the probability space (D,An,Pn), where D
is the fixed set above, An is the discrete topology on D, and for each D′ ⊆ D,

Pn(D
′) = #D′/#D = #D′/k

with # standing for the cardinality.
Then set (Ω,A,P) for the product probability space, i.e. Ω =

∏

n∈ND, A is the set of Borel sets
of Ω (in the product topology

∏

n∈NAn), P =
∏

n∈N Pn.
We will denote a general element of Ω by (an), and by an its nth coordinate (i.e. an ∈ D,

(an) ∈ Ω). To any (an) ∈ Ω, we may associate the power series

f(an)(x) =

∞
∑

n=1

anx
n.

In most cases below, there will be a single sequence (an) and a resulting power series f(an), therefore
we write simply f in place of f(an). Of course, when there is any chance for confusion, we return
to the longer (and less loose) notation.

It is easy to see that the convergence radius of f(x) is 1 for almost all coefficient sequences (an)
(except for the trivial case D = {0} which is already excluded by our assumption k > 2). In this
paper, we investigate the behaviour of f , as x tends to 1 from below. It will turn out that the most
important properties are the following:

(1) lim
x→1−

f(x) = ∞,

(2) lim
x→1−

f(x) = −∞,

(3) lim sup
x→1−

f(x) = ∞ and lim inf
x→1−

f(x) = −∞.

Our first result is that one of these properties hold for almost all sequences.

Proposition 1. We have

P(f satisfies (1) or (2) or (3)) = 1.

Moreover, we will identify which one of the three properties holds almost surely. We formulate
this in two statements, depending on whether the expected value of a single coefficient vanishes or
not.

Theorem 1. If
∑

d∈D d > 0, then

P(f satisfies (1)) = 1.

If
∑

d∈D d < 0, then

P(f satisfies (2)) = 1.

Theorem 2. If
∑

d∈D d = 0, then

P(f satisfies (3)) = 1.

In Section 5, we investigate the same properties of generic power series in the Baire categorial
sense (see [O, pp. 40-41]). The corresponding statements are summarized as follows.

1By a slight change of notation, we start the power series with the order 1 term, in order to index the random
variables by N.
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Theorem 3. If each element of D is nonnegative (resp. nonpositive), then

{(an) ∈ Ω : f satisfies (1)} (resp. {(an) ∈ Ω : f satisfies (2)})

is residual.
If D contains positive and negative elements simultaneously, then

{(an) ∈ Ω : f satisfies (3)}

is residual.

Now Theorem 2 and Theorem 3 have the following simple consequence via Bolzano’s theorem
on continuous functions, answering a question in [KPP].

Corollary 1. If #D > 2, and
∑

d∈D d = 0, then for almost all and residually many sequences
(an) ∈ Ω, the following holds. For any real number y, there are infinitely many numbers 0 < x < 1
satisfying

y =
∞
∑

n=1

anx
n.

For the sake of completeness, before starting the main investigations of the paper, we make it
clear that properties (1)-(3) indeed define P-measurable sets, that is, it makes sense to speak about
the probabilities in Proposition 1 and Theorems 1-2. The argument in the proof of Lemma 1 is
highly standard, so the experienced reader may skip it.

Lemma 1. For any a ∈ R,
{

(an) ∈ Ω : lim sup
x→1−

∞
∑

n=1

anx
n > a

}

∈ A,

{

(an) ∈ Ω : lim inf
x→1−

∞
∑

n=1

anx
n > a

}

∈ A,

{

(an) ∈ Ω : lim sup
x→1−

∞
∑

n=1

anx
n < a

}

∈ A,

{

(an) ∈ Ω : lim inf
x→1−

∞
∑

n=1

anx
n < a

}

∈ A.

Proof. We prove only the first statement, the remaining three ones follow similarly. Set Bc = (c,∞)
for any c ∈ R.

First fix any 0 6 x < 1, and consider gx : Ω → R defined as gx((an)) =
∑

∞

n=1 anx
n. It is

easy to see that gx is continuous: if (an) and ε > 0 are given, then choose N ∈ N such that
max{|d1|, . . . , |dk|}x

N/(1−x) < ε/2; we see that if we modify (an) only in coordinates n > N , then
gx((an)) changes by less than ε. Therefore, g−1

x (Bc) ∈ A for any c ∈ R.
Now fix any 0 6 y < z < 1, and consider gy,z : Ω → R defined as gy,z((an)) = maxy6x6z gx((an))

(this maximum exists, as
∑

∞

n=1 anx
n is continuous in x ∈ [y, z]). Using once again the continuity

of
∑

∞

n=1 anx
n in x ∈ [y, z], we see, for any c ∈ R,

g−1
y,z(Bc) =

⋃

x∈[y,z]∩Q

g−1
x (Bc) ∈ A,

since each g−1
x (Bc) ∈ A.

Finally, observe that
{

(an) ∈ Ω : lim sup
x→1−

∞
∑

n=1

anx
n > a

}

=
∞
⋃

j=1

∞
⋂

m=1

∞
⋃

l=m+1

g−1
1−1/m,1−1/l(Ba+1/j) ∈ A,

since each g−1
1−1/m,1−1/l(Ba+1/j) ∈ A. �
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This lemma shows that the functions lim supx→1− f(x) and lim infx→1− f(x) are random variables.
From this, it is clear that the properties (1)-(3) give rise to P-measurable sets, e.g.

{(an) ∈ Ω : f satisfies (1)} =

∞
⋂

N=1

{

(an) ∈ Ω : lim inf
x→1−

∞
∑

n=1

anx
n > N

}

.

2. Extreme behaviour

The goal of this section is to prove Proposition 1, following the guiding principle that as x tends
to 1 from below, our power series gets less and less sensitive to what its first few coefficients are.
First of all, define the following Borel measures on R (to see that they are Borel measures, recall
Lemma 1):

µ+(B) = P

(

lim sup
x→1−

f(x) ∈ B

)

, µ−(B) = P

(

lim inf
x→1−

f(x) ∈ B

)

.

In other words, these are the distributions of lim supx→1− f(x) and lim infx→1− f(x), in particular,
both of them are finite. One may easily see that Proposition 1 is equivalent to the fact that both
µ+ and µ− are the constant 0 measures on R.

We start with a concept of combinatorial nature. For any N ∈ N, define the function g♯N between

two subsets of DN satisfying the following conditions:

(i) g♯N is a bijection between its domain and range;

(ii) if g♯N ((a1, . . . , aN )) = (b1, . . . , bN ), then

N
∑

n=1

bn = (d2 − d1) +

N
∑

n=1

an.

It is easy to see that in general, we cannot define g♯N on the whole set DN . However, as the following
lemma points it out, it can be defined on a considerably large subset.

Lemma 2. The map g♯N can be defined such that

#dom g♯N = kN (1− o(1)),

as N → ∞.

Proof. First of all, split up the set DN as follows. Take any 0 6 l 6 N , and any numbers
1 6 c1 < . . . < cl 6 N . Set then c = {c1, . . . , cl} and c′ = {1, . . . , N} \ {c1, . . . , cl}. Further, let
s : c′ → D \ {d1, d2}. Attached to this data, set

DN
l,c,s = {(a1, . . . , aN ) ∈ DN such that ∀cj ∈ c : acj ∈ {d1, d2} and ∀c′ ∈ c′ : ac′ = s(c′)},

i.e. DN
l,c,s stands for those sequences which contain d1’s and d2’s in positions indexed by c, while

outside of c, there is a fixed sequence s made of coefficients other than d1, d2.
Decompose DN

l,c,s as

DN
l,c,s =

l
⋃

l1=0

DN
l,l1,c,s,

where DN
l,l1,c,s

is the subset of DN
l,c,s which consists of sequences containing exactly l1 many d1’s.

Obviously, g♯N can be defined on a set of size

#DN
l,c,s −

l
∑

l1=0

max(0,#DN
l,l1,c,s −#DN

l,l1−1,c,s),

4



namely, g♯N maps a sequence in DN
l,c,s to another one which contains one more copy of d2 and one

less copy of d1. Clearly #DN
l,c,s = 2l and #DN

l,l1,c,s
=
( l
l1

)

. We claim that, for any fixed ε > 0,

(4)
l
∑

l1=0

max(0,#DN
l,l1,c,s −#DN

l,l1−1,c,s) 6 2ε2l + o(2l),

as l → ∞. Split this summation up according to l1 > l(1/2 − ε) and l1 < l(1/2 − ε). As for the
latter, even

∑

l1<l(1/2−ε)

#DN
l,l1,c,s = o(2l),

as l → ∞, following simply from Chebyshev’s inequality applied to the random walk of length
l. Therefore, apart from o(2l) sequences in DN

l,c,s, we have l1 > l(1/2 − ε). In this part of the
summation,

∑

l1>l(1/2−ε)

max(0,#DN
l,l1,c,s −#DN

l,l1−1,c,s) 6 2l max
l(1/2−ε)6l16l/2

(

1−
#DN

l,l1−1,c,s

#DN
l,l1,c,s

)

6 2l(2ε+ o(1)),

hence (4) is established.
It is easy to see that for any fixed L, as N → ∞,

∑

l6L,c,s

#DN
l,c,s = o(kN ),

∑

l>L,c,s

#DN
l,c,s = kN − o(kN ).

Now let δ > 0 be arbitrary. Choose L such that (4) can be continued as 2ε2l + o(2l) < 3ε2l for
any N > l > L. Then, with this fixed L, if N is large enough, at least (1− δ)kN sequences in DN

satisfies l > L (with l standing for the total number of d1’s and d2’s). This altogether yields that

g♯N can be defined on a set of size at least kN (1 − δ)(1 − 3ε). Since δ > 0 and ε > 0 are arbitrary,
this completes the proof. �

Remark 1. Similarly we can define the functions g♭N which map (a1, . . . , aN ) to (b1, . . . , bN ) such
that

N
∑

n=1

bn = (d1 − d2) +

N
∑

n=1

an,

and g♭N are bijections between their domain and range. The same argument as that in the proof of
Lemma 2 gives

#dom g♭N = kN (1− o(1)),

as N → ∞, for a well-chosen function g♭N .

From now on, fix two sequences of such functions g♯N and g♭N (with domains of size kN (1−o(1))).

Lemma 3. Both µ+ and µ− are invariant under translations by d2 − d1, i.e. for any Borel set
B ⊆ R,

µ+(B + d2 − d1) = µ+(B), µ−(B + d2 − d1) = µ−(B).

Proof. Let µ = µ+, the argument for µ− is literally the same, writing lim inf’s in place of lim sup’s.
Fix first ε > 0.

Define the function L for S ⊆ R as follows:

L(S) =

{

(an) ∈ Ω : lim sup
x→1−

∞
∑

n=1

anx
n ∈ S

}

.

5



On certain sequences (an) ∈ Ω, apply the following sequence of operations: if (a1, . . . , aN ) ∈

dom g♯N , then let

G♯
N ((an)) = (bn),

where g♯N ((a1, . . . , aN )) = (b1, . . . , bN ), and bn = an for all n > N . Now observe that

lim sup
x→1−

∞
∑

n=1

bnx
n =

N
∑

n=1

bn + lim sup
x→1−

∞
∑

n=N+1

bnx
n

= d2 − d1 +

N
∑

n=1

an + lim sup
x→1−

∞
∑

n=N+1

anx
n = d2 − d1 + lim sup

x→1−

∞
∑

n=1

anx
n.

This altogether means that if (an) ∈ domG♯
N ∩ L(B), then G♯

N ((an)) ∈ L(B + d2 − d1) for any
Borel set B ⊆ R.

By Lemma 2, if N is large enough, P(domG♯
N ) > 1− ε, implying P(domG♯

N ∩L(B)) > µ(B)− ε.

Then, using the simple fact that G♯
N preserves P on its domain, we see

µ(B + d2 − d1) = P(L(B + d2 − d1)) > P(G♯
N (domG♯

N ∩ L(B))) > µ(B)− ε.

Since this holds for all ε > 0, we obtain

µ(B + d2 − d1) > µ(B).

The same way we obtain µ(B−d2+d1) > µ(B) (see also Remark 1), which yields the statement.
�

It is well-known (and simple) that there are no nontrivial finite Borel measures on R which are
invariant under a nontrivial translation, implying µ+(R) = µ−(R) = 0. As it was mentioned in
the introduction of this section, this completes the proof of Proposition 1.

3. The case of non-vanishing expected value

In this section, we prove Theorem 1. Since the two propositions of the theorem are symmetric,

we assume
∑k

j=1 dj > 0 for the rest of this section.

Lemma 4. There exists some K ∈ R such that with positive probability,
∑

∞

n=1 anx
n > K holds

for any 0 < x < 1.

Proof. If minD > 0, then K = 0 obviously does the job (the probability in question is just 1),

so assume minD < 0 from now on. Set Sl =
∑l

n=1 an for the partial sums of
∑

∞

n=1 an. Then

Sl is the sum of l independent and identically distributed random variables. Since
∑k

j=1 dj > 0,
the expected value of such a random variable is positive. Consequently, by the strong law of large
numbers,

P

(

∞
∑

n=1

an = ∞

)

= 1.

Using the notation Am = {(an) ∈ Ω :
∑l

n=1 an > 0 for any l > m}, this implies, in particular,

P

(

∞
⋃

m=1

Am

)

= 1.

This yields that there exists some m ∈ N satisfying P(Am) > 0. Fixing such an m, we have

P(Sl > m ·minD for any l) > 0.
6



For any 0 < x < 1, it is immediate that both
∑

∞

n=1 anx
n and

∑

∞

n=1 Snx
n are absolutely con-

vergent, since an ≪D 12 and Sn ≪D n. Then, on the set {Sl > m · minD for any l}, by partial
summation,

∞
∑

n=1

anx
n =

∞
∑

n=1

(Sn − Sn−1)x
n =

∞
∑

n=1

Sn(x
n − xn+1) > m ·minD

∞
∑

n=1

(xn − xn+1) = m ·minD · x.

Therefore, K = m · minD is an appropriate choice for K in the statement, the set in question is
{Sl > m ·minD for any l}, which is above shown to have positive probability. �

This implies, in particular, that

P(f satisfies (2) or (3)) < 1,

therefore, by Proposition 1,

(5) P(f satisfies (1)) > 0.

Now we finish the proof of Theorem 1 by a standard application of Kolmogorov’s 0-1 law. Since it
will be used once more in the next section, we formulate it as a lemma.

Lemma 5. We have
P(f satisfies (1)),P(f satisfies (2)) ∈ {0, 1}.

Proof. It is easy to see that the events

A± =

{

(an) ∈ Ω : lim
x→1−

∞
∑

n=1

anx
n = ±∞

}

are tail events in the sense of [L, Section 16.3], since

lim
x→1−

∞
∑

n=1

anx
n = ±∞ if and only if lim

x→1−

∞
∑

n=N+1

anx
n = ±∞

holds for any N ∈ N, implying that the events A± are independent of the first few coefficients
a1, . . . , aN . Tail events have probability 0 or 1 by Kolmogorov’s 0-1 law, see [L, Theorem 16.3
B]. �

Now combining (5) with Lemma 5, the proof of Theorem 1 is complete.

4. The case of vanishing expected value

In this section, we are going to prove Theorem 2, so assume
∑k

j=1 dj = 0. We introduce the

following permutation p on D: p(dj) = dj+1 for 1 6 j 6 k− 1, and p(dk) = d1. This gives rise to a
permutation p on Ω: p((an)) = (bn), where bn = p(an) for each n ∈ N. Now for any 0 < x < 1, by
absolute convergence,

k−1
∑

j=0

fpj((an))(x) =
k−1
∑

j=0

∞
∑

n=1

pj(an)x
n =

∞
∑

n=1





k−1
∑

j=0

pj(an)



xn =
∞
∑

n=1





k
∑

j=1

dj



xn = 0.

Consequently, for any (an) ∈ Ω and any 0 < x < 1, among f(an)(x), fp((an))(x), . . . , fpk−1((an))(x)
there is at least one nonnegative and at least one nonpositive number. In other words, for any
(an) ∈ Ω, as x → 1−, at least one of f(an)(x), fp((an))(x), . . . , fpk−1((an))(x) violates (1) (that one

which is nonpositive for some x’s arbitrarily close to 1) and at least one violates (2) (that one which
is nonnegative for some x’s arbitrarily close to 1).

2Here, we apply Vinogradov’s notation: A ≪ B means |A| 6 cB for some constant c, while D in the subscript
means that this constant c depends only on D.
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Also, it is easy to see that p is P-preserving, altogether yielding

P(f satisfies (1)),P(f satisfies (2)) 6 1− 1/k.

This, combined with Lemma 5, gives

P(f satisfies (1)),P(f satisfies (2)) = 0.

Now Theorem 2 follows from Proposition 1.

5. About residuality

In this section, we prove Theorem 3. First assume that each element of D is nonnegative. In
this case, we have limx→1− f(x) 6= ∞ if and only if the sequence of the coefficients contains only
finitely many nonzero elements. However, the set E of these sequences is of first category. Indeed,
write E =

⋃

∞

m=1 Em where Em denotes the set of sequences for which an = 0 holds for n > m. It
suffices to see that Em is nowhere dense in Ω (for each m ∈ N). Given any nonempty open set U ,
it has a nonempty open subset

V = {(an) ∈ Ω | a1 = b1, a2 = b2, . . . , aj = bj},

where j ∈ N and b1, . . . , bj ∈ D. Now define

W = {(an) ∈ Ω | a1 = b1, a2 = b2, . . . , aj = bj , amax(j,m)+1 = b},

where we choose b ∈ D to be nonzero. ClearlyW ⊆ U is nonempty, open, andW∩Em = ∅, therefore
the proof of the first statement is complete (the case when each element of D is nonpositive follows
by symmetry).

Now let us consider the case in which D contains positive and negative elements simultane-
ously. One can easily see that lim supx→1− f(x) = ∞ holds if and only if supx∈(0,1) f(x) = ∞
and lim infx→1− f(x) = −∞ holds if and only if infx∈(0,1) f(x) = −∞. Thus it suffices to prove
that supx∈(0,1) f(x) 6= +∞ or infx∈(0,1) f(x) 6= −∞ hold only in a set of first category. By sym-

metry, we can focus on the set F where supx∈(0,1) f(x) 6= ∞ holds. Write it as a countable union

F =
⋃

∞

n=1 Fm where Fm contains the sequences for which supx∈(0,1) f(x) 6 m. It suffices to see

that Fm is nowhere dense in Ω (for each m ∈ N).
Given any nonempty open set U , it has a nonempty open subset

V = {(an) ∈ Ω | a1 = b1, a2 = b2, . . . , aj = bj},

where j ∈ N and b1, . . . , bj ∈ D. Set

R = inf
x∈(0,1)

j
∑

n=1

bnx
n.

Choose an integer M > j satisfying also M > (m+ 1−R)/(maxD) + j, then

R+maxD

M
∑

n=j+1

1 > m+ 1.

Now fix x < 1 close enough to 1 such that

R+maxD

M
∑

n=j+1

xn > m+ 1.

Then choose N > M large enough such that |minD
∑

∞

n=N+1 x
n| < 1. Taking

W = {(an) ∈ Ω | a1 = b1, a2 = b2, . . . , aj = bj, aj+1 = . . . = aN = maxD},
8



we have, for (an) ∈ W ,

∞
∑

n=1

anx
n >

j
∑

n=1

bnx
n +

N
∑

n=j+1

maxD · xn +
∞
∑

n=N+1

minD · xn

> R+maxD

N
∑

i=j+1

xn +minD

∞
∑

n=N+1

xn > m+ 1− 1 = m.

Therefore, W ∩ Fm = ∅, and since W ⊆ U is nonempty and open, the proof of Theorem 3 is
complete.

6. Concluding remarks

It would be interesting to investigate the question of non-uniform distributions, i.e. when

D = {d1, . . . , dk} and the positive numbers p1, . . . , pk are given such that
∑k

j=1 pj = 1, and each
coefficient takes the value dj with probability pj for 1 6 j 6 k.

Proposition 1 can be proved similarly, apart from the following subtlety. Assuming p1 6 p2, take

the function g♯N with the same properties as above. Then the resulting function G♯
N in the proof of

Lemma 3 does not preserve P for p2 > p1, but increases it. (Similarly, G♭
N is P-decreasing.) All in

all, although our measure µ = µ± will not be invariant any more under the translation by d2 − d1,
we still have

µ(B + d2 − d1) > µ(B)

for any Borel set B ⊆ R, and there is no such finite measure on R other than the trivial one.
As for Theorem 1, its proof is literally the same, the argument in Section 3 nowhere uses that

the coefficients are chosen through a uniform distribution.
However, the statement of Theorem 2 for non-uniform distributions remains an open question,

we do not see any obvious modification of the argument that would work for general distributions.
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Eötvös Loránd University, Pázmány Péter sétány 1/C, Budapest, H-1117 Hungary
E-mail address: magab@cs.elte.hu
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