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1. INTRODUCTION

The study of the statistical convergence for sequences of positive linear operators
was attempted in the year 2002 by A. G. Gadjiev and C. Orhan [8]. The research
orientation was proved to be extremely fertile, many researchers approaching this
subject recently [2—4]. Motivated by this research direction, we construct a general
class of positive linear operators of discrete type and study its statistical approxima-
tion properties.

In order to construct the operators, we need some notation on A-statistical con-
vergence. Let A := (an)g nen e @ non-negative regular summability matrix. For
a given sequence of real numbers, x := (x,),ecN, the sequence Ax := ((Ax);) de-
fined by the formula

00
(Ax)k = Z AknXn
n=1

is called the A-transform of x whenever the series converges for each k € N. A se-
quence x is said to be A-statistically convergent to a real number L if for every ¢ > 0,

one has
lim a =0.

n:|x,—L|>¢
We denote this limit by sty —limx = L (see [6]).
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2. DEFINITION OF OPERATORS

We set Ry :=[0,00) and Ng := {0} UN. Let D be a given interval of the real
line. We denote by C (D) the space of all real-valued continuous functions on D. For
each n € N we consider a set of indices I, and a net on D called (x,;),er,. We set
ei(x)=x',i >0, x € D. Following [1], let (/In)n>1 be a sequence of positive linear
operators of discrete type, defined by the equality

Un )X) =D unj(x)f(xnj). x€D. feC(D), 2.1)
J€ln

where (4, ;)jer, is a family of continuous functions on D satisfying the following
conditions

up,j(x) >0, xeD, (2.2)
D upj(x)=eo(x). xeD, 2.3)
J€In
>t () xnj =e1(x). xeD, 2.4)
J€lp
Y tn (X7 =ea(x)+Ya(x). x€D, 2.5)
Jely

where ¥, € C(D).
Under this assumptions the sequence (/,),>1 can be indicated by the following
system

Ln (D, In,Xn,j un,j (X)), (n,j) € NxI,, x €D. (2.6)

We denote by Cp (D) the space of all continuous functions on D and bounded on
the entire line, i.e.,

|f(x)| <My forallx €R,

where My is a constant depending on f. Cg(D) is a Banach space with respect to
the supremal norm ||-||.

In [1], compounding two sequences of operators given by (2.6), the author con-
structed a sequence of positive linear operators (L, 3)n>1 acting on C(R+).

In what follows, we will replace the conditions (2.3)—(2.5) imposed on the se-
quence (Up, ;) er, by the following ones:

urm?)zij—mH=a @.7)
jel,
SM—%P‘}:Mmﬂ%j—ﬁHZO, 2.8)

J€Iy
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st4 —lim H > i, .—e2H —0. 2.9)
! Jxn,j
jel,

A sequence of positive linear operators of the form (2.1) which satisfies the condi-
tions (2.2) and (2.7)—(2.9) will be denoted by

In (D Ly, xn,jutn,; (%)), (n,7) € Nx Iy, x € D. (2.10)

Further on we will consider two sequences of operators of the type (2.10) and
(2.6), respectively,

Tn ([01], Ly X j (X)), (/) € NX I, x €10,1],
and
In :{[0,0]. Jn, Yn,j Un,j (X)5¥m),  (n.j) € NxJy, x €[0,0],
such that 1 < b and, for any n € N, there is a function ¥, € C ([0,b]) with the property
Xnj Vi (¥) = Vn (x). j € In. x €[0.0]. (2.11)

Let us consider a continuous function A:[0,b] — [0,1]. Now we are ready to
introduce the operator L, j by putting

(Zn,/lf)(x) = Z Z Un,j (/\(x))vj,s (x) f (xn,jyj,s +(1 _xn,j)x) (2.12)
Jj€lyseJ;

for all x € [0,b], f € Cp([0,b]), and n € N. We observe that these operators are
positive and linear.

3. A BOHMAN—KOROVKIN TYPE THEOREM

In [8], Gadjiev and Orhan proved the following Bohman—Korovkin type statistical
approximation theorem.

Theorem A. Ifa sequence of positive linear operators Ay, . Cg ([a,b]) — B([a,b])
satisfies the conditions

st—li,£n||Anel- —ei|=0 fori =0,1,2,
then, for any function f € Cp ([a,b]), we have
st=lim|[A, /= f| =0,
where B([a, b)) is the space of all real-valued functions bounded on [a, b].

We note that the above theorem is given for statistical convergence, but it also
stands for A-statistical convergence. To obtain our main result we need the next
lemma.
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Lemma 1. Let A := (agp)g nen be a non-negative regular summability matrix

and let the operators Zn 2 be defined by (2.12) such that the following conditions
hold

(1) the sequence (||1Zn ”)nEIN is bounded,
(2) stg—limy [yl = 0.
Then the following identities hold:

sta—lim| L, re; —ei =0 fori =0.1.2. 3.1
Proof. From (2.12) and (2.3) it follows that
( n,1.€0 (x) Z Up ] /\(x) x €[0,b].
J€ln
Since eg(A(x)) = eg(x) = 1 for all x € [0, 5], we obtain
|(Lnre0) )=o) = | 3 un,j () —eo)| = | D wnj —eo].
Jjel, JEIy

Now using the above relation and (2.7), we get (3.1) fori = 0.
By the definition (2.12) of the operator L, ; we have

(L Ael (x) Z Un ] A(x) xn,] Z Vj,s(X)Yj,s

J€ly s€J;

+x Z un,j (A(x)) Z vj,s(x)

jel, s€J;

—Xx Z Un,j (/\(x))xn,j Z vjs(x).

J€Iy s€J;
Using (2.3) and (2.4) we obtain
(Lp.ze1)(x) = x Z un,j(A(x)), x€0,b].
J€ln

Hence, we get

(Lnzen) @ —er)] =[x o wn (1) 1 ()]

jel,
_ |x|‘ 3t (M) —eo(X)) < bH D unj—eo ”
jel, J&In

Since for a given ¢ > 0 we have

Tii={neN: | Lyper—er| zef < {neN: | Y ung—eo| = 7} =T,
J€ln
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we get

Zakn = Zakn-
T >

Taking k — oo, we obtain (3.1) fori = 1.
By (2.3)—(2.5), (2.11), and an elementary calculus it follows that

Lpse) ) = 3t ()2 05 (0 +22 3w (A(0))
jel, J€ln

= Z n, i (A(X))Xn,j Yn (x) + x> Z un,j (A(x)).

Jjel, Jjel,

Let M := sup, ey { ¥} Then

(L e2) @) —e20)] = [Tn (3 s ()0, —e1 (1) )|

JEly
+‘A(x)lzn(X)|+‘x2<Zun’j(k(x))—eo(X))‘
JEIn
<MH Zunjxnj—elu—l-bwwnu +b2H ZM”J_eOH‘
J€ln jel,

Let us set K :=max {M,b?}. Then
Hzn,A€2—€2H = K(“ Z Up,jXn,j —€1 “ + ”Jn H + “ Z Un,j _€OH)- (3.2)
JEly J€ln

For a given ¢ > 0, we put

w1l o] £}

J€ln

&
Ui {”EN H Z”"fx"f_elu = 3K}
JEIn

Uz i={neN: |J] = 31<}

and

&
U3 Z:{I’l e€N: H Zun,j—e()H > 3—K}
J

n

It is obvious that U C U; U U, U Us. Inequality (3.2) implies that

Z aknfzaknf Zakn+zakn+zakn-

n:l|L, pex—ea|>¢ nelU nel; nel, neUs
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Passing to the limit as k — oo, we complete the proof. O

Remark 1. If the non-negative regular summability matrix A is the Cesdro matrix
of order one, then the A-statistical convergence reduces to the statistical convergence
[5,7]. Consequently, Lemma 1 also stands for statistical convergence.

Using the above lemma and Theorem A, we obtain the following result.

Theorem 1. Let A := (agp)g nen be a non-negative regular summability matrix

and let the operators Zn 2 be defined by (2.12). If the conditions of Lemma [ hold,
then for any function f € Cpg ([0,b]) we have

sty—lim| L, 2/~ ] = 0.

4. EXAMPLE

In what follows we present a particular sequence of positive linear operators of
the form (2.12) which is statistically convergent with respect to the sup-norm to the
approximated function but it is not uniformly convergent.

Let

E%mjLw”wnhiumﬂﬂ) (n,j) € Nx{0,....n}, x €[0,1]
be such that

n,j (x) = G (¢n ()" (1= ¢n ()", xe€[0.1],
and
el if Ign ¢ Ny,
n = .
ney if lgn € Ng
forall (n, j) € Nx{O0,...,n}. Itis clear that taking ¢, = e foralln € N, I, becomes
the nth Bernstein polynomial.

We must should now check that (u, ;) satisfies conditions (2.2), (2.7)—(2.9). It is
obvious that (2.2) and (2.7) are fulfilled. By using an elementary calculus, we obtain

> () —er(x)

Jj=0

= |pn(x) —e1(x)| =0

for all n with the property 1gn ¢ Ny. Letting ¢ > 0 we obtain
n .
J
nelN:H Uy i——e “>8 =ineN:lgn e Nyt,
{ Lunsg-ei] 2ef = ln e witgn <mo)

and (2.8) is thus satisfied.
It remains only to verify (2.9). Indeed,
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n N2 . 1
Z“n,j(x) (%) —ex(x)| = ¢’§x)+nn (¢n(x))2—ez(x)
Jj=0
= i_l’_n_lxz_xz‘fifl
n n n n

for all n with the property 1gn ¢ Np. Letting ¢ > 0 we get

j 1
eIN:HE: (L) = ”> C{EIN:I e N d—>}
{n jzoun,](n) er| >¢e; Cin gn oand —>¢

and, therefore, (2.9) is also satisfied.
Choosing
. .] —nx (nx)j .€1 .
ln:sn.([O,oo),INo,—,e —'—> (n,j) € NxNg, x €[0,00)
n j! n
(the Favard—-Széasz—Mirakjan operators), we are able to define the operators Zn’ 2 by
putting

(Lnp )00 = i icrjt (én (k(x)))j (1—n (/\(x)))"_j

j=0s=0
. K .
we=ix YUY (5 +(1- i)x) @.1)
s n n
for all x >0, f € Cg(R4), and n € N, where A:[0,00) — [0,1] is a continuous
function.
On the basis of Lemma 1 and Theorem 1 we deduce that the sequence of operators
(Ly 5 f) defined by (4.1) is A-statistically convergent to f for any function f €
Cp (D), where D is a compact interval on the positive semiaxis.
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