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Abstract 

Developing mathematical models for describing heat exchanger outlet temperatures is of great 

importance for the practice, since heat exchangers are unavoidable elements in any 

applications, where heat transfer is needed between hydraulically separated fluid parts. 

The conventional, well-tried physically-based E model (standing for the known effectiveness-

NTU approach) is recalled. This model assumes energy balance between the two sides of a 

heat exchanger (without any interaction with the environment). Based on studies in the 

literature, mathematical models with similar simplicity and usability to that of the E model, 

but under heat gain/loss to the environment, are still lacking in the field. This work intends to 

contribute to filling this gap with two proposed models, called ME and LR models. 

Based on measured data, all three models are accurate enough for general 

engineering/modelling purposes, nevertheless, the partly physically-based, partly empirical 

ME model is more precise than the E model if the heat gain/loss to the environment is 

considerable, and the empirical (black-box type) LR model is more precise than both the E 

and ME models if the heat gain/loss is not negligible. Furthermore, the outlet temperatures 

can be explicitly expressed from the simple linear algebraic relations characterizing all 

models alike. 

Keywords: Heat exchangers; Heat transfer with environment; Mathematical modelling; Outlet 

temperatures; Effectiveness; Linear regression 

Nomenclature 

t : time, s; 

Time-dependent functions 

inaT , : inlet temperature of either the cold or the hot side of the heat exchanger, °C; 

outaT , : outlet temperature of either the cold or the hot side of the heat exchanger, °C; 

inbT , : inlet temperature of either the cold or the hot side of the heat exchanger, °C; 

outbT , : outlet temperature of either the cold or the hot side of the heat exchanger, °C; 

incT , : inlet temperature of the cold side of the heat exchanger, °C; 

outcT , : outlet temperature of the cold side of the heat exchanger, °C; 

measoutcT ,, : measured outlet temperature of the cold side of the heat exchanger, °C; 

mod,,outcT : modelled outlet temperature of the cold side of the heat exchanger, °C; 

inhT , : inlet temperature of the hot side of the heat exchanger, °C; 
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outhT , : outlet temperature of the hot side of the heat exchanger, °C; 

measouthT ,, : measured outlet temperature of the hot side of the heat exchanger, °C; 

mod,,outhT : modelled outlet temperature of the hot side of the heat exchanger, °C 

Constant parameters 

A : area of heat transfer inside the heat exchanger, m
2
; 

eA : exterior area of the heat exchanger to the environment, m
2
; 

cc : specific heat capacity of the fluid in the cold side of the heat exchanger, Jkg
-1

K
-1

; 

inccc ,, : constant coefficient to be identified in the LR model, -; 

inhcc ,, : constant coefficient to be identified in the LR model, -; 

hc : specific heat capacity of the fluid in the hot side of the heat exchanger, Jkg
-1

K
-1

; 

inchc ,, : constant coefficient to be identified in the LR model, -; 

inhhc ,, : constant coefficient to be identified in the LR model, -; 

m : constant coefficient to be identified in the ME model, -; 

eT : temperature of the environment of the heat exchanger, °C; 

Tu : uncertainty of the temperature measurements, °C; 

cv : flow rate in the cold side of the heat exchanger, m
3
s

-1
; 

hv : flow rate in the hot side of the heat exchanger, m
3
s

-1
; 

t : time period between successive measurements on the heat exchanger, s; 

 : heat exchanger effectiveness (to be identified in the E model), -; 

c : time of flow from the inlet to the outlet of the cold side of the heat exchanger, s; 

h : time of flow from the inlet to the outlet of the hot side of the heat exchanger, s; 

c : mass density of the fluid in the cold side of the heat exchanger, kgm
-3

; 

h : mass density of the fluid in the hot side of the heat exchanger, kgm
-3

 

Abbreviations 

E: effectiveness; 

CPHE: compact (parallel) plate heat exchanger; 

DPHE: double pipe heat exchanger; 

LR: linear regression; 

ME: modified effectiveness; 

MLR: multiple linear regression; 

ODE: ordinary differential equation; 

PDE: partial differential equation 

1. Introduction 

It is very important to develop more and more precise mathematical models for describing the 

outlet temperatures of the cold and hot sides of heat exchangers, since these working 

components are essential in any practical applications, where heat transfer is required between 

hydraulically separated fluid parts (e.g. in (hydraulic) heating systems like central [1], district 

[2] or solar heating systems [3, 4], etc.). 

Many modelling approaches like the ones based on the most commonly used [5] 

effectiveness-number of transfer units (effectiveness-NTU) method [6, 7] and the logarithmic 

mean temperature difference (LMTD) approach [8] assume energy balance between the two 

sides (that is between the fluids in the two sides) of a heat exchanger without any heat 
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gain/loss to the environment. In [9], the LMTD is used to model the effect of a heat exchanger 

coil in a water storage tank. If the effectiveness of the heat exchanger is known, e.g. from 

identification or from auxiliary tables/diagrams published in the literature [8], the outlet 

temperatures can be explicitly expressed in a convenient way by means of the simple linear 

algebraic relations characterizing the effectiveness-NTU method. Often, the effect of the 

environment is really negligible because of structural reasons. For example, in case of coiled 

heat exchangers immersed in the cold fluid to be heated in a storage tank [9, 10] or compact 

parallel plate heat exchangers (CPHEs), where the exterior surface to the environment is 

much smaller than the surface of the heat transfer between the fluids [11]. More detailed but 

considerably more technical and hard to handle mathematical descriptions of the 

corresponding physical phenomena can be gained by means of ordinary differential equations 

(ODEs) or partial differential equations (PDEs). A system of ODEs models the temperature of 

the working fluids in [12] and systems of PDEs model the temperature distribution inside a 

heat exchanger in [13, 14]. In [13], the PDEs for a unitary cell of parallel plate heat 

exchangers is solved analytically by means of eigenfunctions technique taking into account 

longitudinal and transverse wall conduction effects. Then the truncated form of the solution is 

compared numerically with another approximate solution (based on problem discretization) 

showing small difference. In [14], analytical expression is derived with respect to the NTU 

values of counter flow heat exchangers under longitudinal conduction in both the fluid 

separating and the outer walls. A special, thermo-economic approach can be found in [15] 

corresponding to a single pass, counter flow heat exchanger model. The objective function, 

depending on the effectiveness and the NTU, considers the current heat transfer rate per unit 

area as well as the exergy change (due to the heat transfer between the fluids) and the 

investment costs. 

Many times, the heat gain/loss to the environment cannot be neglected for the sake of 

satisfactory modelling. Such cases are those, for example, when the size of the exterior 

surface of the heat exchanger is similar to that of the heat transfer between the fluids. See e.g. 

double pipe heat exchangers (DPHEs) in this regard. This type of heat exchangers has high 

priority in chemical, food, oil and gas industries [16]. The ODE models of [17, 18,19] 

consider the effect of the environment. In [17, 19], expressions for the effectiveness-NTU 

relation of parallel flow heat exchangers are derived analytically with respect to uniform 

external heat flux. In [18], a three-fluid heat exchanger (basically in tubular configuration) is 

investigated. The equations are solved both analytically and with finite element method. The 

analytical solution of a PDE model can be found in [20] dealing also with the effect of the 

environment as well as the longitudinal heat conduction in the separating wall inside the heat 

exchanger. Because of the often complex heat processes encountered in real circumstances, 

realistic (but expertise demanding) simulation programs (like computational fluid dynamics 

(CFD) codes) are also needed for the mathematical modelling of different kinds of heat 

exchangers. In [11] and [10], the outlet temperatures of a parallel plate heat exchanger at 

different operating conditions and the heat transfer rate induced by natural convection over 

the outer surface of a coiled heat exchanger in a water storage tank are modelled by means of 

CFD codes. Further simulation software products for plate-fin and coiled-wound heat 

exchangers are mentioned in [5]. Naturally, real life experiments remain the most direct (but 

likely the most arduous and expensive) method for revealing heat exchanger processes. In 

[21] and [22], characteristic diagrams of DPHEs are gained from measured data. 

Physically-based (or white-box) models have been discussed above, which represent exact 

physical laws. If these laws are not known or they are not taken into account, experienced or 

measured correlations between the inputs and outputs of the studied system can still be 

expressed by means of empirical (or black-box) models. Based on former experiences on 

solar collectors [23], pipes [24] and storage tanks [25], MLR based models are likely the 

simplest possible (black-box) models (because of the simple linear algebraic relations), which 

can still reach a very good accuracy. Accordingly, in the Conclusion of the latter two 
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references, it was suggested to work out MLR based models for different working 

components in hydraulic heating systems. In the present paper, an MLR based model (called 

LR model in short) is proposed to predict the outlet temperatures of heat exchangers, 

generally. 

Based on further studies in the literature, mathematical models with similar (linear, algebraic) 

simplicity to that of the conventional effectiveness-NTU model (called E model below for 

simplicity), under heat gain/loss to the environment, are still lacking in the field. This work 

intends to contribute to filling this gap with the ME and LR models. The main contributions, 

relating to heat exchangers, are the following in more details. 

1. The ME model is proposed (and validated) as the modified version of the well-tried and 

frequently used, physically-based E model. Based on measured data, this partly physically-

based, partly empirical model is more precise than the E model if the heat transfer between 

the heat exchanger and the environment is considerable. 

2. The completely new LR model is proposed (and validated) as a simple MLR based black-

box model. This empirical model is always more precise than the E and ME models if the 

heat transfer between the heat exchanger and the environment is not negligible. 

It is worth noting in advance that the ME and LR models are the same convenient to use as 

the E model, since the outlet temperatures can be explicitly expressed from the corresponding 

simple linear algebraic relations. 

The paper is organized in the following way: Section 2 serves with general features on the 

measurements and modelling of heat exchangers with respect to the whole study. In Section 3, 

the E and ME models are given along with their identification and validation on the basis of 

measured data. The LR model is worked out, identified and validated in Section 4. Section 5 

presents the detailed comparison of the E, ME and LR models in view of accuracy completed 

with the discussion of the results. Furthermore, the LR model is compared with another linear 

model published in [26], based on which the advantages of the LR model are shown. In 

Section 6, summarizing conclusions can be found with recommendations on future research. 

The Matlab software [27] is applied in this work to execute the required calculations. 

2. General features on measurements and modelling 

The outlet temperatures outcT ,  and outhT ,  of a heat exchanger (see Fig. 1) are modelled in this 

work according to the E, ME and LR models in case of constant cv  and hv  flow rate values. 

 
Fig. 1. General scheme of the studied heat exchangers 

Specifically, at any modelled time t,  tT outc,  and  tT outh,  are determined as a function of the 

inlet temperatures corresponding to an earlier time, that is,  cinc tT ,  and  houth tT , , 

where c  and h  are the time delays with respect to the time of flow in the cold and hot side, 

respectively. More precisely, because of technical reasons, c  and h  are rounded up 

according to the time period of the measurements t . If ct   or ht   is less than 0 (at the 
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beginning of the modelled time period),  0,incT  or  0,inhT  is used instead of  cinc tT ,  or 

 hinh tT , , respectively. 

Two measured counter-flow heat exchangers, at the Szent István University (SZIU), Gödöllő, 

Hungary, of different kinds are used for the identification and the validation of the models. 

See Fig. 2 for the general schemes and Table 1 for the parameter values of them. 

 
Fig. 2. General schemes of the measured DPHE (left) and CPHE (right) [28, 29] 

Table 1. Parameter values of the heat exchangers with respect to the models 

 

 
DPHE 

CPHE 
Outer pipe hot Outer pipe cold 

E ME LR E ME LR E ME LR 

A , m
2
 0.03 2 

eA , m
2
 0.1 0.24 

cc , Jkg
-1

K
-1

 4200 - 4200 - 4200 - 

inccc ,, , - 

(identified) 
- 0.214 - 0.522 - 0.373 

inhcc ,, , - 

(identified) 
- 0.289 - 0.258 - 0.648 

hc , Jkg
-1

K
-1

 4200 - 4200 - 3623 - 

inchc ,, , - 

(identified) 
- 0.484 - 0.185 - 0.413 

inhhc ,, , - 

(identified) 
- 0.719 - 0.896 - 0.594 

m , - 

(identified) 
1 1.27 - 1 0.93 - 1 1 - 

eT , °C 4.6 11.2 28.3 

cv , m
3
h

-1
 0.02 - 0.047 - 0.55 - 

hv , m
3
h

-1
 0.024 - 0.11 - 1.07 - 

t , s 10 10 60 

 , - 

(identified) 
0.24 - 0.22 - 0.69 - 

c , s 20 50 60 

h , s 90 10 60 

c , kgm
-3

 1000 - 1000 - 1000 - 

h , kgm
-3

 1000 - 1000 - 1034 - 
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The first monitored heat exchanger is a DPHE applied in two cases, that is when the hot fluid 

is in the outer pipe and when the hot fluid is in the inner pipe. Technically, this heat 

exchanger consists of two identical horizontal parts (which can be seen in Fig. 2) connected 

with flexible pipes. The DPHE is used in controlled test conditions with measured and set up 

inputs. More particularly, inhT ,  is set by means of a PHYWE type thermostat with a 6-litre 

water bath. The second monitored heat exchanger is a CPHE used in real operation as a part 

of a solar heating system installed at the campus of the SZIU [30]. Both heat exchangers are 

studied only if both sides are circulated (by means of pumps), otherwise the performance 

analysis of a heat exchanger is not relevant. The time period of the measurements t  is 10 s 

and 1 min in case of the DPHE and the CPHE, respectively. incT , , inhT , , cv  and hv   are 

measured as well as outcT ,  and outhT ,  for comparison and eT  as supplementary information. The 

precision of the measuring devices is  1 °C in case of the temperature sensors (type K 

thermocouple for the DPHE and LM 335 type sensor for the CPHE), 0.005 m
3
h

-1
 in case of 

the flow meter of the DPHE (Unirota 96-150-719 type flow meter) 0.02 m
3
h

-1
 in case of the 

flow meter of the CPHE (Schlumberger Flostar-M type flow meter). 

The identification and the validation are carried out based on different measured data in case 

of both heat exchangers. 18 and 17 measured time points throughout the whole investigated 

temperature range (4-90 °C) are used in the identification of the DPHE in the case when the 

hot fluid is in the outer pipe and when it is in the inner pipe, respectively. Similarly, 622 and 

741 measured time points (different from the ones of the identification) are used in the 

validation of the DPHE, respectively. The data during the time of (fluid) circulation on four 

measured days (8 June, 24 June, 28 June and 2 July, 2012) are used in the identification of the 

CPHE. Similarly, the data of 56 measured days (from 3 July to 31 August, 2012) are used in 

the validation of the CPHE. The values of cv  and hv  (which are kept constant) are average 

measured flow rate values with respect to the measured time points of the whole 

identification. 

The modelled outlet temperatures are calculated with the models for each measured time then 

the modelled and measured values of the outlet temperatures can be directly compared (that is

mod,,outcT  can be compared with measoutcT ,,  and mod,,outhT  can be compared with measouthT ,, ). The 

following indices (corresponding to the time period, which is currently investigated) are used 

below in the comparison: the average of error is the time average of  measoutcoutc TT ,,mod,,   in case 

of the cold side and the time average of  measouthouth TT ,,mod,,   in case of the hot side of the heat 

exchanger, the average of absolute error is the time average of the absolute value 

measoutcoutc TT ,,mod,,   in case of the cold side and the time average of measouthouth TT ,,mod,,   in case of 

the hot side. The average of absolute error is determined also in % dividing it by the (positive) 

difference between the maximal and minimal value of measoutcT ,,  or measouthT ,,  (according to the 

current side of the heat exchanger). 

3. E and ME models 

The heat capacity rate is defined as cccc vcW   for the cold side and hhhh vcW   for the hot 

side of a heat exchanger. Eqs. (1a) and (1b) describe the E model for heat exchangers if cW <

hW . This condition always holds in case of the experiments of the present study. 

        cinchinhcincoutc tTtTtTtT   ,,,, ,                             (1a) 

         tTtTWtTtTW outhhinhhcincoutcc ,,,,                               (1b) 

Eqs. (2a) and (2b) describe the ME model for heat exchangers generally if cW < hW . 
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        cinchinhcincoutc tTtTtTtT   ,,,, ,                             (2a) 

         tTtTWtTtTmW outhhinhhcincoutcc ,,,,                              (2b) 

The difference is the coefficient m in the ME model, which is not used in the E model 

according to that the E model assumes that the two sides of the heat exchanger are in perfect 

energy balance. The coefficient m expresses that the heat power of the two sides may be 

unbalanced to some extent, for example, because of different heat loss (or heat gain) to the 

environment. In particular, if m>1 then    tTtT outhhinh ,,   should be greater, that is more 

heat power is needed in the hot side, than in case of perfect energy balance, which means that 

the hot side has some heat loss to the environment (more than that of the cold side). 

Accordingly, if m<1 then the cold side has some heat gain from the environment (more than 

that of the hot side). m=1 is the case of perfect energy balance between the two sides. 

Since the measuring uncertainty of the temperatures is known, Tu =1 °C (which means  1 °C 

precision of the measuring devices), the uncertainty of the modelled outcT ,  and outhT ,  

temperatures can be determined with Eqs. (3a) and (3b), based on the well-known relation on 

the propagation of error [31], in case of both the E and ME models. 

 
 

 
 

2

,

,

2

,

,

, 



































 T

hinh

outc

T

cinc

outc

outc u
tT

tT
u

tT

tT
u


,                              (3a) 

 
 

 
 

2

,

,

2

,

,

, 



































 T

hinh

outh

T

cinc

outh

outh u
tT

tT
u

tT

tT
u


                               (3b) 

The partial derivatives in Eqs. (3a) and (3b) can be derived from the relations (1a) and (1b) in 

case of the E model and from the relations (2a) and (2b) in case of the ME model. The results 

for both models can be found in Table 2. 

Table 2. Uncertainty values of the models 

 

DPHE 
CPHE 

Outer pipe hot Outer pipe cold 

uc,out uh,out uc,out uh,out uc,out uh,out 

E 0.8 °C 0.82 °C 0.81 °C 0.94 °C 0.76 °C 0.72 °C 

ME 0.8 °C 0.79 °C 0.81 °C 0.88 °C 0.76 °C 0.72 °C 

LR 0.36 °C 0.87 °C 0.58 °C 0.91 °C 0.75 °C 0.72 °C 

Remark 

If cW < hW , Eq. (1a) (the same as Eq. (2a)) should be substituted with 

        cinchinhouthhinh tTtTtTtT   ,,,, . 

3.1. Identification 

In the identification of the E and ME models,  tT outc mod,,  is determined from Eq. (1a) (or Eq. 

(2a), which is the same) in case of both models then  tT outh mod,,  is determined from Eq. (1b) 

in case of the E model and from Eq. (2b) in case of the ME model. For these calculations, the 

measured values of  cinc tT ,  and  hinh tT ,  are fed into the equations, but the unknown 

parameters   and m should be identified. In the first step of the identification, the value of   

is set for both models such that the mean % value of the average of absolute error with respect 
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to mod,,outcT  and measoutcT ,,  for the whole identification is minimal (e.g. 1.1% with both models for 

the CPHE, see Table 5). Then (with this identified   value) the value of m is set for the ME 

model in such a way that the mean % value of the average of absolute error with respect to 

mod,,outhT  and measouthT ,,  for the whole identification is minimal (e.g. 5.4% with the E model and 

1.3% with the ME model for the DPHE if the outer pipe is hot, see Table 4). In this exact 

way,   and m are not optional but unambiguously determined. In fact, they still depend on 

the measured values of the time period for the identification, nevertheless, with a given data 

base for the identification, they do not depend on the subjective thoughts of the user. 

Furthermore, the possible measurement-dependent (slight) deviation can be minimized with 

satisfactorily much data for the identification. The resulted (identified) values of   and m can 

be found in Table 1.  

Henceforth, the models with identified   and m are applied to model the outlet temperatures 

throughout the whole time of the identification. Tables 3, 4 and 5 present the indices of 

comparison with respect to the modelled and measured results. 

Table 3. 2R  values of the models for the identification 

 

DPHE 
CPHE 

Outer pipe hot Outer pipe cold 

Tc,out Th,out Tc,out Th,out Tc,out Th,out 

E 0.9911 0.9985 0.9946 0.9997 0.9919 0.9951 

ME 0.9911 0.9979 0.9946 0.9997 0.9919 0.9951 

LR 0.9913 0.9988 0.9906 0.9997 0.9938 0.9904 
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Table 4. Average of error and average of absolute error values with the DPHE 

 

 
E ME LR 

O
u
te

r 
p
ip

e 
h
o
t 

Identification 

Tc,out 

Average of error 0.16 °C 0.16 °C 0.02 °C 

Average of absolute error 
0.83 °C, 

4.2% 

0.83 °C, 

4.2% 

0.47 °C, 

2.4% 

Th,out 

Average of error 2.70 °C 0.23 °C -0.07 °C 

Average of absolute error 
2.70 °C, 

5.4% 

0.66 °C, 

1.3% 

0.41 °C, 

0.8% 

Validation 

Tc,out 

Average of error -0.10 °C -0.10 °C 0 °C 

Average of absolute error 
1.05 °C, 

4.9% 

1.05 °C, 

4.9% 

0.61 °C, 

2.8% 

Th,out 

Average of error 3.23 °C 0.26 °C 0 °C 

Average of absolute error 
3.23 °C, 

5.9% 

0.66 °C, 

1.2% 

0.55 °C, 

1.0% 

O
u
te

r 
p
ip

e 
co

ld
 Identification 

Tc,out 

Average of error 0.23 °C 0.23 °C -0.08 °C 

Average of absolute error 
0.79 °C, 

5.8% 

0.79 °C, 

5.8% 

0.36 °C, 

2.6% 

Th,out 

Average of error -0.23 °C 0.03 °C -0.04 °C 

Average of absolute error 
0.35 °C, 

0.7% 

0.25 °C, 

0.5% 

0.23 °C, 

0.5% 

Validation 

Tc,out 

Average of error -0.01 °C -0.01 °C 0.01 °C 

Average of absolute error 
0.84 °C, 

6.0% 

0.84 °C, 

6.0% 

0.37 °C, 

2.6% 

Th,out 

Average of error -0.2 °C 0.13 °C 0 °C 

Average of absolute error 
0.30 °C, 

0.6% 

0.34 °C, 

0.7% 

0.19 °C, 

0.4% 
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Table 5. Average of error and average of absolute error values with the CPHE 

 

 
E/ME LR 

Id
en

ti
fi

ca
ti

o
n

 28
 
June, 2012 

Tc,out 

Average of error -0.03 °C -0.19 °C 

Average of absolute error 
0.39 °C, 

1.0% 

0.45 °C, 

1.2% 

Th,out 

Average of error 0.29 °C 0.43 °C 

Average of absolute error 
0.56 °C, 

1.5% 

0.76 °C, 

2.0% 

Mean % value for 

the whole 

identification (four 

days) 

Tc,out Average of absolute error 1.1% 1.1% 

Th,out Average of absolute error 1.5% 1.6% 

V
al

id
at

io
n

 

3 August, 2012 

Tc,out 

Average of error 0.02 °C 0.2 °C 

Average of absolute error 
0.4 °C, 

0.9% 

0.35 °C, 

0.8% 

Th,out 

Average of error -0.11 °C 0.11 °C 

Average of absolute error 
0.56 °C, 

1.2% 

0.65 °C, 

1.4% 

Mean % value for 

the whole 

validation 

(3 July – 31 

August) 

Tc,out Average of absolute error 1.5% 1.5% 

Th,out Average of absolute error 3.0% 3.3% 

Table 3 contains the 2R  (square of correlation coefficient) values of the models for the 

identification. Table 4 shows that the average of absolute error is 4.2% for outcT ,  with the E 

and ME models, 5.4% for outhT ,  with the E model and 1.3% for outhT ,  with the ME model if the 

outer pipe is hot in the identification of the DPHE. Table 4 also shows that the average of 

absolute error is 5.8% for outcT ,  with the E and ME models, 0.7% for outhT ,  with the E model 

and 0.5% for outhT ,  with the ME model if the outer pipe is cold in the identification of the 

DPHE. Table 5 shows that the average of absolute error is 1.0% for outcT ,  with the E and ME 

models and 1.5% for outhT ,  with the E and ME models for a single day (28 June, 2012) in the 

identification of the CPHE. These values are 1.1% and 1.5%, respectively, for the whole 

identification (four days) of the CPHE. 

Figs. 3 and 4 compare the measured and modelled outlet temperatures in the identification of 

the DPHE while Fig. 5 compares the measured and modelled outlet temperatures on a single 

day (28 June, 2012) of the identification of the CPHE. 
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Fig. 3. Measured and modelled outlet temperatures in the identification of the DPHE when the 

outer pipe is hot 

 
Fig. 4. Measured and modelled outlet temperatures in the identification of the DPHE when the 

outer pipe is cold 
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Fig. 5. Measured and modelled outlet temperatures on a single day (28 June, 2012) of the 

identification of the CPHE 

With respect to outcT , , the modelled results are the same with the E and ME models (since Eqs. 

(1a) and (2a) are the same), that is why the graph of the ME model is not contained in the 

corresponding part of Figs. 3, 4 and 5. For better visualization, the results of only every tenth 

measured time point is shown in Fig. 5. Although, the measured points are taken in increasing 

order (of real time) in the figures, the pause between the neighbouring points may be varying 

in Fig. 5 according to the intermittent operation of the real solar heating system of the CPHE. 

3.2. Validation 

The E and ME models with the identified  , m and measured  cinc tT ,  and  hinh tT ,  

values are applied to model the outlet temperatures throughout the whole time of the 

validation. Then the results are compared with the measured outlet temperatures. Tables 4 and 

5 present the indices of comparison. Table 4 shows that the average of absolute error is 4.9% 

for outcT ,  with the E and ME models, 5.9% for outhT ,  with the E model and 1.2% for outhT ,  with 

the ME model if the outer pipe is hot in the validation of the DPHE. Table 4 also shows that 

the average of absolute error is 6.0% for outcT ,  with the E and ME models, 0.6% for outhT ,  with 

the E model and 0.7% for outhT ,  with the ME model if the outer pipe is cold in the validation of 

the DPHE. Table 5 shows that the average of absolute error is 0.9% for outcT ,  with the E and 

ME models and 1.2% for outhT ,  with the E and ME models for a single day (3 August, 2012) in 

the validation of the CPHE. These values are 1.5% and 3.0%, respectively, for the whole 

validation (56 days) of the CPHE. 

Figs. 6 and 7 compare the measured and modelled outlet temperatures in the validation of the 

DPHE while Fig. 8 compares the measured and modelled outlet temperatures on a single day 

(3 August, 2012) of the validation of the CPHE. 
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Fig. 6. Measured and modelled outlet temperatures in the validation of the DPHE when the 

outer pipe is hot 

 
Fig. 7. Measured and modelled outlet temperatures in the validation of the DPHE when the 

outer pipe is cold 
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Fig. 8. Measured and modelled outlet temperatures on a single day (3 August, 2012) of the 

validation of the CPHE 

Regarding outcT , , the graph of the ME model is omitted in the corresponding part of Figs. 6, 7 

and 8 because of the mentioned coincidence with the E model. For better visualization, the 

results of only every twentieth measured time point is shown in Figs. 6 and 7, and the results 

of every tenth point is shown in Fig. 8. Although, the measured points are taken in increasing 

order (of time) in the figures, the pause between the neighbouring points may be varying in 

Fig. 8 according to the intermittent operation of the solar heating system contained the CPHE. 

On the face of Fig. 6, it can be stated that the ME model is more precise in predicting outhT ,  

than the E model (the   marks are generally closer to the dots than the + marks) in case of the 

DPHE if the outer pipe is hot. Figs. 7 and 8 suggest that the E and ME models are essentially 

the same precise in case of the DPHE if the outer pipe is cold and in case of the CPHE. 

4. LR model 

The linear Eqs. (4a) and (4b) describe the LR model for heat exchangers generally. 

     hinhinhccincinccoutc tTctTctT   ,,,,,,, ,                                  (4a) 

     hinhinhhcincinchouth tTctTctT   ,,,,,,,                                   (4b) 

From Tu =1 °C, the uncertainty of the modelled outcT ,  and outhT ,  temperatures can be 

determined with Eqs. (3a) and (3b) for the LR model similarly as in case of the E and ME 

models in Section 3. The partial derivatives in Eqs. (3a) and (3b) can can be derived from the 

relations (4a) and (4b) in case of the LR model. The results can be found in Table 2. 

4.1. Identification 

In the LR model, the constant parameters to be identified are inccc ,, , inhcc ,, , inchc ,,  and inhhc ,, . 

Knowing the measured  cinc tT , ,  hinh tT , ,  tT outc,  and  tT outh,  values for the whole 

time period of the identification, the above four parameters can be easily identified with the 

application of a standard MLR routine, which is generally built in statistical and spreadsheet 
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programs (see Excel, SPSS, etc.). In this exact way, inccc ,, , inhcc ,, , inchc ,,  and inhhc ,,  are not 

optional but unambiguously determined. In fact, they still depend on the measured values of 

the time period for the identification, nevertheless, with a given data base for the 

identification, they do not depend on the subjective thoughts of the user. Furthermore, the 

possible measurement-dependent (slight) deviation can be minimized with satisfactorily much 

data for the identification. The resulted (identified) values of inccc ,, , inhcc ,, , inchc ,,  and inhhc ,,  

can be found in Table 1. 

Henceforth, the LR model (Eqs. (4a) and (4b)) with the identified parameters is applied to 

model the outlet temperatures throughout the whole identification. Tables 3, 4 and 5 present 

the indices of comparison with respect to the modelled and measured results. Table 3 contains 

the 2R  (square of correlation coefficient) values of the LR model for the identification. Table 

4 shows that the average of absolute error is 2.4% for outcT ,  and 0.8% for outhT ,  with the LR 

model if the outer pipe is hot in the identification of the DPHE. Table 4 also shows that the 

average of absolute error is 2.6% for outcT ,  and 0.5% for outhT ,  with the LR model if the outer 

pipe is cold in the identification of the DPHE. Table 5 shows that the average of absolute 

error is 1.2% for outcT ,  and 2.0% for outhT ,  with the LR model for a single day (28 June, 2012) 

in the identification of the CPHE. These values are 1.1% and 1.6%, respectively, for the 

whole identification (four days) of the CPHE. 

Figs. 3 and 4 compare the measured and modelled outlet temperatures in the identification of 

the DPHE while Fig. 5 compares the measured and modelled outlet temperatures on a single 

day (28 June, 2012) of the identification of the CPHE.  

4.2. Validation 

The LR model with the identified inccc ,, , inhcc ,, , inchc ,, , inhhc ,,  and measured  cinc tT ,  and 

 hinh tT ,  values are applied to model the outlet temperatures throughout the whole time of 

the validation. Then the results are compared with the measured outlet temperatures. Tables 4 

and 5 present the indices of comparison. Table 4 shows that the average of absolute error is 

2.8% for outcT ,  and 1.0% for outhT ,  with the LR model if the outer pipe is hot in the validation of 

the DPHE. Table 4 also shows that the average of absolute error is 2.6% for outcT ,  and 0.4% 

for outhT ,  with the LR model if the outer pipe is cold in the validation of the DPHE. Table 5 

shows that the average of absolute error is 0.8% for outcT ,  and 1.4% for outhT ,  with the LR 

model for a single day (3 August, 2012) in the validation of the CPHE. These values are 1.5% 

and 3.3%, respectively, for the whole validation (56 days) of the CPHE. 

Figs. 6 and 7 compare the measured and modelled outlet temperatures in the validation of the 

DPHE while Fig. 8 compares the measured and modelled outlet temperatures on a single day 

(3 August, 2012) of the validation of the CPHE. 

On the face of Fig. 6, it can be stated that the LR model is the most precise in predicting outcT ,  

(the circles are closer to the dots than the + marks), the LR and ME models are essentially the 

same precise and more precise than the E model in predicting outhT ,  in case of the DPHE if the 

outer pipe is hot. Fig. 7 suggests that LR model is the most precise in predicting outcT ,  and all 

models are essentially the same precise in predicting outhT ,  in case of the DPHE if the outer 

pipe is cold. Fig. 8 suggests that all models are essentially the same precise in predicting both 

outlet temperatures in case of the CPHE. 

5. Comparison and discussion 

The validation results of Table 4 show that the LR model is considerably more precise than 

the E and ME models, that is it always has the lowest modelling error (2.8% and 1.0% if the 

outer pipe is hot and 2.6% and 0.4% if the outer pipe is cold) in case of the DPHE. This may 
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be explained with that the heat loss or heat gain between the heat exchanger and the 

environment is considerable in case of the DPHE, which makes the heat phenomena relating 

to a heat exchanger more complicated/complex, and, generally, simple black-box type models 

(like the LR model) may be able to describe complex physical processes better than simple 

physically-based models [23, 24, 25] (like the E model), since they work in a global, 

empirical way without dealing with the physical details. Accordingly, the ME model, which 

can be considered as a partly empirical, partly physically-based model, predicts outhT ,  better 

(with an error of 1.2%) than the purely physically-based E model (with 5.9%), when the outer 

pipe is hot, that is if the heat loss of the outer pipe is relatively high (which can be seen from 

that the m=1.27 (see Table 1) is considerably higher than 1). If the outer pipe is cold and the 

interaction with the environment (heat gain) is lower (m=0.93 is closer to 1), the difference 

between the E and ME models in modelling outhT ,  is negligible (the error is 0.6% and 0.7%, 

respectively). 

In addition, the results of the LR model can be compared with the ones published in [26], 

where also linear relations have been derived for the outlet temperature of the cold side. More 

particularly, the comparison has been carried out for outcT ,  in case of DPHEs, under the 

following circumstances: hot fluid is in the inner pipe and both flow rates are constant but 

different (this is the case of the first nine rows in Table 1 of [26]). Based on Table 1 of [26] 

and Table 4 of the present study, the average of absolute error is 3.3% in [26] and 2.6% with 

the LR model. While the precision of the compared models are essentially the same, the LR 

model based on linear regression is considerably easier to derive than the models worked out 

in [26], where complex physical relations and mathematical calculations (with iterative 

process) were needed to gain the proposed relations. Furthermore, thermodynamic properties 

(like the NTU) were needed to identify in [26] by means of a special heat exchanger simulator 

(because of the complex and iterative derivations of the thermodynamic properties). In the 

present study, as a clear advantage, the proposed linear relations (3a and b) are very general 

needing no preliminary calculations, and, for the identification, only the standard MLR 

routine is needed, which can be found in basic statistical or spreadsheet programs (Excel, 

SPSS, etc.). 

The validation results of Table 5 show that the E model (or the ME model) is not worse, even 

slightly more precise than the LR model, in case of the CPHE, which can be explained with 

that the interaction with the environment is negligible (m=1) due to the relatively small 

exterior surface characterizing this kind of heat exchangers ( AAe   in Table 1). This clear 

and relatively simple case (controlled energy balance between the two sides) is favourable to 

simple physically-based models (the E and ME models are the same in such a case). 

In modelling outcT , , the E and ME models perform the same for any heat exchangers, since 

they use the same equation (Eqs. (1a) and (2a)). 

Table 2 shows that the uncertainty values of the models are nearly the same except the case of 

modelling outcT ,  of the DPHE, when outcu ,  (0.36 °C and 0.58 °C) is much lower with the LR 

model than the corresponding values (~ 0.8 °C) with the other two models. This means that 

the LR model is considerably more efficient [32] than the other two models in predicting the 

outlet temperature of the cold side of the DPHE. 

6. Conclusion 

The well-tried and frequently used, physically-based E model (standing for the well-known 

effectiveness-NTU approach) with respect to heat exchangers has been recalled in the present 

study. This model assumes energy balance between the two sides of a heat exchanger. Based 

on studies in the literature, mathematical models with similar (linear, algebraic) simplicity to 

that of the E model, but under heat gain/loss to the environment, are still lacking in the field. 

This work has intended to contribute to filling this gap with the proposed ME and LR models. 
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The partly empirical ME model (as the modified version of the E model) and the empirical, 

completely new (black-box type) LR model have been validated and compared with the E 

model based on measured data. These models are the same convenient to use as the E model, 

since the outlet temperatures can be explicitly expressed from the simple linear algebraic 

relations. The LR model can be considered as the natural continuation of the former works 

[23, 24], in the Conclusion of which it was suggested to work out MLR based models for 

different working components in hydraulic heating systems. 

The comparison has shown that all three models are accurate enough for general 

engineering/modelling purposes, nevertheless, the LR model is always the most precise one 

(considerably more precise than the E and ME models) in modelling both outcT ,  and outhT ,  if 

the heat transfer between the heat exchanger and the environment is not negligible. This may 

be explained with that the interaction with the environment makes the heat phenomena more 

complicated/complex, and, generally, simple black-box type models (like the LR model) may 

be able to describe complex physical processes better than simple physically-based models. 

The ME model is also more accurate than the E model in predicting outhT ,  if the heat transfer 

to the environment is considerable, but, they have essentially the same precision if the 

environment has low effect. With respect to modelling outcT , , the E and ME models are the 

same. The E model (or the ME model) is not worse, even slightly more precise than the LR 

model, if the interaction with the environment is negligible (for example, because of the 

relatively small exterior surface of the heat exchangers, as in case of a CPHE). It can be 

explained with that such a case makes the heat phenomena relatively clear and simple 

(controlled energy balance between the two sides), which is favourable to simple physically-

based models (the E and ME models are the same in such a case). 

Table 2 shows that the uncertainty values of the models are nearly the same except the case of 

modelling outcT ,  of the DPHE, when the LR model is considerably more efficient than the 

other two models. This essentially reinforces the above conclusions. 

Based on these results, the LR model can be recommended for precise modelling of the outlet 

temperatures of heat exchangers if the heat transfer with the environment is not negligible. 

This is the case if the exterior surface of the heat exchanger is not very small in comparison 

with the internal surface between the two sides, as in the important case of a DPHE. Further, 

the LR model is easy and fast to use because of that the standard MLR routine (for 

identification) is generally built in statistical and spreadsheet programs (Excel, SPSS, etc.). 

Since MLR based models are likely the simplest possible models (because of the simple linear 

relations), which can still reach a very good accuracy, it is worth extending MLR based 

researches. For example, by means of connecting the already introduced models for solar 

collectors [23], pipes [24], storage tanks [25] and heat exchangers (in the present paper), an 

MLR based model for whole hydraulic heating systems might be established. 
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