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Time-Varying Discontinuous Delays∗

Frédéric Mazenc † Michael Malisoff ‡ H. Özbay §

September 6, 2016

Abstract

A new technique is proposed for the stability analysis of nonlinear switched time-varying systems

with time-varying discontinuous delays. It is based on an adaptation of Halanay’s inequality to switched

systems, combined with a recent trajectory based stability analysis technique. The result is applied to a

family of the linear time-varying systems with time-varying delays. In particular, it is shown that this

approach can be used for stabilization of LTV systems with time varying delays by a set of properly

designed switched controllers.

Key Words: switched system, time delay, time-varying system, asymptotic stability.

1 Introduction

Switched systems in continuous-time are systems with discrete switching events. They use a switching signal
that indicates which subsystem operates at each instant; see, e.g., [13] and [26], for more details. They
are fundamental systems which are encountered in a wide range of applications, including communication
networks; see [5, 12, 23, 29, 33]. In addition, delays are frequently present in models describing engineering
processes. They also appear in the control inputs (actuator delays) or the outputs (measurement delays)
in the feedback loops. Moreover, in some applications time delays can be time-varying and discontinuous:
prime example is control over a network, where congestion and failures in certain links of the network leads
to sudden changes in the routing, that causes the return-trip-time to change abruptly.

Even for systems without switches, the problem of analyzing the stability of systems with time-varying
delays is difficult in general, especially when the delay is discontinuous. For systems with discontinuous
delays, a strategy for stability analysis consists of representing the systems as switched systems, and then
applying techniques from the theory of the switched systems; this is explained in [24] and [32]. These facts
motivate the recent works [26] and [30], where switched nonlinear systems having lumped delays are studied,
and many other contributions, such as [4] and [25]. See also [28], for stability results for non-delayed switched
systems, based on assuming the existence of a stable convex combination of their subsystems.

In the present paper, we will study switched systems whose switching signal only depends on time. Our
main result is in Section 2, and is a new result that is based on combining Halanay’s inequality [9] with the
main result of [17]. The key advantage of the technique is that it applies to broad classes of systems, including
time-varying systems with switchings and discontinuous delays. This contrasts with much of the literature,
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since in many cases, the time-varying delays are assumed to be continuously differentiable [2, 3, 6, 27] or the
discontinuous part of the delay is assumed to be small in a suitable sense [18]. Our key assumption here is a
condition on the switching signal. This is basically a limitation on the number of switchings on all intervals
of a certain length, but a key feature of our work is that we do not impose an upper bound on the size of the
variation of the delay. Hence, our work contrasts with other works that involve delays and switching such as
[32] (which constructs a switching rule that yields stability properties, instead of proving stability properties
for large classes of switching rules as we do here) and [26], which introduces upper bound on the delays that
makes it possible to use Lyapunov-Krasovskii functionals (or LKFs) to prove stability properties.

We do not assume that all of the subsystems of the switched system are stable, nor we assume that
a common Lypunov function for the subsystems is available. This is a valuable feature because there are
several techniques for systems with strong or even weak common Lyapunov functions (such as those in [10]
and [16]), but, in many cases, common Lyapunov functions do not exist, and the presence of a time-varying
delay precludes the application of standard invariance principles. In many cases, the existence of a common
strict Lyapunov function implies stability for any switching signal, and we aim to establish stability results
under restricted switching signals because only this type of result makes it possible to solve problems for
time-varying systems with time-varying delays; see Section 2.1. In Section 3, we apply the nonlinear result
from Section 2 to a crucial family of systems, namely, linear time-varying systems with time-varying pointwise
delays. We show that their stability can be analyzed under assumptions that can be verified by finding LKFs
for time-invariant systems with constant pointwise delays. All our results rely on an assumption on the dwell
time. We present illustrative examples in Section 4. Finally, concluding remarks are made in Section 5.

Notation. We will use the following notation and conventions. We omit arguments of functions when the
arguments are clear from the context. We set N = {1, 2, . . .} and Z≥0 = N ∪ {0}. For any dimensions k and
n in N, the k × n matrix all of whose entries are 0 will also be denoted by 0. The usual Euclidean norm
of vectors, and the induced norm of matrices, of any dimensions are denoted by | · |, and I is the identity
matrix in the dimension under consideration. The floor function E : [0,+∞) → Z≥0 is defined by E(x) = k
when k ∈ Z≥0 is such that x ∈ [k, k + 1). We let f(t−) denote the limit from the left of functions f at
points t in their domain where the left limit is defined. Given any constant τb > 0, we let Cin denote the
set of all continuous functions φ : [−τb, 0] → R

n, which we call the set of all initial functions. We define
Ξt ∈ Cin by Ξt(s) = Ξ(t + s) for all choices of Ξ, s, and t for which the equality is defined. Let K∞ be
the set of all continuous functions g : [0,+∞) → [0,+∞) such that g(0) = 0, g is strictly increasing, and
lims→+∞ g(s) = +∞.

2 A Fundamental Result for Nonlinear Switched Systems with

Time Delay

2.1 Problem Definition and Preliminary Remarks

In this section we consider a nonlinear time-varying switched system with a delay, τ(t) ≥ 0, represented by

ẋ(t) = fσ(t)(t, x(t− τ(t)) (1)

where x is valued in R
n, σ : [0,+∞) → {1, ..., k} is called the switching signal, k ∈ N and n ∈ N are arbitrary,

and each fi is locally Lipschitz with respect to its last argument and piecewise continuous with respect to
its first argument t for all i ∈ {1, ..., k}. We assume that the delay is bounded by a constant τb ≥ τ(t) for all
t ≥ 0 and the initial condition φ is in Cin. The system (1) includes the important special case of dynamics
with a time-varying piecewise continuous delay τ : [0,+∞) → [0,+∞).

Let {ti} be the switching sequence of non-negative real numbers associated with σ, i.e., the times σ
changes to a new value, with t0 = 0 and σ is such that σ(t) = σ(ti) for all t ∈ [ti, ti+1). Moreover, we assume
that there are two constants T1 and T2 such that

0 < T1 < ti+1 − ti ≤ T2 for all i ∈ Z≥0. (2)
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The constant T1 is usually called the dwell time, and the sequence {ti} is called a partition of [0,+∞). See
[21], and [11] for design methods minimizing dwell times to ensure stability of delay systems. These papers
develop stability results in the form “if T1 < ti+1 − ti for all i, then the system is stable” under certain
technical assumptions (usually requiring all subsystems to be stable), [4]. In recent years there has been
a considerable effort in trying to find the smallest possible T1 for a given switched system, see e.g. [11]
and its references. In this paper, the stability condition to be derived depends not only on τb and T2 (see
Assumption 3 below) but also on some other parameters to be defined below.

We next state our technical assumptions; see the end of this subsection for their motivations.

Assumption 1. There are k absolutely continuous functions Vj : [0,+∞)×Cin → [0,+∞) for j = 1, 2, . . . , k,
real numbers α1, . . . , αk, nonnegative constants β1, . . . , βk, a continuous function W : Rn → [0,+∞), and
class K∞ functions χ1 and χ2 such that

χ1(|φ(0)|) ≤ Vj(t, φ) ≤ χ2(|φ|∞) (3)

hold for all φ ∈ Cin, t ∈ [0,+∞), and j ∈ {1, 2, . . . , k} and such that

V̇σ(ti)(t) ≤ ασ(ti)Vσ(ti)(t, xt) + βσ(ti) supℓ∈[t−τb,t]W (x(ℓ)) (4)

holds almost everywhere along all trajectories of ẋ(t) = fσ(ti)(t, xt) for almost all t ∈ [ti, ti+1) and all i ∈ Z≥0.

Assumption 2. The functions Vj and W from Assumption 1 admit a constant µ > 1 such that

W (φ(0)) ≤ V1(t, φ) (5)

and
Vi(t, φ) ≤ µVj(t, φ) (6)

hold for all φ ∈ Cin, all i and j in {1, ..., k}, and all t ∈ [0,+∞).

Assumption 3. There are constants T ≥ τb + T2 and λ(T ) > 0 such that the inequality

∫ t

t−T

ασ(ℓ)dℓ ≤ −λ(T ) (7)

holds for all t ≥ 0.

With the above notation we can now find a constant ν > 0 such that

∫ t

t−T

βσ(s)e
∫

t

s
ασ(s)dℓds ≤ ν (8)

holds for all t ≥ 0. Note that ν exists because ασ(s) and βσ(s) take only finitely many possible values on
bounded intervals of time. Then, we let N(r, t) denote the number of switching instants ti on [t − r, t) for
all r > 0 and t ≥ 0, and define L(r) := supt≥0 N(r, t) (which is finite, because of (2)). The next assumption
is the stability condition of the main result to be stated in the next section.

Assumption 4. The inequality

µL(T )+1e−λ(T ) +

[

µL(T )+2 − 1

µ− 1
− L(T )− 1

]

νµ < 1 (9)

is satisfied.

The following remarks summarize the notable features of the preceding assumptions.
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Remark 2.1. The constants αi in Assumption 1 can be positive or negative. In other words, some systems
ż(t) = fi(t, zt) for some i ∈ {1, ..., k} may be unstable. In this case, to have stability for (1), their instability
should be compensated in a certain sense by the stability of other systems ż(t) = fi(t, zt), which is why
we cannot extend our result to the case of switchings without restriction. Assumption 1 does not make it
possible to apply Razumikhin’s theorem or its recent extensions in [19] and [34] or Halanay’s inequality to
prove global asymptotic stability, because several Lyapunov functions are involved.

Remark 2.2. When a common Lyapunov functional is available, i.e., V1 = Vj for all j ∈ {2, ..., k}, the
problem solved below can be solved using [19] and [34]. Recall that globally uniformly exponential stability
of a switched system does not imply that its subsystems have a common Lyapunov function; see [13, Section
2.1.5]. Also, if a switched system is input-to-state stable (or ISS) under arbitrary switching, then uniform
(with respect to the switching signals) ISS is equivalent to the existence of a common ISS Lyapunov function;
see [15]. Using [20, Lemma A.1], we can extend our result to cases where the αi’s and βi’s are time varying.
For simplicity, we do not present this extension. Setting U(t, φ) = Vσ(t)(t, φ), Assumption 1 gives

U̇(t) ≤ a(t)U(t, xt) + b(t) sup
ℓ∈[t−τb,t]

W (x(ℓ)) (10)

almost everywhere, where a(t) = ασ(t) and b(t) = βσ(t). This inequality does not make it possible to conclude
as in [19], because U is discontinuous.

Remark 2.3. The inequalities (6) in Assumption 2 are a standard assumption that is imposed in switching
contexts; see [13]. The inequality (7) is the main assumption on the constants αi and the switching signal
σ which ensures the stability of the system (1). Assumption 4 pertains to σ as well, because L depends on
the dwell time T1. In fact, Assumption 4 and (7) are the fundamental constraints that σ has to satisfy for
ensuring asymptotic stability.

Notice that the inequalities (2) ensure that the functions N and L are well-defined and that they imply
that for all r ≥ 0, the inequality

L(r) ≤ E

(

r

T1

)

+ 1 (11)

is satisfied. Indeed, if we consider g successive switching instants ti, ti+1, ... ti+g−1, then the length of the
interval [ti, ti+g−1] is equal to the sum of the lengths of the intervals [ti+s, ti+s+1], s = 0 to g − 2 which is
strictly larger than (g − 1)T1. Any interval [t − r, t) contains N(r, t) switching instants, so it follows that
r > [N(r, t)− 1]T1. Since N(r, t) is an integer, we obtain N(r, t)− 1 < E(r/T1), which is equivalent to (11).

2.2 Main Result

With the notation introduced above we are now ready to state our main result.

Theorem 1. Let the system (1) satisfy Assumptions 1-4. Then its origin is a globally uniformly asymptot-
ically stable equilibrium point.

Proof. For the sake of brevity, we continue to use the notation a(t) = ασ(t), b(t) = βσ(t), and

U(t, φ) = Vσ(t)(t, φ) (12)

from the previous subsection. One can prove that Assumptions 1-2 ensure that the system is forward
complete. This can be proved by induction, because if the solution is defined over [0, tj), then by integrating
(4), we can prove that the solution is defined over [0, tj+1). In fact, forward completeness on [0, t1] follows
by combining Assumption 1 with the bounds W (x(ℓ)) ≤ µVj(ℓ, x(ℓ)) from Assumption 2, and applying
Gronwall’s inequality to the function supℓ∈[0,t] Vj(ℓ, x(ℓ)) for all t ∈ [0, t1], and then arguing inductively.

We next analyze the behavior of U along the trajectories of (1). Observe that Assumption 1 implies that
if t ∈ [tm, tm+1), t∗ ∈ [tm, t], and m ∈ Z≥0 are such that σ(tm) = j, then the inequality

Vj(t, xt) ≤ eαj(t−t∗)Vj(t∗, xt∗) + βj

∫ t

t∗

eαj(t−s) sup
ℓ∈[s−τb,s]

W (x(ℓ))ds (13)
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is satisfied. It follows that for all j ∈ Z≥0, all t ∈ [tj , tj+1), and all t∗ ∈ [tj , t], the inequality

U(t, xt) ≤ e
∫

t

t∗
a(s)dsU(t∗, xt∗) +

∫ t

t∗

b(s)e
∫

t

s
a(r)dr sup

ℓ∈[s−τb,s]

W (x(ℓ))ds (14)

is satisfied.
Next, let t ≥ T , j ∈ Z≥0, and q ≥ 2 be such that t ∈ [tj , tj+1), j − 1 ≥ q and t − T ∈ [tj−q−1, tj−q).

Observe for later use that q ≤ L(T ). We introduce the simplifying notation

E(ℓ, t) = e
∫

t

ℓ
a(s)ds, Gi = µE(ti−1, ti), and w(t) = sup

ℓ∈[t−τb,t]

W (x(ℓ)) . (15)

From (14) with the choice t∗ = tj , and using the simplifying notation U(t) to mean U(t, xt), we deduce that

U(t) ≤ E(tj , t)U(tj) + b(t)

∫ t

tj

E(ℓ, t)w(ℓ)dℓ ≤ µE(tj , t)U(t−j ) +

∫ t

tj

b(ℓ)E(ℓ, t)w(ℓ)dℓ , (16)

where the last inequality is a consequence of (6) in Assumption 2. From the first inequality in (16) (with
the choice j = l − 1, and by taking the limit t → t−l from the left in (16)), we deduce that for all integers
l ≥ 1, the inequality

U(t−l ) ≤ E(tl−1, tl)U(tl−1) +

∫ tl

tl−1

b(ℓ)E(ℓ, tl)w(ℓ)dℓ (17)

is satisfied. Consequently, using (6) in Assumption 2 and the nonnegativity of the Gj ’s, we obtain

U(t−j ) ≤ GjU(t−j−1) +

∫ tj

tj−1

b(ℓ)E(ℓ, tj)w(ℓ)dℓ

GjU(t−j−1) ≤ GjGj−1U(t−j−2) + Gj

∫ tj−1

tj−2

b(ℓ)E(ℓ, tj−1)w(ℓ)dℓ

...
j
∏

r=j−q+2

GrU(t−j−q+1) ≤
j
∏

r=j−q+1

GrU(t−j−q) +

j
∏

r=j−q+2

Gr

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, tj−q+1)w(ℓ)dℓ,

(18)

where we used the fact that q ≥ 2.
By summing all of the inequalities in (18), we obtain

U(t−j ) ≤
j
∏

r=j−q+1

GrU(t−j−q) +

∫ tj

tj−1

b(ℓ)E(ℓ, tj)w(ℓ)dℓ + Gj

∫ tj−1

tj−2

b(ℓ)E(ℓ, tj−1)w(ℓ)dℓ

+...+

j
∏

r=j−q+2

Gr

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, tj−q+1)w(ℓ)dℓ .

(19)

Next note that for all h ∈ Z≥0 and j ∈ Z≥0 such that j ≥ h, we have

j
∏

r=h

Gr = µj−h+1E(th−1, tj) and E(ℓ, tj−1) = E(ℓ, tj)(E(tj−1, tj))
−1 (20)

for all ℓ ∈ [0, tj−1]. We deduce that

U(t−j ) ≤ µqE(tj−q, tj)U(t−j−q) +

∫ tj

tj−1

b(ℓ)E(ℓ, tj)w(ℓ)dℓ + µ

∫ tj−1

tj−2

b(ℓ)E(ℓ, tj)w(ℓ)dℓ

+...+ µq−1

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, tj)w(ℓ)dℓ .
(21)
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Also, using (14) with the choice t∗ = t− T (and by letting t → t−j−q in (14)), we obtain

U(t−j−q) ≤ E(t− T, tj−q)U(t− T ) +

∫ tj−q

t−T

b(ℓ)E(ℓ, tj−q)w(ℓ)dℓ , (22)

since t− T ∈ [tj−q−1, tj−q). Consequently,

U(t−j ) ≤ µqE(tj−q , tj)E(t− T, tj−q)U(t− T ) + µqE(tj−q , tj)

∫ tj−q

t−T

b(ℓ)E(ℓ, tj−q)w(ℓ)dℓ

+

∫ tj

tj−1

b(ℓ)E(ℓ, tj)w(ℓ)dℓ + µ

∫ tj−1

tj−2

b(ℓ)E(ℓ, tj)w(ℓ)dℓ

+...+ µq−1

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, tj)w(ℓ)dℓ

= µqE(t− T, tj)U(t− T ) +

∫ tj

tj−1

b(ℓ)E(ℓ, tj)w(ℓ)dℓ + µ

∫ tj−1

tj−2

b(ℓ)E(ℓ, tj)w(ℓ)dℓ

+...+ µq−1

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, tj)w(ℓ)dℓ + µq

∫ tj−q

t−T

b(ℓ)E(ℓ, tj)w(ℓ)dℓ .

(23)

From the second inequality in (16), it follows that

U(t) ≤ µq+1E(t− T, t)U(t− T ) +

∫ t

tj

b(ℓ)E(ℓ, t)w(ℓ)dℓ + µ

∫ tj

tj−1

b(ℓ)E(ℓ, t)w(ℓ)dℓ

+µ2

∫ tj−1

tj−2

b(ℓ)E(ℓ, t)w(ℓ)dℓ + ...+ µq

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, t)w(ℓ)dℓ

+µq+1

∫ tj−q

t−T

b(ℓ)E(ℓ, t)w(ℓ)dℓ

≤ µq+1e−λ(T )U(t− T ) + Λ(t) supℓ∈[t−τb−T,t] W (x(ℓ)) ,

(24)

where

Λ(t) =

∫ t

tj

b(ℓ)E(ℓ, t)dℓ+ µ

∫ tj

tj−1

b(ℓ)E(ℓ, t)dℓ+ µ2

∫ tj−1

tj−2

b(ℓ)E(ℓ, t)dℓ + ...

+µq

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, t)dℓ+ µq+1

∫ tj−q

t−T

b(ℓ)E(ℓ, t)dℓ ,
(25)

and where the last inequality is a consequence of (7) in Assumption 3. Since µ > 1, we have

Λ(t) =

∫ t

t−T

b(ℓ)e
∫

t

ℓ
a(s)dsdℓ+ (µ− 1)

∫ tj

tj−1

b(ℓ)E(ℓ, t)dℓ+ (µ2 − 1)

∫ tj−1

tj−2

b(ℓ)E(ℓ, t)dℓ+ ...

+(µq − 1)

∫ tj−q+1

tj−q

b(ℓ)E(ℓ, t)dℓ + (µq+1 − 1)

∫ tj−q

t−T

b(ℓ)E(ℓ, t)dℓ

≤
∫ t

t−T

b(ℓ)e
∫

t

ℓ
a(s)dsdℓ+

[

µ− 1 + µ2 − 1 + ...+ µL(T )+1 − 1
]

∫ t

t−T

b(ℓ)e
∫

t

ℓ
a(s)dsdℓ

≤
[

µL(T )+2−1
µ−1 − L(T )− 1

]

ν

(26)

where the last inequality is a consequence of our choice of the bound ν from (8) and the formula for the
geometric sum.
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Using (26) to upper bound Λ(t) in (24), recalling that µ > 1 and q ≤ L(T ), and using Assumption 2 to
upper bound supℓ∈[t−τb−T,t] W (x(ℓ)), we obtain

U(t, xt) ≤ µL(T )+1e−λ(T )U(t− T, xt−T ) +

[

µL(T )+2 − 1

µ− 1
− L(T )− 1

]

νµ sup
ℓ∈[t−τb−T,t]

U(ℓ, xℓ) (27)

for all t ≥ T + τb. We can therefore use Assumption 4 and [17, Lemma 1] (with the choices T ∗ = T + τb
and w(ℓ) = U(ℓ + T + τb) in the lemma) to obtain an exponential decay estimate on U(t, xt) that is valid
for all t ≥ T + τ̄ ; see Appendix A below for a statement of [17, Lemma 1]. Also, we can use Gronwall’s
inequality (as we did to prove the forward completeness property at the beginning of the proof) to obtain an
exponential decay estimate on U(t, xt) that is valid for all t ∈ [0, T + τb] (by applying Gronwall’s inequality
on successive intervals of the form [tj , tj+1)). The desired global asymptotic stability estimate now follows
from the upper and lower bounds for V in (3) in Assumption 1, so this concludes the proof.

Remark 2.4. If the χi’s from Assumption 1 are quadratic functions, then we can also deduce that x(t)
converges exponentially to zero.

3 Application to Linear Time Varying Systems

This section is devoted to application of the main result to a fundamental family of systems, namely, linear
time-varying systems with time-varying lumped delays. For the sake of simplicity, we do not assume that
these systems have switches, but we illustrate connections with switched systems. Throughout this section,
we adopt the notation of Section 2.

3.1 Problem Definition and Preliminary Remarks

In this section we consider the system

ẋ(t) = A(t)x(t) +B(t)x(t − τ(t)) (28)

with x valued in R
n for any n ∈ N and t ≥ 0. The following assumptions are in effect.

Assumption 5. The functions A, B and τ are piecewise C1, and there are constants ab, bb, and τb such
that

|A(t)| ≤ ab, |B(t)| ≤ bb, and τ(t) ≤ τb (29)

hold for all t ≥ 0.

Assumption 6. There exist an integer k ∈ N, a switching signal σ : [0,+∞) → {1, 2, . . . , k} whose switching
instants {ti} admit positive constants T1 and T2 that satisfy (2) for all i ∈ Z≥0, a finite set {(Ai, Bi, τi) : i ∈
{1, 2, . . . , k}} in R

n×n × R
n×n × [0,+∞), and nonnegative constants ā, b̄, and τ̄ such that

|A(t)−Aσ(t)| ≤ a , |B(t) −Bσ(t)| ≤ b and |τ(t) − τσ(t)| ≤ τ (30)

hold for all t ≥ 0.

Assumption 7. For each i ∈ {1, . . . , k}, there exist an absolutely continuous function Vi : Cin → [0,+∞),
a real constant αi, and a positive constant γi such that the time derivative of Vi along all trajectories of

ż(t) = Aiz(t) +Biz(t− τi) + δi(t) (31)

for all continuous functions δi : [0,+∞) → R
n satisfies

V̇i ≤ αiVi(zt) + γi|δi(t)|2 (32)
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for almost all t, where the triples (Ai, Bi, τi) are from Assumption 6. Moreover, there are constants Ψ1 > 0
and Ψ2 > 0 such that for all φ ∈ Cin and all i ∈ {1, ..., k}, we have

Ψ1|φ(0)|2 ≤ Vi(φ) ≤ Ψ2 sup
ℓ∈[−τb,0]

|φ(ℓ)|2 . (33)

Also, the αi’s satisfy Assumption 3 with σ as defined in Assumption 6. Finally, there is a constant µ > 1
such that Vi(φ) ≤ µVj(φ) holds for all (i, j) ∈ {1, ...,m}2 and for all φ ∈ Cin.

Assumption 8. Assumption 4 is satisfied, where ν is a constant that satisfies (8) as before, and σ, µ, and
the αi’s are defined as in Assumptions 6-7, and the βi’s defined by

βi =
γi

[

a+ b+ bbτ (ab + bb)
]2

Ψ1
(34)

for i = 1, 2, . . . , k.

Before stating our main result of this section, we point out several notable features of Assumptions 5-8.

Remark 3.1. In Assumption 6, we can always choose a = ab + maxi |Ai|, b = bb + maxi |Bi| and τ =
τb + maxi τi. However, these choices will not in general get the best (non-conservative) values for (9) in
Assumption 4. It is also possible to see the triplets (Ai, Bi, τi) as nominal LTI systems; time varying
perturbations around these systems (along with switchings) determine the LTV system (28). Therefore,
stability of the LTI switched systems together with certain conditions on the bounds defined in Assumption
6 will guarantee stability of the LTV system. For similar arguments see [32].

Remark 3.2. Assumption 6 covers the important special case where A, B, and τ all have some period
P > 0, by choosing ti = iP/k and (Ai, Bi, τi) = (A(iP/k), B(iP/k), τ(iP/k)) for all i ∈ {1, 2, . . . , k}, in
which case the system (31) is replaced by

ż(t) = A

(

iP
k

)

z(t) +B

(

iP
k

)

z

(

t− τ

(

iP
k

))

+ δi(t), (35)

and we take the switching signal σ defined by σ(t) = i for all t ∈ [iP/k, (i+ 1)P/k) and i ∈ {1, . . . , k}.
However, Assumption 6 is much more general, e.g., because we do not require periodicity of the coefficient
matrices or periodicity of the delay, nor do we require the ti’s to be evenly spaced. Besides, even when A,
B and τ are periodic, it is worth trying to find a switching sequence with less switching instants than iP/k.
All these comments motivate Appendix B.

Remark 3.3. For systems (31) classical results, notably using LMIs [8], make it possible to construct time-
invariant quadratic LKFs. In Appendix C, we explain how LKFs are designed such that (32) and (33) are
satisfied can be constructed. Also, we do not require the constants αi to be non-positive. Thus, we can allow
some of the systems (31) to be unstable.

Remark 3.4. Since we only require τ(t) to be piecewise C1 and bounded (instead of being C1), it follows
that the case of sampling can be handled. Indeed, sampling can be represented as sawtooth shaped delay
functions, whose values are 0 at the sampling times, see e.g. [7]. In fact, the present set-up allows non-
uniform sampling and drifts in the sampling clocks. This further motivates our work, because controllers are
typically implemented using sampled observations of their state arguments.

Remark 3.5. Even if the matrix A(t) is Hurwitz for all t ≥ 0, it does not follow that ẏ = A(t)y is globally
exponentially stable; see [22, Exercise 5.7.21]. The systems (31) do not in general admit a common Lyapunov
functional. As noted in [14], the fact that a system ẏ = Ay +By(t− h) is globally exponentially stable to 0
for any constant h ∈ [0, h] does not imply that any system ż = Az + Bz(t− h(t)) is globally exponentially
stable to 0 when h is a function such that h(t) ∈ [0, h] for all t ≥ 0. This motivates Assumption 8.
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3.2 Stability of the LTV System

The main result of this section is the stability of the LTV system (28).

Theorem 2. If the system (28) satisfies Assumptions 5-8, then it is globally exponentially stable to 0.

Proof. For each j ∈ {1, 2, . . . , k}, we can rewrite (28) as

ẋ(t) = Ajx(t) +Bjx(t− τj) + [A(t)−Aj ]x(t) + [B(t)−Bj ]x(t− τj) +B(t)[x(t − τ(t)) − x(t− τj)] . (36)

Consequently, the system (28) can be represented as the following system with switches:

ẋ(t) = Aσ(t)x(t) +Bσ(t)x(t− τσ(t)) + Λ(t, σ(t), xt), where

Λ(t, j, xt) = [A(t)−Aj ]x(t) + [B(t)−Bj ]x(t − τj) +B(t)
∫ t−τ(t)

t−τj
[A(ℓ)x(ℓ) +B(ℓ)x(ℓ − τ(ℓ))] dℓ

(37)

for all t ∈ [tj , tj+1) and j ∈ Z≥0.
Assumption 6 implies that for all t ≥ 2τb +maxi τi, we have

|Λ(t, σ(t), xt)| ≤ a|x(t)|+ b|x(t− τσ(t))|+ bb

∣

∣

∣

∫ t−τ(t)

t−τσ(t)
[ab|x(ℓ)|+ bb|x(ℓ − τ(ℓ))|] dℓ

∣

∣

∣

≤ a|x(t)|+ b|x(t− τσ(t))|+ bbτ (ab + bb) supℓ∈[t−2τb−maxi τi,t] |x(ℓ)|
≤

[

a+ b+ bbτ (ab + bb)
]

supℓ∈[t−2τb−maxi τi,t] |x(ℓ)| .
(38)

We deduce from Assumption 7 that

V̇σ(t)(t) ≤ ασ(t)Vσ(t)(xt) +
γσ(t)

[

a+ b+ bbτ (ab + bb)
]2

Ψ1
sup

ℓ∈[t−2τb−maxi τi,t]

Ψ1|x(ℓ)|2 (39)

for all t ≥ 2τb +maxi τi. Hence, Assumptions 1-4 are satisfied by (37), with W (x) = Ψ1|x|2. Then Theorem
1 allows us to conclude that this system is uniformly globally asymptotically stable. In fact, the proof of
Theorem 1 provides an exponential decay estimate on U(t, xt) = Vσ(t)(t, xt). By using the features of the
Vi’s, we deduce that (28) is also uniformly globally exponentially stable to 0. This completes the proof.

3.3 State Feedback Design for LTV Systems with Input Delay

In this section, in the spirit of what is done in [32], we show how a control law with switchings (and a
piecewise constant gain) can be fruitfully used to stabilize a time-varying system, even when they have no
switchings.

Consider the system
ẋ(t) = A(t)x(t) +B0(t)u(t− τ(t)) (40)

with x valued in R
n for any n ∈ N, u valued in R

p for any p ∈ N and t ≥ 0.
Similar to the previous section, the following assumptions are made.

Assumption 9. The functions A, B0 and τ are piecewise C1, and there are constants ab, bb, and τb such
that

|A(t)| ≤ ab, |B0(t)| ≤ b0,b, and τ(t) ≤ τb (41)

hold for all t ≥ 0.

Assumption 10. There exist an integer k ∈ N, a switching signal σ : [0,+∞) → {1, 2, . . . , k} whose
switching instants {ti} admit positive constants T1 and T2 that satisfy (2) for all i ∈ Z≥0, a finite set
{(Ai, B0,i, τi) : i ∈ {1, 2, . . . , k}} in R

n×n × R
n×n × [0,+∞), and nonnegative constants ā, b̄0, and τ̄ such

that
|A(t)− Aσ(t)| ≤ a , |B0(t)−B0,σ(t)| ≤ b0 and |τ(t)− τσ(t)| ≤ τ (42)

hold for all t ≥ 0.
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Assumption 11. For each i ∈ {1, . . . , k}, there exist an absolutely continuous function Vi : Cin → [0,+∞),
a matrix Ki a real constant αi, and a positive constant γi such that the time derivative of Vi along all
trajectories of

ż(t) = Aiz(t) +B0,iKiz(t− τi) + δi(t) (43)

for all continuous functions δi : [0,+∞) → R
n satisfies

V̇i ≤ αiVi(zt) + γi|δi(t)|2 (44)

for almost all t, where the triples (Ai, B0,i, τi) are from Assumption 10. Moreover, there are constants Ψ1 > 0
and Ψ2 > 0 such that for all φ ∈ Cin and all i ∈ {1, ..., k}, we have

Ψ1|φ(0)|2 ≤ Vi(φ) ≤ Ψ2 sup
ℓ∈[−τb,0]

|φ(ℓ)|2 . (45)

Also, the αi’s satisfy Assumption 3 with σ as defined in Assumption 10. Finally, there is a constant µ > 1
such that Vi(φ) ≤ µVj(φ) holds for all (i, j) ∈ {1, ...,m}2 and for all φ ∈ Cin.

Assumption 12. Assumption 4 is satisfied, where ν is a constant that satisfies (8) as before, and σ, µ, and
the αi’s are defined as in Assumptions 9-11, and the βi’s defined by

βi =
γi

[

a+ b+ bbτ (ab + bb)
]2

Ψ1
(46)

with b = b0 max
i∈{1,...,k}

{|Ki|}, bb = b0,b max
i∈{1,...,k}

{|Ki|} for i = 1, 2, . . . , k.

We are ready to state the following result:

Theorem 3. If the system (28) satisfies Assumptions 9-12, then it is globally exponentially stabilized to 0
by the control law

u(t− τ(t)) = Kσ(t)x(t− τ(t)). (47)

Proof. The closed-loop system is

ẋ(t) = A(t)x(t) +B(t)x(t − τ(t)) (48)

with B(t) = B0(t)Kσ(t). Let Bi = B0,iKi

Then
|B(t)−Bσ(t)| = |B0(t)Kσ(t) −B0,σ(t)Kσ(t)| ≤ |B0(t)−B0,σ(t)||Kσ(t)| (49)

From Assumption 9, it follows that

|B(t) −Bσ(t)| ≤ b0 max
i∈{1,...,k}

{|Ki|} (50)

Also, using Assumption 9, we can prove that

|B(t)| ≤ b0,b max
i∈{1,...,k}

{|Ki|} (51)

for all t ≥ 0. Now, one can check that Assumptions 9-12 imply that the system (48) satisfies Assumptions
5-8. Then Theorem 2 allows us to conclude.

Obviously, the key which makes the above result useful is the design of the feedback gains Ki, once
(Ai, B0,i, τi) are fixed. This can be done by taking into account stability robustness, considering the bounds
defined in (42), and an optimality criterion as in [31].
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4 Examples

In this section two examples are presented to illustrate the above results.

4.1 A Periodic System Example

Consider the switched linear system

ẋ(t) = Aσ(t)x(t) +Bx(t− τ(t)) (52)

with x valued in R
2, τ(t) ∈ [0, τb] for any bound τb > 0,

A1 = −I, A2 =

[

−2 −1
−1 −2

]

, and B =

[

b b
b b

]

(53)

with b ≥ 0 being a constant, and σ : [0,+∞) → {1, 2} being periodic of some period P > 0 and defined by
σ(t) = 1 when t ∈

[

0, P2
)

and σ(t) = 2 when t ∈
[

P
2 ,P

)

. We provide conditions on the constants b and P
ensuring that the origin of (52) is globally exponentially stable.

We use the positive definite quadratic functions V1(x) =
√
3|x|2/2 and V2(x) = x2

1 + x1x2 + x2
2. Then for

all t ∈
[

iP , P2 + iP
)

and integers i ∈ Z≥0, we have

V̇1(t) = −
√
3|x(t)|2 +

√
3x(t)⊤Bx(t − τ(t))

= −2V1(x(t)) +
√
3b[x1(t) + x2(t)][x1(t− τ(t)) + x2(t− τ(t))]

≤ −2V1(x(t)) +
√
3b(|x(t)|2 + |x(t− τ(t))|2)

≤ −2V1(x(t)) + 2b(V1(x(t)) + V1(x(t − τ(t))))
≤ −2V1(x(t)) + 4b supℓ∈[t−τ,t] V1(x(ℓ))

(54)

and when t ∈
[

iP + P
2 , iP + P

)

, we instead have

V̇2(t) = −(2x1 + x2)
2 − (x1 + 2x2)

2 + [2x1 + x2 x1 + 2x2]Bx(t − τ(t))

= −(2x1 + x2)
2 − (x1 + 2x2)

2 + 3b[x1 + x2][x1(t− τ(t)) + x2(t− τ(t))]

≤ −2V2(x(t)) + 4
√
3b supℓ∈[t−τ,t] V1(x(ℓ)) ,

(55)

where we used the fact that (c1 + c2)(c3 + c4) ≤ c21 + c22 + c23 + c24 holds for all nonnegative values c1, c2, c3,
and c4. Also, V2(x) ≤

√
3V1(x) and V1(x) ≤

√
3V2(x) hold for all x ∈ R

2. Then, with our general notation
from Assumptions 1-2, we can choose µ =

√
3, α1 = −2, α2 = −2, β1 = 4b, and β2 = 4

√
3b.

Also, choosing T = 2P , we obtain

∫ t

t−T
a(ℓ)dℓ = 2

∫ P

0 a(ℓ)dℓ = −4P

for all t ≥ T . Thus, Assumption 3 also holds, with λ(T ) = 4P , so Assumptions 1-3 are satisfied with W = V1.
Also, we can choose ν = 2

√
3b(1− e−4P). Moreover, L(2P) = 4.

From (9) in Assumption 4 and Theorem 1, we deduce that if

µL(T )+1e−λ(T ) +

[

µL(T )+2 − 1

µ− 1
− L(T )− 1

]

νµ = 9
√
3e−4P +

[

27
√
3− 1√
3− 1

− 5

]

6b
(

1− e−4P
)

< 1 (56)

then the system (52) is globally asymptotically stable to 0. Thus, roughly speaking, this system is globally
asymptotically stable to 0 if P is sufficiently large and b is sufficiently small. Notice that P being large
means that the system is slowly varying, and that the condition (56) is independent of τb.
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4.2 Switched State Feedback Design for a Periodic System

In this section, we illustrate Theorem 3 with the linear system with a pointwise time-varying delay

ẋ(t) = A(t)x(t) +B0u(t− τ(t)) (57)

where x is valued in R
2,

B0 =

[

0
1

]

(58)

with A and τ periodic of period P > 0 and defined by τ(t) = τs when t ∈ [0, qP) and τ(t) = τb > 0 when
t ∈ [qP ,P), and where τs ∈

[

0, 1
12

]

, q ∈ (0, 1) and τb >
1
12 are constants and

A(t) =

[

−1 0
0 0

]

when t ∈ [0, qP) and A(t) =

[

1 2
−2 −1

]

when t ∈ [qP ,P) (59)

.

Step 1. We start our control design by choosing the following switching sequence: t2j = jP , t2j+1 =
qP + jP and we define the switching signal σ by σ(t) = 1 when t ∈ [t2j , t2j+1) and σ(t) = 2 when
t ∈ [t2j+1, t2(j+1)).

We select
u(t− τ(t)) = Kσ(t)x(t− τ(t)). (60)

with
K1 =

[

0 − e−τs
]

and K2 = 0 (61)

Notice that we have A(t) = Aσ(t) for all t ≥ 0. Moreover the eigenvalues of (A1 + B0K1) are {−1,−e−τs},
and those of (A2 +B0K2) = A2 are ±j

√
3. So, the feedback system in mode σ(t) = 2 is not asymptotically

stable, yet with proper switching scheme the system can be stabilized. Below computations derive a condi-
tion on admissible switching scheme

Step 2. We study the stability properties of the system
{

ż1(t) = −z1 + δ11(t)
ż2(t) = −e−τ1z2(t− τs) + δ12(t)

(62)

with δ1 = (δ11, δ12). Let us introduce

S(z2,t) =

∫ t

t−τs

e2(m−t)z2(m)2dm+ 6

[

z2(t)−
∫ t

t−τs

em−tz2(m)dm

]2

(63)

Elementary calculations give that the derivative of S(z2,t) along (62) satisfies:

Ṡ(t) = −2
∫ t

t−τs
e2(m−t)z2(m)2dm+ z2(t)

2 − e−2τsz2(t− τs)
2 − 12

[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+12
[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]

[−e−τsz2(t− τs) + δ12(t) + e−τsz2(t− τs)]

≤ −2
∫ t

t−τs
e2(m−t)z2(m)2dm+ z2(t)

2 − 12
[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+12
[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]

δ12(t)

(64)
Now, observe that

z2(t)
2 =

[

∫ t

t−τs
em−tz2(m)dm− z2(t)−

∫ t

t−τs
em−tz2(m)dm

]2

≤ 9
8

(

∫ t

t−τs
em−tz2(m)dm

)2

+ 3
[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]2

≤ 9τs
8

∫ t

t−τs
e2(m−t)z2(m)2dm+ 3

[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]2

(65)
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where the last inequality is a consequence of Cauchy-Schwarz’s inequality. An an immediate consequence,
we have

Ṡ(t) ≤
(

−2 + 9τs
8

) ∫ t

t−τs
e2(m−t)z2(m)2dm− 9

[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+12
[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]

δ12(t)
(66)

Since τs ∈
[

0, 1
12

]

, it follows that

Ṡ(t) ≤ −
∫ t

t−τs
e2(m−t)z2(m)2dm− 9

[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+12
[

z2(t)−
∫ t

t−τs
em−tz2(m)dm

]

δ12(t)
(67)

Thus

Ṡ(t) ≤ −
∫ t

t−τs
e2(m−t)z2(m)2dm− 3

[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+ 6δ12(t)
2 (68)

Now, let
V1(zt) = S(z2,t) + 3z1(t)

2 (69)

Then

V̇1(t) ≤ −3z21 −
∫ t

t−τs
e2(m−t)z2(m)2dm− 3

[

∫ t

t−τs
em−tz2(m)dm− z2(t)

]2

+ 6|δ1(t)|2 (70)

It follows that

V̇1(t) ≤ −1

2
V1(zt) + 6|δ1(t)|2 (71)

Step 3. We study the instability property of the system
{

ż1(t) = z1 + 2z2 + δ21(t)
ż2(t) = −2z1 − z2 + δ22(t)

(72)

Let us introduce the positive definite quadratic function

U1(z) = z21 + z22 + z1z2 (73)

Elementary calculations give that the derivative of U1(z) along (72) satisfies

U̇1(t) = (2z1(t) + z2(t))δ21(t) + (2z2(t) + z1(t))δ22(t) (74)

Let

U2(zt) = U1(z(t)) +
1

2

∫ t

t−τs

z2(m)2dm (75)

Then

U̇2(t) ≤
1

2
z2(t)

2 + (2z1(t) + z2(t))δ21(t) + (2z2(t) + z1(t))δ22(t) (76)

Consequently,

U̇2(t) ≤ 1
2z2(t)

2 + 1
4 (2z1(t) + z2(t))

2 + 1
4 (2z2(t) + z1(t))

2 + |δ2(t)|2
= 1

4 [5z1(t)
2 + 7z2(t)

2 + 8z1(t)z2(t)] + |δ2(t)|2
≤ 1

4 [7U1(z(t)) + z1(t)z2(t)] + |δ2(t)|2
≤ 2U1(z(t)) + |δ2(t)|2
≤ 2U2(zt) + |δ2(t)|2

(77)

Now, observe that

V1(zt) =

∫ t

t−τs

e2(m−t)z2(m)2dm+ 6

[

z2(t)−
∫ t

t−τs

em−tz2(m)dm

]2

+ 3z1(t)
2 (78)
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Therefore

V1(zt) ≤
∫ t

t−τs
e2(m−t)z2(m)2dm+ 12

[

z2(t)
2 +

(

∫ t

t−τs
em−tz2(m)dm

)2
]

+ 3z1(t)
2

≤
∫ t

t−τs
z2(m)2dm+ 12

∫ t

t−τs
e2(m−t)dm

∫ t

t−τs
z2(m)2dm+ 3z1(t)

2 + 12z2(t)
2

≤ 6
∫ t

t−τs
z2(m)2dm+ 3z1(t)

2 + 12z2(t)
2

(79)

Also,

V1(zt) =
∫ t

t−τs
e2(m−t)z2(m)2dm+ 6

[

z2(t)
2 +

(

∫ t

t−τs
em−tz2(m)dm

)2

− 2z2(t)
∫ t

t−τs
em−tz2(m)dm

]

+3z1(t)
2

(80)

Using
∣

∣

∣
2z2(t)

∫ t

t−τs
em−tz2(m)dm

∣

∣

∣
≤ cz2(t)

2 + 1
c

(

∫ t

t−τs
em−tz2(m)dm

)2

for any c ∈ (0, 1), we deduce that

V1(zt) ≥
∫ t

t−τs
e2(m−t)z2(m)2dm+ 6

[

(1 − c)z2(t)
2 +

(

1− 1
c

)

(

∫ t

t−τs
em−tz2(m)dm

)2
]

+ 3z1(t)
2

=
∫ t

t−τs
e2(m−t)z2(m)2dm+

(

6− 6
c

)

(

∫ t

t−τs
em−tz2(m)dm

)2

+ 3z1(t)
2 + 6(1− c)z2(t)

2

(81)

Since c ∈ (0, 1),

V1(zt) ≥
∫ t

t−τs
e2(m−t)z2(m)2dm+

(

6− 6
c

) ∫ t

t−τs
e2(m−t)z2(m)2dm+ 3z1(t)

2 + 6(1− c)z2(t)
2

=
(

7− 6
c

) ∫ t

t−τs
e2(m−t)z2(m)2dm+ 3z1(t)

2 + 6(1− c)z2(t)
2

(82)

Choosing c = 13
14 , we obtain

V1(zt) ≥ 7
13

∫ t

t−τs
e2(m−t)z2(m)2dm+ 3z1(t)

2 + 3
7z2(t)

2

≥ 7e−2τs

13

∫ t

t−τs
z2(m)2dm+ 3

7 (z1(t)
2 + z2(t)

2)

≥ 7e−
1
6

13

∫ t

t−τs
z2(m)2dm+ 3

7 (z1(t)
2 + z2(t)

2)

(83)

We deduce that
U2(zt) ≤ 3

2 (z
2
1 + z22) +

1
2

∫ t

t−τs
z2(m)2dm

≤ 7
2V1(zt)

(84)

Now, from (79), we deduce that

V1(zt) ≤ 6
∫ t

t−τs
z2(m)2dm+ 12z21 + 12z2(t)

2

≤ 6
∫ t

t−τs
z2(m)2dm+ 24[z21 + z22 + z1z2]

≤ 24U2(zt)

(85)

Let V2 = gU2, where g > 0 is to be selected. Then

V1(zt) ≤ 24
g
V2(zt)

V2(zt) ≤ 7
2gV1(zt)

(86)

So we choose g =
√

48
7 and obtain

V1(zt) ≤ µV2(zt)
V2(zt) ≤ µV1(zt)

(87)

with µ = 2
√
21.
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Step 4. Now, let us choose T = P . Now, observe that with the notation of Section 3.3, we have a = 0,
b0 = 0, τ = 0. It follows that β1 = β2 = 0 and ν = 0. We have α1 = − 1

2 (see (71)), α2 = 2 (see (77)). We
deduce that we can take λ(T ) = 1

2qT − 2(1 − q)T . In addition, notice that L(P) = 2. Clearly, V1 and V2

satisfy (33).
From Assumption 4, we deduce from Theorem 3 that the following is a sufficient condition for stability:

(2
√
21)3 < e[

5
2 q−2]T , (88)

which is equivalent to
6 ln(2) + 3 ln(21)

P +
4

5
< q (89)

This inequality is in accordance with what the intuition suggests: the interval where the system is unstable
should be sufficiently small and the switchings should be not be too frequent.

5 Conclusion

We presented a new technique making it possible to establish the globally asymptotic stability of switched
time-varying systems with time-varying delays. The result is used for switched controller design for the
stability of a class of LTV systems. This technique relies on a trajectory based approach. It applies to a
wide family of systems for which no other technique of stability analysis was available in the literature. We
applied it to linear systems and have shown that it provides a result which only requires the construction
of simple Lyapunov Krasovskii functionals. Much remains to be done: in particular, control designs under
certain optimality and robustness conditions and ISS properties based on the results of the present paper
will be subjects of future works.

Appendices

A Key Lemma

We used the following key lemma:

Lemma A.1. Let T ∗ > 0 be a constant. Let a piecewise continuous function w : [−T ∗,+∞) → [0,+∞)
admit a sequence of real numbers vi and positive constants va and vb such that v0 = 0, vi+i − vi ∈ [va, vb]
for all i ≥ 0, w is continuous on each interval [vi, vi+1) for all i ≥ 0, and w(v−i ) exists and is finite for
each i ∈ Z≥0. Let d : [0,+∞) → [0,+∞) be any piecewise continuous function, and assume that there is a
constant ρ ∈ (0, 1) such that

w(t) ≤ ρ|w|[t−T∗,t] + d(t) (90)

holds for all t ≥ 0. Then
w(t) ≤ |w|[−T∗,0]e

ln(ρ)
T∗ t + 1

(1−ρ)2 |d|[0,t] (91)

holds for all t ≥ 0. �

The preceding lemma is [17, Lemma 1]. For its proof, see [17].

B Construction of a special switching signal

When we adopt the technique of stability analysis exposed in Section 3, it is useful to minimize the number
of switching instants associated with the function σ to diminish the conservatism of the stability conditions.
This motivates the construction of the switching signal σ that we propose in this section. For the sake of
simplicity, we consider the case where only A is time-varying, but the generalization to the case where A,B
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and τ are time-varying is straightforward.

Let A : [0,+∞) → R
n×n be a continuous function such that |A(t)| ≤ ab for all t ≥ 0. Let ∆ > 0 be any

constant.
The boundedness of A implies that one can establish the following fact:
There are ka ∈ N constants matrices Ai ∈ R

n×n such that for all t ∈ [0,+∞), there is l ∈ Eka
with

Eka
= {1, ..., ka} such that the inequality

|A(t)−Al| < ∆ (92)

holds.

Now, we assume that there is no j ∈ Eka
such that there is an instant tc ≥ 0 such that for all t ≥ tc,

|A(t)−Aj | < 2∆. Indeed, this case is not interesting and trivial.

Now, let us define an increasing sequence of nonnegative real numbers si as follows.
1) Let s0 = 0. Notice that the fact above implies that there is i0 ∈ Eka

such that |A(s0)− Ai0 | < ∆.
2) Let s1 > 0 be such that, for all t ∈ [s0, s1), |A(t)−Ai0 | < 2∆ and |A(s1)−Ai0 | = 2∆. Then, the fact

above implies that there is i1 ∈ Eka
such that |A(s1)−Ai1 | < ∆.

3) Now, we proceed by induction. Induction assumption: we assume we have s0, s1, ..., sl, l > 0 with
0 = s0 < s1 < ... < sl and i0 ∈ Eka

, ..., il ∈ Eka
such that for all m ∈ {1, ..., l}, |A(sm) − Aim−1 | = 2∆,

|A(sm)−Aim | < ∆ and for all t ∈ [sm−1, sm), |A(t) −Aim−1 | < 2∆.
4) According to our induction assumption, |A(sl) − Ail | < ∆. Therefore there is sl+1 > sl such that,

for all t ∈ [sl, sl+1), |A(t) − Ail | < 2∆ and |A(sl+1) − Ail | = 2∆. Now, we let il+1 ∈ Eka
be such that

|A(sl+1)−Ail+1
| < ∆. The induction assumption is satisfied at the step i+ 1.

Now, we let σ be defined by σ(t) = im when t ∈ [sm, sm+1). Then for all t ≥ 0, the inequality

|A(t)−Aσ(t)| ≤ 2∆ (93)

is satisfied.

Now, a question arises: does a constant T1 > 0 such that

T1 ≤ si+1 − si (94)

for all i ∈ N exist ? We present a case for which the answer is yes. Let us assume that A is of class C1 and
there is a constant da > 0 such that for all t ∈ [0,+∞),

|Ȧ(t)| ≤ da (95)

We have, for all m > 1,

|A(sm−1)−A(sm)| = |A(sm−1)−Aim−1 +Aim−1 −A(sm)|
≥ −|A(sm−1)−Aim−1 |+ |Aim−1 −A(sm)| (96)

Also, for all q > 0, |A(sq)−Aiq−1 | = 2∆ and |A(sq)−Aiq | < ∆. We deduce that

−|A(sm−1)− Aim−1 |+ |Aim−1 −A(sm)| = 2∆− |A(sm−1)−Aim−1 |
≥ 2∆−∆

(97)

Combining (97) and (96), we obtain
|A(sm−1)−A(sm)| ≥ ∆ (98)

Now, from (95), we deduce that

|A(sm−1)−A(sm)| ≤ da(sm − sm−1) (99)
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By combining (100) and (99), we deduce that

∆ ≤ da(sm − sm−1) (100)

Thus, we can take T1 = ∆
da
.

If there is no constant T2 > 0 such that si+1 − si ≤ T2 for all i ∈ N, then we can always replace si by a
new sequence tj which is composed of si and additional switchings that are introduced to get a sufficiently
large constant T2 > 0 such that ti+1 − ti ≤ T2 holds for all i ≥ 0. We can construct the ti’s as follows. We
choose t0 = 0 and t1 = s1, and we set Li = Floor((si − si−1)/s1) for all integers i ≥ 2. If L2 ∈ {0, 1}, then
we choose t2 = s2, and so we do not introduce any new switching instants on [0, s2]. On the other hand, if
L2 ≥ 2, then we introduce the switching times tj+1 = s1+ js1 for j = 1, 2, . . . ,L2−1, and we set tL2+1 = s2.
By the definition of the floor function, we have tj ∈ (s1, s2) for all j ∈ {2, 3, . . . ,L2} and s2−L2s1 ∈ [s1, 2s1],
so all of the switching times ti on [0, s2] will satisfy T1 ≤ ti − ti+1 ≤ 2s1. We continue in the same way, by
introducing the switching times sp−1 + js1 for j = 1, 2, . . . ,Lp − 1 on the interval (sp−1, sp) if p ≥ 2 is such
that Lp ≥ 2, but not introducing any switching times in the interval (sp−1, sp) for integers p ≥ 2 for which
Lp ∈ {0, 1}. This produces a sequence ti such that T1 ≤ ti − ti−1 ≤ 2s1 for all integers i ≥ 1.

Then when a switching sequence σ1 is associated with the sequence si, we can choose the switching
sequence σ2 associated with ti by setting σ1(t) = σ2(t) for all t ∈ [0,+∞).

C Technical Result

Finding LKFs such that (32) and (33) hold is an easy task. We illustrate the key steps on an example
involving two systems, this can be directly extended to any arbitrary number of systems.

Lemma C.1. Consider the systems

Ẋ(t) = AaX(t) +AbX(t− Ta) and Ż(t) = BaZ(t) +BbZ(t− Tb) (101)

where X and Z are valued in R
n for any dimension n, and where Tb and Ta are any nonnegative values.

Assume that the systems admit LKFs of the form

Qa(Xt) = X(t)⊤PaX(t) +

∫ t

t−Ta

θa(t− ℓ)X(ℓ)⊤RaX(ℓ)dℓ and

Qb(Zt) = Z(t)⊤PbZ(t) +

∫ t

t−Tb

θb(t− ℓ)Z(ℓ)⊤RbZ(ℓ)dℓ

(102)

respectively, where Pa ∈ R
n×n, Pb ∈ R

n×n, Ra ∈ R
n×n and Rb ∈ R

n×n are symmetric positive definite
matrices and θa and θb are bounded, continuous and nonnegative values, such that their time derivatives
along the corresponding systems in (101) satisfy

Q̇a(t) ≤ −|X(t)|2 and Q̇b(t) ≤ −|Z(t)|2, (103)

respectively. Then the functionals

Q∗
a(Xt) = Qa(Xt) +

1

2

∫ t

t−Tb

e−t+ℓ|X(ℓ)|2dℓ and Q∗
b(Zt) = Qa(Zt) +

1

2

∫ t

t−Tb

e−t+ℓ|Z(ℓ)|2dℓ (104)

admit positive constants ̺i > 0 for i = 1, 2, . . . , 7 such that

Q̇∗
a(t) ≤ −̺1Q

∗
a(Xt) and Q̇∗

b(t) ≤ −̺2Q
∗
b(Zt) (105)

hold along all solutions of the corresponding systems. Moreover, we have that

̺3|φ(0)|2 ≤ Q∗
a(φ) ≤ ̺4 sup

ℓ∈[−Tb,0]

|φ(ℓ)|2 ̺5|φ(0)|2 ≤ Q∗
b(φ) ≤ ̺6 sup

ℓ∈[−Tb,0]

|φ(ℓ)|2 (106)

17



and
Q∗

a(φ) ≤ ̺7Q
∗
b(φ) and Q∗

b(φ) ≤ ̺7Q
∗
a(φ) (107)

hold for all φ ∈ Cin. Thus ̺7 plays the role of µ appearing in Assumption 2.

Proof. The inequalities (106) are consequences of the definitions of Qa and Qb. Simple calculations give

Q̇∗
a(t) ≤ −1

2
|X(t)|2 − 1

2

∫ t

t−Tb

e−t+ℓ|X(ℓ)|2dℓ and Q̇∗
b(t) ≤ −1

2
|Z(t)|2 − 1

2

∫ t

t−Tb

e−t+ℓ|Z(ℓ)|2dℓ . (108)

We easily deduce that (105) (107) are satisfied.
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