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Abstract: A new method is proposed to predict situation awareness errors in training simulations. It is based 

on Endsley’s model and the 8 “situation awareness demons” that she described. The predictions are 

determined thanks to a Bayesian network and Noisy-Or nodes. A maturity model is introduced to come up 

with the initialization problem. The NASA behavioural competency model is also used to take individual 

differences into account. 
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1 Introduction 

Situational awareness (SA) has been studied by many authors (Muniz et al 1998; De Winter et al 2014; 

Endsley 2010; 2016; Sarter and Woods 1991). A possible definition is to be aware of what is happening 

around and what information means in the current context and for the future. If for any reason there is a 

SA error, the performance of the current task might decline, a wrong action might be taken and the life 

of several persons might be put in danger. SA is of particular importance in aeronautics, astronautics, 

nuclear industry or military operations, where operators have to consider a lot of information with time 

constraints and complex decision making. While lots of effort has been put on failure analysis, objective 

and subjective measurements during training or real time operations, it is still difficult to characterize 

the risk of SA degradation and to predict human errors. As SA degradation is often linked with workload 

and human capabilities, a possible approach is to estimate the mental workload and the human capacity 

factor in a double exponential probability distribution function (Suhir 2013, 2015). However, the 

workload does not include all cases of situation awareness problems. For instance, an inappropriate 

action might be taken because the operator was following a wrong mental model during a low workload 

session. The framework of Bayesian networks is often used to assess SA degradation and predict 

operational risks (Mkrtchyan et al 2015). It is proposed here to examine how they can be used during 

training in order to predict the evolution of human performance. In section 2, Endsley’s model is 

described and discussed. In Section 3, Bayesian networks are revisited and a new approach is presented.  

2 Situational awareness assessment 

2.1 Situational awareness 

Endsley proposed a model to explain situational awareness issues (Endsley 2000; 2016). 3 levels are 

considered:  

 First level: perception of the elements of the environment, situation status, attributes of relevant 

variables, dynamics and context.  

 Second level: comprehension of the current situation. Data and cues have to be integrated and 

understood in order to build a clear and relevant representation of the situation.  

 Third level: projection of future status. It is important to predict the dynamics of the systems 

and the impact of possible actions to solve a problem or complete a task. 

According to Endsley, different mechanisms or causes are possibly at work to alter one of several SA 

levels (Endsley 2012). They are called “SA demons”. These mechanisms are classified in 8 categories. 

Some categories are linked to data, which can exceed human processing capabilities, be too complex or 



with inadequate saliency. Other categories concern inappropriate human behaviors, due to stress, 

inattention, misleading or immature mental models, misconception of interface or inappropriate work 

sharing with automated systems or team members. The 8 main causes are displayed in the graph that is 

presented figure 1.  

According to other authors, Endsley’s theory of situation awareness does not take orienting activity into 

account (Bedny 2014). Orienting activity includes cognitive mechanisms such as goal definition, 

motivation, emotional dependences, creativity, etc. It is a complex self-regulative process that is often 

tightly linked to the task. Orienting activity does not impact SA directly but it participates to the 

activation of specific demons. To some extent, the impact is taken into account in the workload, the 

fatigue, the stress, the attentional capacity and the mental models.  

 

Figure 1: Possible causes of SA errors according to Endsley. 

2.2 Training 

As it is outlined by Endsley, an important issue is to develop correct and accurate mental models of the 

processes, relationships and dynamics of the variables (Endsley 2016). Training improves human’s 

ability to comprehend a dangerous and complex situation, the impact of each variable, time constraints 

and the correct sequence of actions that have to be carried out. Training cannot help in reducing the 

workload or the complexity of a situation and if the interface of the systems provides incomplete or 

misleading information, even the most talented human could fail. However, training may help in 

reducing the risks associated to attentional tunneling, misplaced salience, fatigue, errant mental models 

or out-of-the-loop syndrome. To this end, it is important to define simulations for situation awareness 

oriented training (Endsley 2016; Muniz et al 1998). Most mental models that need to be acquired relate 

to the application. However, training also allows improvements of generic behaviors when facing the 

problems. For the training of astronauts going to the International Space Station, NASA is using a 

Human Behavior and Performance Competency Model (NASA 2008). During Extra-Vehicular Activity 

(EVA) simulations, human factors experts assess their performance according to numerous and accurate 

competencies for communicating, monitoring their stress and fatigue, solving problems, maintaining 



attention to relevant parameters, team working, etc. In this approach, the loss of situation awareness can 

be mitigated by the acquisition of these generic behavioral competencies.  

An important issue during the training phase is the assessment of the trainees. An accurate assessment 

of each simulation is possible. However, after each of them, there is in general a discussion with the 

trainees to help them understand the errors, the relevant parameters, the actions that were expected, etc. 

Trainees also have their personal feedback of the experiment, which allows them to improve their 

performance for the next trial. The assessment therefore corresponds to the level of the trainee during 

the simulation, but it is already out of date and does not correspond to the current level. This problem 

will be further discussed in the next sections. 

2.3 Bayesian networks 

The Bayesian network framework provides mathematical tools to calculate conditional probabilities in 

order to determine the risk that a SA error occurs (𝑆𝐴̅̅̅̅ ). Formally, a Bayesian network is an acyclic 

oriented graph, which can be defined by G = (N, A), where N is the set of nodes and A the set of arcs 

representing conditional dependencies (Pearl 1988). For each node x of N, a joint conditional probability 

distribution is associated: P(x | pa(x)), where pa(x) represents the knowledge on the parent nodes.  

Two important problems have to be addressed to build a Bayesian network. The first one is to determine 

the structure of the network and the second is to determine the joint probabilities associated to each 

node. In general, the structure of the network is defined by a group of experts who have a good 

knowledge of the causal links among the variables and the events. Another approach is possible if a 

large database of events and data is available. The parent nodes of a given node can be determined 

according to a careful analysis of data and events that occurred just before the event characterizing a 

change of status for that node. In the context of our study, a node of the network might represent a 

human error due to loss of situation awareness and the parent nodes might be actions or events that 

occurred just before. The second problem is to determine the joint probabilities associated to the 

network. They can be determined empirically by a team of experts or calculated using a database of past 

experiments. Numerous methods and applications of Bayesian networks have been proposed for human 

reliability analysis or human error prediction (Baoping et al 2013; Barua et al 2016; Groth and Mosley 

2011; Park et al 2013). A review of Bayesian belief networks has been carried out by Mkrtchyan et al 

(2015). 

A major drawback of Bayesian networks is the complexity of the graph and the numerous calculations 

that have to be performed to determine joint probabilities. It is especially an issue if the number of parent 

nodes is high, as it becomes impractical to identify and calculate all values. In order to simplify the 

problem, some assumptions are often made. For instance, if it is possible to assume that all causes are 

independent from each other and if all of them have been identified, the Noisy-Or model (Pearl 1988; 

Lemmer 2005; Salotti 2010) can be used (equation (1)). In this case, only n probabilities have to be 

calculated for n parent nodes. 

 𝑃(𝑆𝐴̅̅̅̅ /𝑋1…𝑋n) = 1 − ∏ (1 − 𝑃(𝑋𝑖))
n
𝑖=1      (1) 

3 A new method to predict situation awareness errors during training  

3.1 Implementation of a Bayesian network 

It is proposed here to define the 8 possible “SA demons” described by Endsley as 8 parameters with a 

causal link to “situation awareness error” and to use them in a Bayesian network. The graph in Figure 1 



therefore depicts that network. An important issue is to estimate each parameter. A simple approach is 

to ask a team of experts to supervise the activities and to provide an assessment with a small number of 

discrete values, such as “not observed, small, strong”. It is possible to define objective measurements 

provided by the application (specific state or event, unexpected action, etc.), to proceed to interviews 

and to exploit trainees’ responses. A complementary approach is to use physiological data, especially 

for stress estimation.  

Another issue concerns the number of joint probabilities and their calculation. As that number would be 

high, a tremendous number of training sessions would be required to obtain sufficient data and compute 

the conditional probabilities. The Noisy-Or model is an interesting tradeoff. This simplification might 

be unjustifiable if the combination of several causes drastically increase the risk of human errors. Indeed, 

it is well-known that humans can usually come up with situations where only one problem occurs at a 

time, while they would systematically fail if another problem comes into play. This is due to the 

mobilization of cognitive and attentional resources for problem solving and the difficulty to switch the 

different contexts. However, this case can be taken into account. As there is a node dedicated to 

“attentional tunneling”, it can be assumed that this node includes all situation awareness demons if 

attentional tunneling is part of them. In practice, it means that “attentional tunneling” must be triggered 

alone. In every other situation, a standard Noisy-Or approach can be used. 

3.2 Initialization problem 

If a large database of past simulations is available for each scenario, the probability associated to the 

observation of each cause can easily be calculated. However, this database is not available during the 

first simulations and the performance also depends on the experience of the participants. It is in general 

expected that participants improve their scores for each new simulation. These two important problems 

can be solved using a maturity model, as it is often used in astronautics (Salotti and Suhir 2014), see 

equation (2).  

𝑃(𝑥) = 𝑃𝑚𝑎𝑥(𝑥) + (𝑃𝑖(𝑥) − 𝑃𝑚𝑎𝑥(𝑥)) × ((𝑛0 − 𝑛)/𝑛0)
𝑘     (2) 

where:  P(x) is the probability of not observing x (one of the 8 causes) after n simulations 

Pmax(x) is the final probability of not observing x for a trained expert 

Pi(x) is the initial probability of not observing x (if n=0 P(x)= Pi(x) ) 

n0 is the number of simulations to become an expert 

k is a decay constant 

For the first simulation, Pi(x) can be set empirically by an expert of the domain. In general, Pmax(x) can 

be set to 1, but if important difficulties are integrated in the scenario, situation awareness problems may 

be observed even during simulations with experts. In this case, Pmax(x) may be set to lower values. n0 

depends on the complexity and variability of the simulations. It also has to be set by experts of the 

domain. If the scenario is constantly repeated with the same parameters and if the debriefing is efficient, 

it is in general very small (e.g., 2 or 3). k corresponds to the learning speed. With high values (e.g., 3 or 

4), it means that the participant will make significant progress very fast but it will still take some time 

to become an expert. With low values (e.g., 1 or 1.5), the performance increases more slowly. An 

example of maturity curve is presented figure 2. 



 

Figure 2: Example of maturity curve (Pmax(x)=0.9, Pi(x)=0.5, n0=6, k=3).  

3.3 Integrating behavioral competencies 

Maturity models must be used at the beginning of the simulations. When sufficient data are available, 

probabilities can be determined using statistical tools. However, as explained before, statistics do not 

take training and individual differences into account. Maturity models can be used instead but the 

problem is to find a way to fix all parameters.   

An important issue is to take individual capabilities into consideration. Some persons may indeed 

perform better than others for the first training session or their performance may increase more rapidly 

after several trials. An interesting approach is to consider behavioral competencies as they are defined 

by NASA and to adapt training sessions according to skills’ requirements (Chator 2016). A global score 

can be calculated (not proposed in this study) in order to define different categories or profiles of 

participants. Then, statistics can be performed in each category to determine the exact values for Pmax(x), 

Pi(x), n0 and k. Interestingly, taking individual capabilities into consideration has also been proposed by 

Suhir with the Human Capacity Factor model (Suhir 2013). Both methods are indeed based on a similar 

probabilistic predictive modeling approach. 

4. Conclusion 

The proposed method is based on the use of Bayesian networks and Endsley’s SA demons to predict 

situation awareness errors in training simulations. A key idea is to use a maturity model that allows 

simple calculations of probabilities even during the first simulation sessions. The drawback of this 

method is the parameters that have to be set empirically. However, these parameters can be linked to the 

cognitive and psychological profile of the participant. It is proposed here to use NASA behavioral 

competency model but other methods can be used.  

This method is currently considered for several applications. The first one will be the Mars Explore 

simulations, in which two teams collaborate and a simulated vehicle is used to explore a region and 

collect Martian rocks. We hope to present the first results and an accurate assessment of the method in 

a near future. 
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