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## SUMMARY

In this thesis we introduce and develop a new method for the automatic contouring of smooth surfaces, which produces high quality results at relatively low cost.

We begin (Chapter 1) by reviewing the contouring methods in the literature; serious limitations are revealed which appear to justify a search for a new and better method. In Chapter 2 a seamed quadratic finite element is introduced which is suitable for approximating smooth functions whose values and gradients may be evaluated at the nodes of a rectangular grid. We suggest using an efficient published subroutine due to Marlow and Powell (1976) or some suitable alternative to plot the contours of the approximant surface; the resulting method produces accurate and visually smooth contours at relatively little expense.

Chapter 3 is an explanation of CONICON, the Fortran subroutine package which implements this contouring method. In Chapter 4 CONICON is used to contour surfaces arising from a variety of applications.

Chapter 5 describes an error analysis of the seamed quadratic element which enables us to obtain bounds for the error involved in using the element to approximate a function.

In Chapter 6 we implement an extension of our contouring method which uses local subdivision of elements in order to reduce local variations in the error involved in contouring a function. Various possible criteria for splitting are suggested, some of which are tested on known functions.

Finally (Chapter 7) we conduct a (fairly superficial) comparison of a number of contouring packages which are currently available. We
discuss the features which each package offers and attempt to assess their quality, simply on the evidence available from user documentation and advertising literature.
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## CHAPTER 1

## INTRODUCTION

### 1.1 Introduction to contouring; definitions and assumptions

In this thesis we shall consider the problem of constructing contour maps of smooth surfaces automatically, with the aid of digital computers and associated graphics devices. Particular attention will be paid to the aim of achieving a high quality of output without incurring inefficiency in the use of computer resources.

The history of automatic contouring is a short one:- before the beginning of the 1960s, contouring was necessarily a long laborious process carried out by hand by skilled draftsmen; but the advent of computer graphics provided the opportunity to reduce the typical construction time for a contour plot from several hours to a few minutes or less, and at the same time to introduce a degree of scientific objectivity into a process which had previously been subject to the whims and prejudices of the individual draftsman.

At the outset of this project nearly twenty years had passed since the publication of the first automatic contouring algorithms, but the state of the art was still not satisfactory: though several contouring methods had been suggested and implemented, none was capable of combining high quality results with efficient use of resources. Consequently it was felt that further attempts to discover improved methods would be fully justified, particularly in view of the considerable importance of the contouring problem.

This importance is a consequence of the generality and widespread applicability of the problem; a contour map is an attempt to represent a three dimensional surface in two dimensions, and is simply a higher dimensional analogy of a curve or graph. Though it is not the only such
means of displaying a surface (probably the most familiar alternative method is the perspective block diagram), it has the distinction that it may readily be combined with maps of related data (for example geographical features such as coastlines and political boundaries), and for this reason it has long been the most frequently used and best understood means of surface display. This is not to berate some of the alternative methods, which are sometimes to be preferred as a means of providing an instantly cognizable qualitative impression of the nature of a surface; however the contour map has undoubtedly superior qualities from a quantitative point of view.

Applications of contouring occur in virtually all scientific disciplines, and it would be pointless to attempt to list them comprehensively:probably the most familiar application areas are relief mapping in cartography (though surfaces encountered in this area are not always smooth and are therefore not wholly amenable to contouring by the methods discussed in this thesis) and plotting of isobars, isotherms, etc in meteorology. The oil exploration industry is another very important application area, several contouring packages having been designed specifically for use in such applications. In Chapter 4 we shall consider examples from a few of the areas in which contouring can be beneficial to the scientist.

We begin though by defining precisely what is meant by contouring and by making some assumptions.

Our first assumption is that the function $f(x, y)$ which represents the surface which we wish to display is $C^{l}$ i.e. it has continuous first derivatives - and this is what will be implied when a surface is referred to as smooth. Our function is therefore prohibited from exhibiting either 'cliff edges' or 'ridges' (discontinuities in the function itself and its first derivatives respectively). However, higher order discontinuities, which are not normally detectable by eye, will be permitted.

Secondly the surface is assumed to be a known function $f$ of the dependent variables $x$ and $y$ throughout the region of interest. This is not such a restrictive assumption as it might at first appear: it is true that in many applications the form of function being contoured is unknown and that typically we are faced with a finite number of surface measurements taken at irregularly scattered data sites (for example these might correspond to the sitings of weather stations or balloons); however in such circumstances several methods of interpolation are available to the scientist which will enable him to construct a smooth surface passing exactly through all known points, which can be evaluated anywhere within the 'window' or region of interest. This interpolant then becomes the known function which may be displayed by contouring. As an alternative to interpolation, on those occasions when measurements are subject to error, the investigator may opt to carry out a process of smoothing, which does not fit the surface to the original data values exactly, but trades off goodness of fit of the function against some appropriate measurement of its smoothness.

In either case it is important to emphasize that we regard the surfacefitting process as being entirely separate from the contouring process. Many authors in the literature have attempted to merge the two into a single process, but such efforts invariably result in restricting the quality of performance of both.

Our final assumption is that the surface is never constant (that is, its first derivative is never zero) over a region of finite area. Stationary points are of course not prohibited by this assumption.

The contour of the function $f$ at level $h$ is then defined simply as
$\{(x, y) ; f(x, y)=h\}$
Properties of contours follow immediately from the following wellknown theorem in analysis:-

IMPLICIT FUNCTION THEOREM (stated without proof)

Let $f(x, y)$ have continuous derivatives $f_{x}$ and $f_{y}$ in a neighbourhood of a point $\left(x_{0}, y_{o}\right)$, where

$$
\begin{equation*}
f\left(x_{0}, y_{o}\right)=0, \quad f_{y}\left(x_{o}, y_{0}\right) \neq 0 \tag{1.2}
\end{equation*}
$$

Then, centred at the point $\left(x_{0}, y_{0}\right)$, there is some rectangle

$$
\begin{equation*}
x_{0}-\alpha \leq x \leq x_{0}+\alpha, y_{0}-\beta \leq y \leq y_{0}+\beta \tag{1.3}
\end{equation*}
$$

such that for every $x$ in the interval I given by $x_{0}-\alpha \leq x \leq x_{0}+\alpha$, the equation $f(x, y)=0$ has exactly one solution $y=g(x)$ lying in the interval $y_{0}-\beta \leq y \leq y_{0}+\beta$. This function $g$ satisfies the initial condition $y_{0}=g\left(x_{0}\right)$ and, for every $x$ in $I$,

$$
\begin{align*}
& f(x, g(x))=0  \tag{1.4}\\
& y_{o}-\beta \leq g(x) \leq y_{0}+\beta  \tag{1.4a}\\
& f_{y}(x, g(x)) \neq 0 \tag{1.4b}
\end{align*}
$$

Furthermore, $g$ is continuous and has a continuous derivative in $I$, given by the equation
$y^{\prime}=g^{\prime}(x)=-\frac{f_{x}}{f_{y}}$
As a consequence of this theorem, contours of any surface satisfying our assumptions will be smooth lines with no visible 'corners'. Contours (at the same level) cannot cross each other except at stationary points where the Theorem breaks down (such behaviour is investigated in Chapter 2); contours at different levels can of course never touch or cross each other.

### 1.2 A word on interpolation methods

The field of interpolation and smoothing is a wide one, which it is possible only to touch upon within the context of this thesis. Smoothing is a particularly difficult problem which is still not very satisfactorily
developed computationally, and we shall choose to ignore it for the remainder of this thesis. However, as the raw data which we use for contouring often arise in the form of measurements at irregularly distributed locations in space, we shall devote the current section to a very brief discussion of some of the interpolation methods available. Sibson (1982) provides a highly readable introduction to the subject, and lists those properties which he considers desirable in any interpolation method. These may be summarised as follows:-

* The function must be at least continuously differentiable; higher order continuity is less important as this does not appear to be detectable by eye, except in special cases.

The function should run as little risk as possible of provoking misinterpretation of the data.
be reasonably well behaved and simple: if possible it should be linear, so that if the system of data values is multiplied throughout by a scalar, the interpolant is also multiplied by that scalar, and if two systems of data values at the same data sites are added, the interpolant for the sum should be the sum of the interpolants. The interpolant should be localised, in that in some suitable sense only data sites which are reasonably near neighbours should
influence the interpolated value at a point.

The method should be directly computationally feasible on a reasonably large scale - Sibson suggests 10,000 data sites and interpolation to as many points without undue difficulty.

It is attractive if the theory generalises to $n$ dimensions. It is helpful in applications if the gradient, as well as value, of the interpolant is calculable.

We would expect the interpolation method to recover exactly functions from some simple class - a method which could not recover linear functions at least would be unacceptable. However in general a tradeoff will exist between the degree of localisation and the complexity of the class of recoverable functions.

A host of alternative methods for interpolation exist in the literature, several of which have been implemented in practice; however few, if any, satisfy all the criteria outlined above, and many fail to conform to a number of them. It is very common to find, for example, that a truly local method has been rendered so only by forcing the user to make one or more arbitrary decisions regarding the number and means of selection of those neighbouring surface measurements which influence the value of the interpolant at a point.

Sibson regards only three standard classes of interpolation method as worthy of serious discussion; finite element methods, kriging and stiff lamina methods.

Finite element methods (see for example Lawson (1977)) split up the window into polyhedral panels in a data-determined manner, and fit together smooth functions (finite elements) across the panels. Such methods can be very efficient, but the major disadvantage of all such methods is their discontinuous response to data site position; and it is particularly awkward that discontinuities occur, which must be resolved artificially, when the data sites are partially or wholly on a regular rectangular grid.

Kriging methods (see for example Delfiner and Delhomme (1975)) present interpolation as a process of statistical estimation within the context of an elaborate stochastic model based on spatial moving averages. Sibson contends that such a model is usually not well-related to the phenomena it purports to describe. He also notes that many unresolved questions remain regarding the degree of smoothness of the interpolant functions and the behaviour of their gradients, and 'the computational position appears to be highly unsatisfactory'.

Finally Sibson considers stiff lamina methods (see Wahba and Wold (1975), Wahba (1979)). In two dimensions, at the lowest degree of smoothness the physical model is a uniform stiff lamina constrained to take the data values as (infinitescimal) displacements at the data sites. Like kriging, these methods are not localised, and this results in major computational difficulties. Wahba reports successful results working with 120 data sites, but warns of the difficulty of attacking substantially larger problems.

Sibson presents his own method, Natural Neighbour Interpolation, as an alternative to the existing methods. The method is based on the Dirichlet Tessellation (see for example Green and Sibson (1979)), a geometrical construction which divides the window into 'tiles', regions within which all points share a common nearest data site. The tessellation is used by Natural Neighbour Interpolation as a means of defining the 'neighbours' of any point in a natural and completely data-determined manner. The method also succeeds in satisfying all the desiderata for a good interpolation method which were set out above. For these reasons, and because the author had the good fortune to have access to the TILE software package in which the method is implemented, the $C^{1}$ Natural Neighbour method has been used in all examples in this thesis which required interpolation to be carried out prior to contouring.

### 1.3 Contouring methods in the literature; 'contour following' <br> methods

In general contouring methods in the literature may be divided into two categories:- 'contour following' methods, which attempt to contour directly, following the true contours of the known function; and approximation methods, which replace the function $f$ by a function $\hat{f}$ of a simpler form, whose contours are relatively easy to plot directly. In this section and the next we shall examine these two categories of method in some detail.

In the course of these sections, and indeed throughout the thesis, it should be borne in mind by the reader that currently most graphics devices are capable of plotting straight lines only, and it is therefore necessary to approximate a curved line by a sequence of straight lines using software. As long as the lines forming this approximation are sufficiently short the approximation will be undetectable to the eye. However the use of excessively short straight line segments is inefficient. The goal which we are therefore aiming for is to achieve an approximation which is good enough to deceive the eye but uses as small a number of straight line segments as possible. This implies that the segments should be of variable length, and that length should be inversely related to contour curvature.

## 'CONTOUR FOLLOWING' METHODS

These methods take the most direct approach to contouring a function, following each contour along, point by point, interpolating from values close to the track of the contour to determine its position.

Variations are described by Batcha and Reese (1964), Lodwick and Whittle (1970), Falconer (1971) and Schagen (1982). Leaving aside a number of details, the principle behind these methods may be summarized by Figure 1.1. Suppose plotting of the contour has begun, and the last straight line

segment on the contour is the line $X Y$. The next point is determined by making a pair of probes, at $A$ and $B$, where $A$ and $B$ are say $10 \%$ to the left and right of the point $Z(2 Y-X$ in vector notation). If the surface heights at $A$ and $B$ are on opposite sides of the contour level, inverse linear interpolation is used to derive the next point on the straight line between $A$ and $B$. If however they are on the same side, then $A$ is replaced by $A^{\prime}=(A+Y) / 2$ and $B$ by $B^{\prime}=(B+Y) / 2$ and the test repeated. Step length is therefore to some extent adaptive. However this basic method is clearly not robust: the point $Y$ does not in general lie precisely on the contour and consequently there is a danger that the true contour may not enter the sector bordered by the lines $A Y$ and $Y B$; the method must therefore be complicated by the introduction of a safety modification of some kind.

An alternative strategy, suggested by Sabin (1980) (see Figure 1.2) evaluates the surface height at the point $Z$ and then, depending on whether

Figure 1.2

this is above or below the contour, at a fixed distance to the left or right. The smaller this fixed distance is, the greater will be the visual smoothness of the contours.

If the second probe point is on the same side of the contour as the first, then instead of halving the scale of the probe, iterated inverse interpolation is used along a line parallel to the previous step to locate the next point. The next step will then automatically be shorter, so that as curvature increases the step length shortens appropriately.

If the second probe point is on the opposite side of the contour, inverse linear interpolation gives the next point as in the previous example, and the fact is used to indicate that the step size for the next probe can be increased.

However some serious problems associated with this class of method remain which have never been satisfactorily solved:- firstly it is by no means obvious how to locate a starting point on every separate section of contour, and to avoid finding more than one starting point on the same section. Lodwick and Whittle (1970) and Falconer (1971) both advocate the use of a regular grid to locate starting points, but the effectiveness of such a method is obviously restricted by the coarseness of the grid. Sabin suggests computing all stationary points and then constructing a spanning tree joining all of these by straight lines, cutting all contours at least once. Iterated linear interpolation could then be used to give the starting points. Though theoretically attractive, such an approach would be difficult to implement in practice and would impose severe limitations on the degree of generality of the method, and the ease of its use by non-specialists.

Another major problem associated with these methods is that of identifying when the end of a closed loop has been reached, since return to the exact starting point of the contour is extremely unlikely (and in an area of relatively low contour curvature it may be possible to overshoot
by a considerable distance). The danger of tracing a contour section more than once from a single starting point therefore arises, and this problem has not been dealt with satisfactorily in the literature.

Finally, if evaluation of the function $f$ at an arbitrary point is a relatively expensive operation then contour-following methods can turn out to be very costly, as they require a relatively large number of surface evaluations to be made in the course of contour construction. This number will increase in proportion with the number of contour levels plotted.

For these reasons, contour-following methods have met with very little practical success; nearly all widely used contouring packages employ methods of the type discussed in the following section.

### 1.4 Contouring by surface approximation

The other important category of contouring methods is based around the idea of approximating the (relatively complicated) known function $f$ by a simpler function $\hat{\mathbf{f}}$ whose contours may be followed directly with little difficulty. In practice this has meant that $f$ has been approximated by piecing together linear or quadratic functions only, since the difficulties of contouring polynomials increase very considerably with their complexity. We shall begin by examining the simpler of the two, piecewise linear methods, which are still probably the most frequently used class of automatic contouring methods.

### 1.4.1 Piecewise linear contouring

The simplest imaginable function of two variables (constants excluded) is a linear function or plane, and the contours of such a function, being straight lines, may be plotted trivially. For this reason the most popular means historically of contouring a function has been to approximate that
function by piecing together planar sections and to plot the contours of the resulting piecewise linear surface.

Several variations of such an approach have been taken both in the literature and in practice. In cases where the data sites are scattered irregularly in space a common strategy is to construct a triangulation of the area of interest (see for example the Delaunay triangulation (Green and Sibson, 1979)) with the data sites lying at the vertices of that triangulation. A unique piecewise linear surface of triangular 'patches' is then defined. However this is one of the most primitive contouring methods imaginable, and like other methods which attempt to merge the processes of interpolation and contouring has a number of inherent defects. To begin with, it only permits contouring within the convex hull of the data sites while in practice it is usually desirable to contour throughout a rectangular window containing all the data sites.

The appearance of the contours themselves is a matter of still greater concern: in areas where data are sparse the triangular patches are necessarily large and consequently contours often exhibit pronounced 'corners' along the boundary lines between triangles. Such behaviour will indeed occur, though usually less markedly, wherever a contour crosses the boundary line between a pair of triangles and is a property of all piecewise linear methods - it follows from the discontinuous nature of the first derivatives of the piecewise linear approximant along triangle edges. If is also worth noting that one can often identify quite clearly the locations of the data sites simply from viewing the pattern of contours obviously this can never be considered an accurate likeness of the true underlying surface.

Further problems arise in the implementation of methods of this sort: in practice we usually wish not to plot the contours of each triangular patch individually, but to trace each contour without break (except
possibly for labels) from start to end, in order to minimise pen movement (an important consideration on a pen plotter) and to facilitate contour annotation (a necessary addition in most applications). This can be done in either of two ways:- (a) by contouring each triangle individually and carrying out an internal matching and linking process, or, preferably (b) by following each contour along from start to end as it is constructed. The use of the method described above makes (b) a relatively difficult operation, requiring a fairly complex data structure, and it may therefore be necessary to resort to (a), which is generally less efficient.

Those piecewise linear methods which do not attempt to combine the processes of interpolation and contouring, normally evaluate the known function (or interpolant) at the nodes of a regular (almost always rectangular and usually square) grid, which becomes the basis for contouring. A review and discussiion of these methods and the relatively trivial differences between them is given by Sutcliffe (1980). A considerable number of authors (for example Cottafava \& Le Moli (1969), Heap \& Pink (1969), Rothwell (1971) and Crane (1972)) advocate an approach which is not, strictly speaking, piecewise linear in our terminology, but is very closely related.


Figure 1.3 provides a simple illustration of the behaviour of such methods within a single rectangular grid cell. The points where the contour (in this case at level 0) intersects the edges of the cell are calculated by
inverse linear interpolation and then linked by straight lines. However this is not a true linear fitting of the function values at the vertices, since linear functions having three free parameters cannot in general be fitted to four data values. Consequently degeneracies must occur, and this happens whenever data of the type indicated by Figure $1.4(\mathrm{a})$ are encountered.
(a)
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In cases of this type inverse linear interpolation yields four intersections between the contours and the cell's edges. We are therefore faced with three possible outcomes, all of which fit correctly, and it is impossible to determine on the basis of the available data which is the true solution (though case (iii) occurs with probability zero). In the literature a number of alternative proposals for the systematic resolution of degeneracies of this type have been offered:- examples are a 'high ground on the right' rule (Heap \& Pink (1969)) and the slightly less arbitrary idea of choosing the possibility which in some sense minimises the change in contour direction (Robinson \& Scarton (1972)). However the only solution considered by the present author to be of any real worth is one advocated
by Dayhoff (1963) and others; this is to make a further evaluation (or more normally an estimate) of the function value at the centre of the rectangle and to divide the rectangle into four triangles (Figure 1.5) which may be contoured without ambiguity. Indeed this author's personal


Figure 1.5
preference is to carry out such a process in all grid cells regardless of whether a degeneracy has occurred; if the central value is estimated by averaging the values at the vertices then this is an inexpensive operation, and besides increasing contour smoothness by reducing the length of straight line segments it has the highly beneficial effect of producing a true piecewise linear approximation of the underlying surface. An important consequence of this, though one wich is often overlooked in the literature, is that the contouring method may then be subjected to a proper error analysis which will enable the user to obtain bounds for the error involved in using the piecewise linear approximation. Though an analogous but considerably more difficult task has been carried out successfully (see Chapter 5) in the case of the piecewise quadratic element which will be introduced in Chapter 2, this does not appear to have been attempted in the literature in the context of piecewise linear methods.

Given this simple approach to constructing contours across individual grid cells, the following of contours from cell to cell and the avoidance of repetition are relatively straightforward tasks; we shall not go into the details, which are discussed adequately by Sutcliffe (1980).

We now present an example (Figure 1.6) of a surface which has been contoured by the method suggested above; the function is
$f(x, y)=\exp \left(-\frac{1}{2}\left(4(x-1)^{2}+6(y-1)^{2}\right)\right)+\exp \left(-\frac{1}{2}\left(10(x-2)^{2}+\right.\right.$ $\left.\left.6(y-1.3)^{2}+14(x-2)(y-1.3)\right)\right)$
and has been evaluated at the nodes of a $31 \times 21$ square grid of points (or 30 x 20 grid of cells) covering the $\operatorname{area}\{(\mathrm{x}, \mathrm{y}) ; \mathrm{x} \varepsilon[0,3], \mathrm{y} \varepsilon[0,2]\}$. Values at the centres of grid cells were estimated by the mean of the four values at the vertices.

The major problem associated with all piecewise linear contouring is immediately apparent from this illustration: although the function is a smooth one and the grid reasonably fine, the contours of the approximation display sharp angularities in areas where the curvature of the true contours is highest, and in very few areas of the plot can they truly be described as 'visually smooth'. The smoothness of the map can of course be improved by choosing a finer grid; however this results in increased use of both CPU and memory and in this example it was found that contouring over a $120 \times 80$ grid of cells, a very costly operation, was still not sufficient to create an impression of smoothness at the highest contour on each peak.

The function which we have considered in this example is considerably less complex than many of those functions which are encountered in practical applications. If a satisfactory degree of smoothness is to be achieved in practical examples the use of piecewise linear contouring methods must therefore incur considerable expenses in computer resources, and these expenses are unacceptably high in many applications.


Figure 1.6 An example of contouring by piecewise linear approximation ( $30 \times 20 \mathrm{grid}$ of cells).

In an attempt to solve this problem many authors have suggested the use of a relatively coarse grid to define contour 'vertices', followed by the application of a curve-fitting algorithm to smooth the contours. A multitude of curve-fitting algorithms appear in the literature, many of which have been suggested as suitable for contour smoothing (e.g. McConalogue (1970, 71), Butland(1980)). However, all suffer from the same crucial flaw:- because they take no account of the 3-dimensional nature of the problem, none can guarantee that contours at different levels will not cross each other. Such behaviour is particularly prone to occur near saddle points, and is of course totally unacceptable. Instead it makes much more sense to look for an approximation whose contours are themselves smooth and are relatively easy to plot.

### 1.4.2 Piecewise quadratic contouring

The function which most readily lends itself to contouring in this way is the quadratic function: though finding ways of piecing together quadratic functions in a suitable manner is a non-trivial affair, once this has been accomplished it is then possible to follow the contours of each quadratic relatively easily by expressing them in parametric form. This does not apply to many other types of function: as the complexity of a function increases the difficulty of following its contours grows very considerably:- suppose for example we take a biquadratic function of the form,

$$
\begin{equation*}
f(x, y)=\sum_{i=0}^{2} \sum_{j=0}^{2} a_{i j} x^{i} y^{j} \tag{1.7}
\end{equation*}
$$

a function only slightly more complicated than a quadratic. Consider the special case $f(x, y)=x(1-x) y(1-y)$. This clearly has a 'noughts and crosses' grid as the zero contour, and contours close to level zero will approach this pattern, comprising four or five separate pieces. The author knows of no existing method which is capable of contouring directly a
function of this or greater complexity; consequently as we now consider $C^{1}$ surface approximations for contouring we shall concentrate exclusively on piecewise quadratic approximations.

It can be shown that a regular rectangular mesh is unsuitable for piecing together quadratic functions, for once the function is known in all rectangles along the left hand and bottom edges of the approximation, the rest is then uniquely determined. Thus the approximations which we shall consider tend to be constructed from piecing together triangular panels, though we shall still prefer to contour from data lying on a rectangular grid.

A published Fortran subroutine due to Marlow and Powell (1976) conveniently contours a quadratic function across a triangle given six parametrising values at the vertices and at the midpoints of its sides. This efficient routine has the additional advantage of an adaptive steplength rule: by keeping constant the product of straight line segment length and maximum distance from the true contour, it ensures that segments are relatively short in areas of high contour curvature, and longer where curvature is low. The user controls the magnitude of this step length parameter and can therefore tune the contours produced by the routine to any desired degree of smoothness.

Taking the Marlow-Powell routine as a 'black box' for the present, we are now free to concentrate our efforts on finding the most convenient method of piecing together quadratic functions without losing continuous differentiability across panel boundaries.

Powell (1974) considers piecewise quadratic approximations of functions from height data at the nodes of a rectangular grid. He begins by considering the possibility of approximating the function $f$ on the basis of the four-triangle-per-grid-point construction illustrated by Figure 1.7, and suggests two possible schemes of approximation based on this construction;
however the first does not in general fit the data values exactly, while


Figure 1.7
the second is not localised to the desired degree. Powell therefore goes on to present a second, eight-triangle-per-grid-point construction, which is illustrated by Figure 1.8.


In this case he succeeds in finding a $C^{\text {l }}$ approximation which fits the data exactly, is truly local, (changes in the value at a grid point have no effect outside a square of side 4 h centred at that grid point) and which reproduces exactly an arbitrary quadratic function - though it
does suffer from mild edge effects. Powell's method has apparently met with considerable practical success (though unfortunately no examples of its use appear in his paper) ; however it uses value data alone and, as in multivariate optimisation, there are many attractions (particularly from the viewpoints of accuracy and localisation) in using gradient as we11 as value data to fit the approximant function. Gradients are available in a surprisingly high proportion of applications, and when they are not reliable methods exist for their estimation, which detract little from the advantages of using gradient as well as value data.

Attempts have therefore been made recently in the literature to discover conforming seamed quadratic finite elements:- that is, constructions normally of a triangular or rectangular shape, subdivided internally into a number of quadratic panels, which may be fitted to value and gradient data on a triangular or rectangular grid, one per cell, in such a way that continuous differentiability is preserved both within each element and across element boundaries. Finite elements are used extensively in numerical analysis and have generated a considerable volume of literature; however in such applications higher order functions possess strong advantages over quadratics from the point of view of accuracy of approximation, and consequently piecewise quadratic finite elements appear to have been neglected.

Powell and Sabin (1977) are therefore possibly the first authors to have considered the problem of constructing triangular seamed quadratic finite elements, whose quadratic panels are also triangular. Such constructions might be used to contour across a regular triangular grid, but Powell and Sabin were interested in the general case of contouring across a triangulation of the original data sites, and were thus attempting to merge the processes of interpolation and contouring.

Powell and Sabin demonstrated that the six-triangle internal subdivision illustrated by Figure 1.9 (where 0 is any point inside the


B
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triangle, and $P, Q$ and $R$ are located at arbitrary points on each side) provides a unique $C^{l}$ piecewise quadratic to fit value and gradient data at the triangle's vertices. Moreover they showed that, using this construction, continuous differentiability may be preserved within any triangulation - the interior point 0 within each triangle should be chosen so that, if a pair of triangles have a common edge, then the line joining their interior points intersects the common edge between its vertices. This will always happen if, for example, the incentre of each triangle is chosen.

We would in general prefer to choose the circumcentre rather than incentre of each triangle as its internal point, as this would result in lines joining internal points bisecting triangle edges at right angles. However this is not possible in general because the circumcentre falls outside any triangle which is obtuse. This restriction results in a serious loss of accuracy of approximation, which causes Powell and Sabin to consider also the twelve-triangle subdivision illustrated by Figure 1.10 .

By imposing the additional condition that the component of the derivative normal to each edge of $\triangle A B C$ must vary linearly (a condition

necessary and sufficient for correct reproduction of an arbitrary quadratic), Powell and Sabin succeeded once again in constructing a unique piecewise quadratic surface to fit the (value and gradient) data at the vertices. In this case the construction preserves continuous differentiability across any triangulation with points, $P, Q$ and $R$ chosen as the midpoints of the triangle's sides.

Powell and Sabin's final recommendation was therefore as follows: "In each triangle the points $P, Q$ and $R$ are chosen to be the midpoints of the sides. In each triangle that is sufficiently acute, for instance this may mean that no angle exceeds $75^{\circ}$, we define $\phi(x, y)$ by the ( 6 -triangle) method that chooses 0 to be the circumcenter of $\triangle A B C$. In all other cases we apply the 12 -triangle method, where the required normal derivatives are obtained by linear interpolation".

There is undoubtedly considerable merit in the method proposed by Powell and Sabin (though once again we are not presented with any examples of its practical realisation); however it cannot be considered tntally satisfactory as a general method for contouring known functions:- in practice it is attractive to be able to use a rectangular (usually square) grid rather than a triangular one. Such a grid may of course be triangulated using right-angled triangular elements, but the problem arises that we are faced with an arbitrary choice as to which diagonal
should be used to split a rectangular cell into two triangular ones; and the result of this choice will affect the nature of the approximation. This is a highly unsatisfactory state of affairs and for this reason we now finally consider the problem of constructing rectangular seamed quadratic finite elements to fit value and gradient data on a rectangular grid.

To this author's knowledge the only successful attempt at such a task prior to the work described later in this thesis is due to Lancaster and Ritchie (Ritchie, 1978). Their seamed element is based on a special case of Powell and Sabin's 6-triangle seamed element. Figure 1.11 illustrates a pair of right-angled Powell-Sabin elements arranged in such a way that together they may be used to fit a $C^{1}$ piecewise quadratic surface to value and gradient data at the vertices of a rectangle. It is easy to demonstrate that if such 'composite' elements are used to

Figure 1.11

approximate a surface across a complete grid, the resulting approximant surface is also continuously differentiable. However, as we have just pointed out, the rectangular element could equally have been constructed from a pair of triangular elements whose common edge was the other diagonal of the rectangle, resulting in a significantly different approximation. Ritchie demonstrates that the difference between these two schemes can sometimes be great, and therefore recommends the compromise
of employing the mean of the two possibilities, which results in the seamed quadratic element illustrated by Figure 1.12.

Figure 1.12


The Lancaster-Ritchie element comprises a total of 32 quadratic pieces; however eight of these pieces are quadrilaterals and therefore a further eight internal subdivisions are required to produce a (40-triang1e) construction which is suitable for contouring using the routine of Marlow and Powell.

Once again published examples of the practical implementation of this element are lacking, and it is therefore difficult to judge how well it performs. However, given the fact that Powell and Sabin's elements may be used to construct a six-triangle-per-grid-point approximation for data on a triangular grid, the large number of quadratic pieces in the LancasterRitchie element seems rather excessive. At the time when this project was begun it was however the only rectangular seamed piecewise quadratic element known to this author.

### 1.5 Summary of what follows in the thesis

The subject of this thesis is the investigation and exploitation of a new rectangular seamed quadratic finite element comprising just sixteen quadratic pieces: half the number contained in the Lancaster-Ritchie
element. The discovery of this new element is due to Professor R. Sibson, but a study of its properties and an implementation of the contouring method of which it forms the basis have been carried out by this author; these are described in the pages which follow.

We begin in Chapter 2 by introducing the element and proving that the use of several such elements juxtaposed across a rectangular grid of value and gradient data defines a unique $C^{1}$ piecewise quadratic surface suitable for contouring by a routine such as that of Marlow and Powell. Much of the material in this chapter may be found in Sibson and Thomson (1981).

Chapter 3 provides a detailed explanation of how the piecewise quadratic method was implemented in the form of CONICON, a Fortran subroutine package which incorporates a wide range of features including contour annotation and crosshatching between contour levels.

We then proceed in Chapter 4 to apply the CONICON package to the contouring of a collection of data sets arising in a wide variety of disciplines. In some cases we are able to compare the performance of CONICON with other contouring packages, and results are encouraging in all cases.

In Chapter 5 we present an error analysis of the seamed quadratic element, conducted with the aid of CAMAL, a computer package which carries out algebraic manipulations; results are used to derive bounds for the error involved in approximating a known function by the element. We consider ways in which our results might be put to practical use both in the design and in the analysis of contour maps produced by piecewise quadratic approximation.

In Chapter 6 we explore the idea of varying the size of grid cells within a single plot in order to even out local fluctuations in error of approximation (results derived in the previous chapter are put to use here).

A computational implementation is described which is based on the concept of the quad tree, and a number of alternative methods of constructing the grid are investigated. Results here are inconclusive and it is believed that further work in this area might be particularly beneficial.

Finally we conduct a comparison of existing contouring packages, based on user documentation alone, or in some cases only on sales literature. A large and varied selection of packages is discussed, but it is felt that, in terms of quality of output, few can be regarded as serious competitors to CONICON.

## CHAPTER 2

## A SEAMED QUADRATIC ELEMENT FOR CONTOURING

### 2.1 Introduction

In Chapter 1 we discussed the possibility of contouring a smooth function by evaluating its heights and gradients at the nodes of a regular grid, approximating the surface within each grid cell by a piecewise quadratic function, and plotting the contours of the resultant surface using the Marlow-Powell (1976) or some similar quadratic contouring algorithm. We noted that the seamed elements of Powell and Sabin (1977) and Lancaster and Ritchie (Ritchie, 1978) provided suitable approximants over triangular and rectangular grids respectively; however it was felt that a method which used the Lancaster-Ritchie element would be of limited practicability due to the large number (32) of regions which comprise the element. Indeed it would have to be subdivided further, into forty triangles, to be used in conjunction with the Marlow-Powell algorithm.

In this chapter we introduce a sixteen-triangle rectangular element which carries out the same task as the Lancaster-Ritchie element more economically. We therefore propose to use the sixteen-triangle element as the basis of a method for contouring data over a rectangular grid, and we proceed with the development and application of this method in this and subsequent chapters of the thesis.

The element which we introduce is indeed optimally parsimonious, in the sense that the specification of value and gradient data at the vertices, and the requirement of linearity of normal component of the gradient along the edges, leave no spare degrees of freedom. The linearity condition ensures that when such elements are juxtaposed to form a grid, the resultant function is continuously differentiable across the grid lines. On a rectangular grid the use of this element leads to a sixteer-
triangles-per-grid-point.subdivision, a performance reasonably competitive with the 12 -triangle subdivision obtained on a triangular grid using the Powell-Sabin element.

The subdivision employed is shown in Figure 2.1. It consists (to borrow Professor Lancaster's terminology) of four rectangular subelements arranged in a St. George pattern, each being internally subdivided in a St. Andrew pattern.


Figure 2.1

Figure 2.1 shows some of the notations and conventions we use: the element is $2 \mathrm{~h} \times 2 \mathrm{k}$, its four corners, at which value and gradient are given, being SW, SE, NE, NW. The value and eastwards and northwards components of the gradient at a point are written (z; zx, zy).

### 2.2 A quadratic element on the line

We first establish a result for a 1-dimensional piecewise quadratic element. The result is a consequence of the tangent intersection property of quadratic functions, which may be stated as follows: given an arbitrary quadratic $Q$ on the line, with tangents constructed at any two points, say $\left(x_{1}, Q\left(x_{1}\right)\right)$ and $\left(x_{2}, Q\left(x_{2}\right)\right)$, then whatever the coefficients in $Q$ are, the tangents have a common value at $x=\frac{1}{2}\left(x_{1}+x_{2}\right)$. Thus we define the tangent intersection value of a quadratic on a line segment to be the value taken by tangents constructed at either end of the quadratic at their point of intersection mid-way along the line segment.

Now consider a line segment of length 2 h , divided at its centre (the origin). We show that the specification of value and gradient at the ends $\left(z_{L}, g_{L}\right.$ at $-h, z_{R}, g_{R}$ at $+h$ ) determines without spare degrees of freedom a two-segment continuously differentiable quadratic element, and we obtain a relationship between the tangent intersection values of the two quadratics and the value at the origin. Figure 2.2 explains the notation.


We first make a change of parametrisation, replacing $g_{L}, g_{R}$ by the tangent intersection values $z_{L}+\frac{1}{2} h g_{L}, z_{R}-\frac{1}{2} h g_{R}\left(=T_{L}, T_{R}\right)$. It is then easy to check that the quadratics

$$
\begin{array}{ll}
Q_{L}(x)=z_{0}+g_{0} x+p_{L} x^{2} & (-h \leq x \leq 0) \\
Q_{R}(x)=z_{0}+g_{0} x+p_{R} x^{2} & (0 \leq x \leq h)
\end{array}
$$

where

$$
\begin{equation*}
z_{0}=\frac{1}{2}\left(T_{L}+T_{R}\right) \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
& h g_{0}=T_{R}-T_{L}  \tag{2.2}\\
& h^{2} p_{L}=z_{L}-3 / 2 T_{L}+\frac{1}{2} T_{R}  \tag{2.3}\\
& h^{2} p_{R}=z_{R}+\frac{1}{2} T_{L}-3 / 2 T_{R} \tag{2.4}
\end{align*}
$$

uniquely have the desired property. Equation(2.1) is obviously a necessary and sufficient condition on the three values for the two quadratics to have a common gradient at 0 . Figure 2.3 gives a pictorial representation.


Figure 2.3

### 2.3 Continuity and Uniqueness

Equation (2.1) provides us with a simple method of checking that a $C^{l}$ surface can be fitted over our element. Beginning with value and gradient data at the vertices of the element, we apply equation (2.1) repeatedly until a comprehensive picture has been built up of the values along the element's seams which are analagous to the values $T_{L}, T_{R}$ and $z_{0}$ in the 1 -dimensional element described in the previous section. We check for inconsistencies in these values, and on finding none, conclude that a continuously differentiable surface may be fitted over the element as a whole.

We write expressions as hollow arrays, in terms of corner values and tangent intersections, that is

$$
\left[\begin{array}{llll}
z_{N W} & T_{N W}^{x} & T_{N E}^{x} & z_{N E} \\
T_{N W}^{y} & & & T_{N E} \\
T_{S W}^{y} & & & T_{S E}^{y} \\
z_{S W} & T_{S W}^{x} & T_{S E} \quad x & z_{S E}
\end{array}\right]
$$

where

$$
\begin{aligned}
& \mathrm{T}_{\mathrm{NW}}^{\mathrm{x}}=\mathrm{z}_{\mathrm{NW}}+\mathrm{h} / 2^{\mathrm{s}_{\mathrm{NW}}} \\
& \mathrm{~T}_{\mathrm{NW}}^{\mathrm{y}}=\mathrm{z}_{\mathrm{NW}}-\mathrm{k} / 2^{t_{N W}}, \quad \text { etc. }
\end{aligned}
$$

Thus, on applying (2.1) to $T_{S W}{ }^{x}$ and $T_{S E}{ }^{x}$ we see that the height of the surface at B (Figure 2.1) can be written as

$$
\frac{1}{2}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
0 & & & 0 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

Using the condition of linearity of the normal component of the gradient, it follows that the tangent intersection at $C\left(T_{C}\right)$ has value

$$
\frac{1}{2}\left[\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
1 & & & 1 \\
-1 & 1 & 1 & -1
\end{array}\right]
$$

Similarly the tangent intersection on the north side of $D$ will have value

$$
\frac{1}{2}\left[\begin{array}{rrrr}
-1 & 1 & 1 & -1 \\
1 & & & 1 \\
0 & & & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Application of (2.1) therefore gives the value at $D$ as

$$
\frac{1}{4}\left[\begin{array}{rrrr}
-1 & 1 & 1 & -1 \\
1 & & & 1 \\
1 & & & 1 \\
-1 & 1 & 1 & -1
\end{array}\right]
$$

From the symmetry of this expression it is immediately obvious that the same result would have been obtained if we had approached $D$ from east and west rather than from north and south. Thus continuous differentiability has been established along the St. George seams, and it only remains to show that the surface is $C^{1}$ within each $S t$. Andrew subelement.

Now clearly

$$
T_{R}=\frac{1}{2}\left(T_{A}+T_{C}\right), \quad T_{T}=\frac{1}{2}\left(T_{E}+T_{F}\right)
$$

Thus, from (2.1), the value at $P$ is
$\frac{1}{4}\left(T_{A}+T_{C}+T_{E}+T_{F}\right)$
$=1 / 8 \quad\left[\begin{array}{rrrr}-1 & 1 & 0 & 0 \\ 1 & & & 0 \\ 4 & & & 1 \\ -2 & 4 & 1 & -1\end{array}\right]$
from south east - north west approaches.
Now approaching $P$ from the south west and north east, we find

$$
T_{Q}=\frac{1}{2}\left(T_{A}+T_{F}\right), T_{S}=\frac{1}{2}\left(T_{C}+T_{E}\right)
$$

so again $\frac{1}{4}\left(T_{A}+T_{C}+T_{E}+T_{F}\right)$ is the value at $P$.

In this way we fill in values in all four subelements, and there are no inconsistencies.

We have now shown that a continuously differentiable surface can be fitted over our element. To show that this surface is uniquely defined we must prove that it is impossible to fit a non-zero surface to data consisting of zero value and gradient at each vertex. Now the one dimensional element described in Section (2.2) is identically zero if the value and gradient at the end points are zero. Thus the surface must vanish along our element's edges. Also, as a result of the gradient restriction which has been imposed, the inwards component of the derivative at the midpoint of each edge is zero; hence the internal south-north and west-east dividing lines are identically zero, so the derivatives at $D$ are zero. We have now shown that each St. Andrew cross diagonal has zero value and gradient at its ends, and is therefore identically zero. Thus all the seans of the element are identically zero, and the surface vanishes over the element as a whole. Uniqueness has been established.

### 2.4 Some expressions required for contouring

As has already been indicated, the major use to which we intend to put the seamed element described above is in contouring, using a subroutine such as that of Marlow and Powell (MP) to trace the conic sections over each triangle. MP exploit the fact that a quadratic on a triangle may conveniently be parametrised by its values at the vertices and the midpoints of the edges, and these data are required as input for their routine. We therefore give explicitly the values at $A, B, C, D, P, Q, R, S$ (see Figure 2.1) as 1inear combinations of values and normalised inwards components of derivatives that is

$$
\left[\begin{array}{llll}
z_{N W} & h s_{N W} & -h s_{N E} & z_{N E} \\
-k t_{N W} & & & -k t_{N E} \\
{ }^{k t_{S W}} & & & { }^{k t_{S E}} \\
z_{S W} & h s_{S W} & -h s_{S E} & z_{S E}
\end{array}\right]
$$

A11 other values follow by symmetry. The linear combinations are as follows:-


We note that all coefficients encountered in these linear combinations are binary fractions with largest denominator 64. This makes the actual computation as numerically stable as we could wisn.

It is not necessary, however, to use the linear combinations above directly in evaluating the heights at $P, Q, R$ and $S$. Instead, we may find it more convenient to use the expressions above only to calculate values along the external boundaries of the element and on the St. George seams. Now it can be snown (see Powe11 (1974)) that the eight peripheral values on
each rectangular subelement uniquely define the surface within that subelement. Thus we can write those values internal to the subelement as linear combinations of the peripheral values. The following expressions are used to evaluate $P$ and $Q$. Again all other values follow by symmetry.

$$
\text { P: } \frac{1}{4}\left[\begin{array}{rrr}
-1 & 2 & -1 \\
2 & & 2 \\
-1 & 2 & -1
\end{array}\right] \quad Q: 1 / 16\left[\begin{array}{rrr}
-3 & 2 & -1 \\
10 & & 2 \\
-1 & 10 & -3
\end{array}\right]
$$

In practice, however, a slightly different approach turns out to be faster stil1. Examination of the coding of the MP routine reveals that the algorithm uses the function values at the midpoints of the triangle's sides once only, to evaluate the tangent intersection values at those points. We may therefore reduce the amount of work done by the MP routine a little by passing tangent intersection values to it directly, in place of the function values themselves. Again we find it convenient to carry out a two-stage process:- first we evaluate height and tangent intersection data along the boundary of the element, plus the height at the centre and tangent intersection values on the $S t$. George seams (an expression for the tangent intersection value at $C$ is given in the previous section). We can then evaluate the five values inside each subsquare as linear combinations of the four tangent intersection values on the borders of that subsquare. Each internal tangent intersection is simply the mean value of the two nearest tangent intersections, and the central value is the mean of all four peripheral tangent intersections. Thus the calculations required are even simpler than those given by the expressions (2.5) and (2.6).

Finally, for completeness, we give expressions for the tangent intersection values at $A, C, Q, R, S$ as direct linear combinations of values and normalised inwards components of derivatives. They are as follows:-

$$
\begin{align*}
& \mathrm{T}_{\mathrm{A}}: \quad \frac{1}{2}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
0 & & & 0 \\
2 & 1 & 0 & 0
\end{array}\right]{ }^{\mathrm{T}_{\mathrm{C}}} \quad \frac{1}{4}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
1 & & & 1 \\
2 & 1 & 1 & 2
\end{array}\right] \\
& T_{Q}: \quad \frac{1}{4}\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
1 & & & 0 \\
4 & 1 & 0 & 0
\end{array}\right] \quad T_{R}: 1 / 8\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & & & 0 \\
1 & & & 1 \\
6 & 3 & 1 & 2
\end{array}\right] \\
& T_{S}: 1 / 8\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & & & 0 \\
2 & & & 1 \\
4 & 2 & 1 & 2
\end{array}\right] \tag{2.7}
\end{align*}
$$

### 2.5 Application of the method: an introduction

Before plotting it is usually convenient to link the partial contours produced by the quadratic contouring routine into complete contours, which will normally either be closed loops or will begin and end on the boundaries of the grid. This makes it possible to reduce 'pen-up' movement by the graphics device - a significant consideration with a pen plotter - and also allows for such refinements as contour annotation and properly constructed broken-line contours. Figure 2.4 shows a single seamed element in which such a linking process has been carried out; the data are shown at the vertices, and the element has been contoured with annotation.

The power of the method which we are proposing should be immediately apparent from this first illustration. The acceptability of any contour as actually drawn by a normal graphics device is measured by two criteria; the extent to which it truly represents the function being contoured and also its visual smoothness. In this example there is strong evidence to

suggest that the method can produce contours satisfying both criteria without having to use a particularly fine grid; whereas piecewise linear methods have only the grid size as a control parameter, the use of a continuously differentiable piecewise quadratic approximant allows us to control approximation accuracy and visual quality independently:- the fineness of the grid controls the former and the typical segment length controls the latter. Moreover, accurate approximation can be obtained without using a particularly fine grid; since the approximant is fitted using value and gradient rather than just value, accurate approximation is possible at much coarser grid spacings than with the piecewise linear approach:- in this example both a local minimum and a saddle point (the feature which piecewise linear methods find most troublesome) have been accommodated into a single element. MP's technique varies the length of individual line segments according to the curvature of the contour, and it is quite easy to produce contours of excellent visual quality. Of course we cannot reproduce second derivative continuity in the function which we are contouring, but this is of limited importance since the eye is very bad at detecting discontinuities in curvature - it is much more skilled at detecting discontinuities in gradient.

Figure 2.5 shows a complete contour map produced by the method. This plot may be compared with Figure 1.6, which shows the same function (1.6) contoured by a piecewise linear method. The grid in this example is the same as that used to produce Figure 1.6, that is a $30 \times 20$ grid of elements or a $31 \times 21$ grid of points. It is felt that comparisons between the two plots demonstrate very convincingly the superiority of the piecewise quadratic method over the piecewise linear method.

Of course, given equal grid sizes, the piecewise linear method is much faster than the piecewise quadratic method (in this example it is approximately three times faster); however to achieve the degree of smoothness (and accuracy) attained in Figure 2.5 using a piecewise linear method

it would be necessary to reduce the grid spacing to such an extent that the method would become prohibitively expensive: in fact reduction to a $120 \times 80$ grid of elements is still not sufficient to eradicate all the 'corners' in the most sharply curving areas of the contours. Moreover quite acceptable piecewise quadratic plots of this function can be achieved at a lower cost than Figure 2.5:- if the grid size is doubled and a 15 x 10 grid of elements is used (see Figure 2.6) then the plot produced by the piecewise quadratic method is only slightly inferior to Figure 2.5 and takes just under half the time to produce. The only noticeable differences occur in the top contours of the higher peak, and these are only slight.

A single example is not, of course, sufficient information on which to judge the merits of a contouring method; however we do not present any more complete plots at this stage, but instead we refer the reader to the numerous other plots of real and artificial data which appear later in this thesis. It is hoped that the aggregate of these illustrations will be sufficient to convince the reader of the excellent quality achievable with the seamed quadratic element.

### 2.6 Bounds over triangles, etc.

When a large number of elements is used in the production of a contour map, considerable savings in efficiency can be made if good bounds are available for bracketing the range of values which the piecewise quadratic approximant takes in individual triangles, over rectangular subelements and over complete elements. We therefore consider some possibilities here.

In the case of a single triangle, it is not too difficult to calculate exact bounds for the quadratic over its area. If the quadratic is positive or negative definite with its centre ( $X_{0}, Y_{o}$ ) inside the triangle (this is determined at an early stage of the MP algorithm) then one extremum will be the value of the quadratic at $\left(X_{0}, Y_{0}\right)$ and the other will occur at one


Figure 2.6 Standard function contoured using the seamed quadratic element (15 x 10 grid of elements).
of the vertices. Otherwise the maximum and minimum values will both occur on the triangle's edges. Consider a single edge of the triangle; the maximum and minimum values along that edge will occur at the ends, unless the tangent intersection $T$ on that edge is either larger or smaller than both values $z_{L}$ and $z_{R}$ at the ends. In this case one bound for the edge will be

$$
\begin{equation*}
\left(z_{L} z_{R}-T^{2}\right) /\left(z_{L}+z_{R}-2 T\right) \tag{2.8}
\end{equation*}
$$

and the other will be $z_{L}$ or $z_{R}$. Repetition of this process on the other two edges yields a set of values whose maximum and minimum are exact bounds for the values taken by the quadratic within the triangle.

Computation of exact bounds therefore takes a non-trivial (though not substantial) amount of time. What we really require is a very fast test, powerful enough to discard a large proportion of those triangles which the current contour does not traverse. As a preliminary step towards deriving such a test, it is convenient at this stage to give a brief introduction to homogeneous (or 'areal') coordinates (Milne, 1924).

Figure 2.7 shows an arbitrary point 0 lying inside a triangle ABC. The

areas of triangles $B O C, A O C$ and $A O B$ are $a_{1} a_{2}, a_{3}$ respectively. We define the homogeneous coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ of 0 with reference to triangle ABC to be $x_{1}=\frac{a_{1}}{a_{1}+a_{2}+a_{3}}, \quad x_{2}=\frac{a_{2}}{a_{1}+a_{2}+a_{3}}, \quad x_{3}=\frac{a_{3}}{a_{1}+a_{2}+a_{3}} . \quad$ The term in the denominators is not strictly an essential part of the definition
(a more general definition would allow any non-zero multiple of ( $x_{1}, x_{2}$, $x_{3}$ ), but the normalizing condition $x_{1}+x_{2}+x_{3}=1$ is convenient for our present purpose. The definition can also be extended to include points outside triangle $A B C$, but we shall not be interested in such points; we therefore have the additional property that $\underline{x} \geq \underline{0}$, where $\underline{x}=\left(x_{1}, x_{2}, x_{3}\right)$.

To convert the homogeneous point $\left(x_{1}, x_{2}, x_{3}\right)$ to Cartesian coordinates we use the formulae

$$
\begin{align*}
& X=x_{1} X_{A}+x_{2} X_{B}+x_{3} X_{C} \\
& Y=x_{1} Y_{A}+x_{2} Y_{B}+x_{3} Y_{C} \tag{2.9}
\end{align*}
$$

where $\left(X_{A}, Y_{A}\right),\left(X_{B}, Y_{B}\right)$ and $\left(X_{C}, Y_{C}\right)$ are the Cartesian coordinates of the vertices of $\triangle A B C$.

Now if $P, Q, R$ are the mid-points of the sides of $\triangle A B C$ (see Figure 2.7) and the quadratic takes values $f_{A}, f_{B}, f_{C}, f_{P}, f_{Q}, f_{R}$ at the vertices and mid-points of the edges of $\triangle A B C$, then it is easy to show that the equation of the quadratic in homogeneous coordinates is

$$
f(\underline{x})=\underline{x}^{T} M \underline{x}
$$

where $M$ is a $3 \times 3$ symmetric matrix ( $M_{i j}$ ) with

$$
\begin{align*}
M_{11} & =f_{A} \\
M_{22} & =f_{B} \\
M_{33} & =f_{C}  \tag{2.10}\\
M_{12} & =2 f_{R}-\frac{1}{2}\left(f_{A}+f_{B}\right) \\
M_{13} & =2 f_{Q}-\frac{1}{2}\left(f_{A}+f_{C}\right) \\
M_{23} & =2 f_{P}-\frac{1}{2}\left(f_{B}+f_{C}\right)
\end{align*}
$$

The quantities $M_{12}, M_{13}$ and $M_{23}$ are simply the tangent intersection values at $R, Q$ and $P$ respectively.

We are now in a position to consider some easy-to-calculate bounds for
the values taken by the quadratic within a single triangle. Some useful ones are given in Lemma 2.1.

## Lemma 2.1

A quadratic parametrised by the values which it takes at the vertices and midpoints of the sides of a triangle is bounded above and below within that triangle by the maximum and minimum of the set of values comprising the values at the vertices plus the tangent intersection value on each side.

## Proof

Consider the maximum value over the triangle:-
$\max \left\{\underline{x}^{T} M \underline{x}: \underline{x} \geq 0, \underline{1}^{T} \underline{x}=1\right\}$
$\leq \max \left\{\underline{x}^{T} M \underline{y}: x \geq 0, \underline{1}^{T} \underline{x}=1, y \geq 0, \underline{1}^{T} \underline{y}=1\right\}$
$=\max _{i, j} M_{i j}$
Similarly $\min \left\{\underline{x}^{T} M \underline{x}: x \geq 0, \underline{1}^{T} \underline{x}=1\right\}$
$\geq \min _{i, j} M_{i j}$
and the proof is complete.
The bounds given by this lemma are simple to compute and although they are non-minimal, empirical tests have shown that they are exact bounds in a high proportion (about two-thirds) of cases; typically 98-99\% of those triangles which remain after use of these bounds actually contain segments of contour at the current level. These bounds are also useful in enabling us to find bounds for the values taken by the piecewise quadratic over large areas. We now consider bounds for a rectangular subelement (comprising four triangles).

Lemma 2.1 tells us that the values (crosses) and tangent intersections (rings) indicated in Figure 2.8(a) give bounds for the values taken by the


Figure 2.8
piecewise quadratic within the subelement. However, as explained in Section 2.4, the five interior values in this diagram are all weighted averages of the four exterior tangent intersections, so we need not consider the data internal to the subsquare. Thus bounds are given by the eight peripheral values indicated in Figure 2.8(b).

Finally we consider bounds over a complete element. We may obviously begin by taking the aggregate of the values just found for the four subelements which form the element. However we can discard the values at the midpoints of the sides and at the centre as a consequence of equation (2.1). We are left with the four values and twelve tangent intersections indicated in Figure 2.9.


Figure 2.9
In practice, of course, we consider bounds in reverse order to that in which we have just derived them: for each contour level we begin by
discarding as many complete elements as the bounds will allow; we then consider the four subelements in each element that remains, discarding those whose bounds do not include the current contour height. For each triangle that remains we begin by making the simple calculation of nonminimal bounds given in Lemma 2.1. If a triangle survives this test we have found that it is so likely that the contour passes across the current triangle that it is inefficient to calculate exact bounds within the triangle; instead we proceed immediately with the quadratic contouring routines.

It is important that the calculation of the bounds discussed above is a numerically stable operation; otherwise there is a danger that areas containing sections of the current contour may be discarded erroneously. Consider the bounds given by Lemma 2.1, which are simply a subset of the values at the vertices and the tangent intersections on the edges of a triangle. In the context of numerical stability, the calculation of the former is the more crucial of the two operations: the bounds supplied by Lemma 2.1 can only be attained by the function if they occur at the vertices and it has already been stated that tiney are attained on a large proportion of occasions in practice. In fact it was shown in section 2.4 that the evaluation of both values and tangent intersections on each triangle is a very stable operation. Thus the bounds for a triangle given by Lemma 2.1 are stable, and it follows that the bounds derived for subelements and complete elements will also be reliable.

Of course the phenomenon of rounding error can never be eliminated completely; however it is unlikely to be harmful if it is kept to a minimum and if steps are taken to ensure that when it does occur, it occurs consistently. For example, when implementing the method, it is desirable (leaving aside considerations of efficiency) to calculate all heights and tangent intersection values internal to an element once only; and the data
along the edge of an element, which usually have to be evaluated twice, should be calculated in exactly the same way on both occasions, in the sense that identical operations are carried out in identical order. In this way any rounding errors which occur will occur consistently; therefore continuity of the contours can be preserved and differences between the true contour and the plotted one will nearly always be imperceptible.

### 2.7 Breakdown of the Implicit Function Theorem

The existence of a well-defined smooth contour line is guaranteed by the Implicit Function Theorem (see section 1.1); this theorem breaks down in regions where the function is locally constant, or at any other points where it has zero partial derivatives, and the computation must follow the mathematics in failing to produce proper contours at the corresponding levels. The cases of local maxima and minima and saddle points present few difficulties, but areas where the function is locally constant can cause problems. In practice, contours will start to display anomalous behaviour as such levels are approached. The particular form which this behaviour takes in our case is a tendency for such contours to follow the seam lines in elements. Figure 2.10 is an artificial example to illustrate this, suggested by Dr. M.A. Sabin.

On a $2 \times 2$ grid of unit size elements, zero value and gradient are imposed at all eight peripheral grid points, and the value and gradient at the centre are $(1 ; 4,-4)$. The unlabelled contours are at $\pm 0.0001$; they coalesce visually into a close approximation to the non-anomalous part of the zero contour internal to the large square, fut follow seam lines closely in an octagonal shape round the edge. This effect carries over in less extreme form to other contours at low positive and negative levels. Figure 2.11 is a practical example where this sort of effect is visible. The function is a nonnegative probability density estimate (constructed by Dr. B.W. Silverman to investigate metallurgical data collected


Figure 2.10 Breakdown of the Implicit Function Theorem: an artificial example.


Figure 2.11 Near breakdown of the Implicit Function Theorem in a bivariate probability density estimate.
by Dr. A. Bowyer) which approaches zero closely away from its mode. The oscillations visible clearly in the lowest level contour appear to be associated with the position and size of the $5 \times 5$ grid of elements; it seems very likely that they arise for the reason explained above. Possible methods of eliminating such oscillations (the most obvious being an overall reduction in grid size) are discussed later in this thesis, in Chapters 4, 5 and 6.

The behaviour just described is not the only anomalous behaviour which may occur in contours of the piecewise quadratic approximant when the Implicit Function Theorem breaks down. It has been stated that contours of the same height will only touch or cross each other in exceptional circumstances; the saddle point is clearly one exception, but it is not the only one. Figure 2.12 illustrates an unusual case in which five contours meet at a single point and three meet at another point.

In this example we have data lying on a $3 \times 3$ square grid of points with points four units apart, and we are plotting the zero contour. Although some rescaling has been carried out to help the reader assimilate the data easily, it should be emphasized that the data were not constructed artificially, but arose in a practical application in which the $C^{1}$ natural neighbour method was used to interpolate value-only data on a square grid with missing values. It appears that the true surface was locally constant in this area, but that the influence of surrounding data values (only a small part of the complete grid is shown here) caused the method to estimate non-zero gradients in most cases. Figure 2.13 indicates the positions of the triangular panels and numbers the quadratics in the area of interest from 1 to 10 . The quadratics are as follows:-

$$
\begin{aligned}
& q_{1}=q_{2}=9 / 16 x y \\
& q_{3}=-23 / 32 y^{2}+9 / 16 x y \\
& q_{4}=-23 / 32 x^{2}+9 / 16 x y \\
& q_{5}=\frac{1}{2} x^{2}-7 / 32 y^{2}-7 / 16 x y
\end{aligned}
$$



Figure 2.12. Anomalous behaviour caused by breakdown of the Implicit Function Theorem.


Figure 2.13 Triangular pane1s plotted over the contour map of Figure 2.12 .
$q_{6}=-7 / 32 x^{2}+\frac{1}{2} y^{2}-7 / 16 x y$
$q_{7}=q_{8}=-7 / 32(x+y)^{2}$
$q_{g}=q_{10}=1 / 64\left(x^{2}+y^{2}\right)-29 / 32 x y+15 / 16(-x+y+1)$

It is easy to verify that these quadratics do indeed form a continuously differentiable surface; we can check that all pairs of neighbouring quadratics fit together smoothly using the following condition:-

Suppose the quadratics $q_{i}$ and $q_{j}$ lie on either side of the line
$1 \mathrm{x}+\mathrm{my}+\mathrm{n}=0$
Then the resulting surface is continuously differentiable along the line if and only if
$q_{j}(x, y)=q_{i}(x, y)+\lambda(1 x+m y+n)^{2}$
for some constant $\lambda$.
It can now be seen that the approximant is nowhere locally constant, but that the Implicit Function Theorem is broken along a straight line from the origin (the centre of the plot) to the point ( $1,-1$ ) ; the contour which occurs here traces the maximum value of the paraboloid $-7 / 32(x+y)^{2}$. This contour can be considered to be the limiting case, as the contour level approaches zero from below, of pairs of parallel straight-line contours equidistant from the line $x+y=0$. Thus we can regard the contour as a pair of coincident contours, and this explains the phenomenon of an odd number of contours meeting at a point.

It might at first seem surprising that an example in which five or six contours meet at a point in this manner can occur when the functions being contoured are only polynomials of degree 2; however this is the result of the piecewise nature of the surface and the discontinuities in second derivative which result from this. Consider plotting the contours of linear functions; the contours of a single linear function are simply straight lines, but by piecing together linear functions with discontinuities in first derivative across the joins it is easy to construct a function with
an arbitrary number of contours meeting at a single point. This can also be done by piecing together quadratic functions with discontinuities in second derivative where they meet, for example by piecing together sections of hyperbolae around a point in such a way that the asymptotes of each hyperbola run along the boundaries between them.

Examples like the one which we have just discussed cannot be ignored; however it is important to emphasize that they will occur extremely infrequently, and indeed can only occur when our approximant has zero partial derivatives somewhere on the boundary line between two or more quadratics. In general contours produced by our method will be smooth curves of the highest quality.

### 2.8 Comparisons with cubic elements

The 1-dimensional element discussed in Section 2.2 invites comparison with the familiar cubic element. In terms of the conventional approach to error analysis, the latter is certainly to be preferred for the usual applications, but the similarities are remarkably close: equation (2.1), if rewritten as

$$
\begin{equation*}
z_{0}=\frac{1}{2} z_{L}+\frac{1}{4} q_{L}+\frac{1}{2} z_{R}+\frac{1}{4} q_{R} \tag{2.12}
\end{equation*}
$$

(where $\mathrm{q}_{\mathrm{L}}=\operatorname{ng}_{\mathrm{L}}, \mathrm{q}_{\mathrm{R}}=-\mathrm{hg}_{\mathrm{R}}$ ) holds for both; and both have integral

$$
\begin{equation*}
I=h\left(3 z_{L}+q_{L}+q_{R}+3 z_{R}\right) / 3 \tag{2.13}
\end{equation*}
$$

It is not hard to show that there is a piecewise cubic analogue of our sixteen-triangle quadratic element. It is a four-triangle subdivision of the rectangle on the $S t$. Andrew pattern, as illustrated in Figure 2.14, and again is characterised by value and gradient data at the vertices and linearity of the normal component of the derivative along the edges. As in the case of the quadratic element, we use a two-part argument to show


Figure 2.14
that a unique $C^{1}$ piecewise (cubic) polynomial surface is determined over the element; we show first that it is possible to fit a continuously differentiable surface to arbitrary data and we then prove uniqueness by showing that zero value and gradient data at all vertices must lead to the disappearance of the function throughout the element.

To show that a $C^{1}$ surface may be fitted to any data set it is sufficient to construct functions (usually termed 'cardinal' functions) satisfying the following two data sets:-
(i) Value $=1$ at a single vertex; all other values and gradients equal zero.
(ii) Normalised inwards component of $x$-derivative $=1$ at a single vertex; all other data are zero.

Given such a pair of cardinal functions, the other ten cardinal functions for the element can be constructed trivially using symmetry arguments and it is then possible to fit a $C^{1}$ surface to any given set of data values by constructing a linear combination of the cardinal functions. We now explain the notation given in Figure 2.14. The four triangles into which the rectangle $R$ is subdivided are $T_{1}, T_{2}, T_{3}, T_{4}$, meeting at a, the centre of the element. The vertices of $R$ are labelled $a_{1}, a_{2}, a_{3}, a_{4}$.

We denote the values of the cardinal function corresponding to value 1 in the south west corner of the element by $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\lambda_{4}$, the cubic $\lambda_{i}$ occurring in triangle $\mathrm{T}_{i}$. In the same way we denote the values of the cardinal function corresponding to (normalised) x-derivative 1 in the south west corner by $\rho_{11,} \rho_{12}, \rho_{13}$ and $\rho_{14^{\circ}}$

For convenience, but without loss of generality, we regard the centre of the element as the origin and take $h=1, k=1$. Then the cardinal functions have the following values;-

$$
\begin{align*}
& \lambda_{1}(x, y)=\frac{1}{4} x^{3}+3 / 8 x y^{2}+1 / 8 y^{3}+\frac{3}{4} x y+3 / 8(-x-y)+\frac{1}{4} \\
& \lambda_{2}(x, y)=1 / 8 x^{3}-3 / 8 x^{2} y+\frac{3}{4} x y+3 / 8(-x-y)+\frac{1}{4} \\
& \lambda_{3}(x, y)=-3 / 8 x y^{2}+1 / 8 y^{3}+\frac{3}{4} x y+3 / 8(-x-y)+\frac{1}{4} \\
& \lambda_{4}(x, y)=1 / 8 x^{3}+3 / 8 x^{2} y+\frac{1}{4} y^{3}+\frac{3}{4} x y+3 / 8(-x-y)+\frac{1}{4} \tag{2.14}
\end{align*}
$$

$\rho_{11}(x, y)=\frac{1}{4} x^{3}+1 / 8 x y^{2}-\frac{1}{4} x^{2}+\frac{1}{4} x y-1 / 8 y^{2}-1 / 8 x-\frac{1}{4} y+1 / 8$
$\rho_{12(x, y)}=1 / 8 x^{3}-\frac{1}{4} x^{2} y-1 / 8 x^{2}+\frac{1}{2} x y-1 / 8 x-\frac{1}{4} y+1 / 8$
$\rho_{13}(x, y)=-1 / 8 x y^{2}+\frac{1}{4} x y+1 / 8 y^{2}-1 / 8 x-\frac{1}{4} y+1 / 8$
$\rho_{14}(x, y)=1 / 8 x^{3}+\frac{1}{4} x^{2} y-1 / 8 x^{2}-1 / 8 x-\frac{1}{4} y+1 / 8$

It is straightforward to check that the functions $\lambda_{i}$ and $\rho_{1 i}$ fit the data, that the normal component of the derivative along the edges varies linearly, and that the surface is continuously differentiable across the seams of the element. It remains to be proven that the surface fitted from the obvious linear combination of these and the other cardinal functions is unique. The proof of uniqueness is almost identical to a proof given by Percell (1976) of the uniqueness of the surface determined by the CloughTocher triangular element, which was introduced in Clough and Tocher (1965). For use in this proof, we define $\phi_{i}$ to be the (unique) linear function such
that $\phi_{i}(a)=1$ and $\phi_{i}$ vanishes on the exterior edge of $T_{i}$. Furthermore, let $\phi$ be the function on $R$ defined by

$$
\phi\left|\mathrm{T}_{\mathrm{i}}=\phi_{\mathrm{i}}\right| \mathrm{T}_{\mathrm{i}}, \quad 1 \leq \mathrm{i} \leq 4
$$

where the vertical bar means restriction of a function. $\phi$ is wel1-defined and continuous on $R$ because $\phi_{i}$ and $\phi_{i+1}$ are identical on $T_{i} \cap T_{i+1}$ since both are 0 at $a_{i+1}$ and 1 at a. (Throughout this argument subscripts will be counted mod 4.) We also denote our piecewise cubic by $\gamma$, and the part of it which lies in $T_{i}$ by $\gamma_{i}$. So

$$
\gamma_{i}=\gamma \mid T_{i}, \quad 1 \leq i \leq 4
$$

Now when the data at the vertices are zero, $\gamma$ and $\nabla \gamma$ vanish on each exterior edge of $T(\nabla \gamma$ is zero as a result of the gradient restriction). It therefore follows that $\gamma=\ell \phi^{2}$, where $\ell_{i}=\ell \mid T_{i}$ is a linear function. Note that $\ell$ is continuous because $\gamma$ is continuous and $\phi$ does not vanish on $\mathrm{T}_{\mathrm{i}} \cap \mathrm{T}_{\mathrm{i}+1}$ except at $\mathrm{a}_{\mathrm{i}+1}$. On $\mathrm{T}_{\mathrm{i}} \cap \mathrm{T}_{\mathrm{i}+1}$, $\nabla \gamma$ is well-defined and is given by either
$2 \ell \phi \nabla \phi_{i}+\phi^{2} \nabla \ell_{i} \quad$ or $\quad 2 \ell \phi \nabla \phi_{i+1}+\phi^{2} \nabla \ell_{i+1}$

Thus
$2 \ell \nabla\left(\phi_{i+1}-\phi_{i}\right)+\phi \nabla\left(\ell_{i+1}-\ell_{i}\right)=0$
on $T_{i} \cap T_{i+1}$. Since $\phi\left(a_{i+1}\right)=0$ and $\nabla\left(\phi_{i+1}-\phi_{i}\right) \neq 0$ (because the lines $\phi_{i}=0$ and $\phi_{i+1}=0$ are not parallel) it follows that $\ell\left(a_{i+1}\right)=0$. Therefore $\ell_{i}$ vanishes at the exterior vertices $a_{i}, a_{i+1}$ of the triangle $T_{i}$, so $\ell_{i}$ vanishes on the exterior edge of $T_{i}$. Hence $\ell_{i}=c_{i} \phi_{i}$ for some constant $c_{i}$. But since $\ell$ is continuous and $\phi_{i}(a)=1, c_{1}, c_{2}, c_{3}$ and $c_{4}$ must be the same, so $\ell=c \phi$ for some real $c$. Thus $\gamma=c \phi^{3}$, which cannot be $C^{1}$ unless $c=0$ because $\phi$ is not $c^{1}$. Uniqueness is therefore proven.

The element introduced above and the sixteen-triangle quadratic element preserve the same similarities observed between the two 1-dimensional elements.

For both elements, the value at the centre, $z_{0}$, is given by the relation

$$
\begin{align*}
& z_{0}=\frac{1}{4}\left(z_{N E}+z_{N W}+z_{S W}+z_{S E}\right)+h / 8\left(-s_{\text {iE }}+s_{N W}+s_{S W}-s_{S E}\right)+ \\
& k_{/ 8}\left(-t_{N E}-t_{N W}+t_{S W}+t_{S E}\right)
\end{align*}
$$

and both have integral given by the linear combination

It is tempting to conjecture that in $n$ dimensions there is a cubic element with $n!2^{n-1}$ simplexes and a quadratic element with $n!2^{2 n-1}$ simplexes and that both satisfy the obvious n-dimensional generalisations of (2.12), (2.16) for the value at the centre and of (2.13), (2.17) as integral formula. No attempt has been made to verify this.

If a subroutine were available which employed a method of parametric contour generation for a cubic, analogous to the method used by MP for a quadratic, then it might well be attractive to use the four-triangle cubic element as an alternative to the sixteen-triangle quadratic element; unfortunately no such subroutine has yet been written. It would provide an interesting opportunity to examine the tradeoff between the number of triangles per grid point and the complexity of the function on each triangle. We are therefore forced to confine our attention to the development of the piecewise quadratic method for contouring in the remainder of this thesis.

## THE CONICON PACKAGE

### 3.1 Introduction

The contouring method proposed in Chapter 2 has been implemented by the author in the form of CONICON, a self-contained package of subroutines which comprises approximately 7500 lines (including copious comments) of ANSI Fortran. Some examples of output from CONICON have already appeared in this thesis; in this chapter we explain the structure of the package, giving details of its more important subroutines, and present further illustrations of its capabilities.

At the highest level of the package are eight master routines, any one of which may be called by the user to produce a complete contour plot with or without features such as annotation, crosshatching and local suppression of contour plotting. A comprehensive description of the functions of these subroutines and the features which they offer can be found in the CONICON users' guide, which forms Appendix A of this thesis. Also documented in Appendix A are a pair of routines for indicating stationary points of the piecewise quadratic approximant, and a number of utility routines which help the user to set up data for his chosen master routine.

At a much lower level, the simple graphics routines which are needed to carry out tasks such as (i) plotting a straight line from the current position to ( $\mathrm{x}, \mathrm{y}$ ), or (ii) moving the plotter position invisibly to ( $\mathrm{x}, \mathrm{y}$ ), are assumed to be supplied by the user's system and are not an integral part of the CONICON package. The set of such graphics routines which the user is expected to provide is also described in Appendix A.

The CONICON package was developed on the Avon Universities Honeywe11 Multics system and has been run successfully by the author and a number of other users on several hundred data sets. The package is interfaced to a
highly efficient package of graphics subroutines, which allows plots to be displayed directly on both the Tektronix 4015 graphics terminal and the Tektronix 4663 pen plotter belonging to the School of Mathematics at Bath University. Most of the CONICON plots which appear in this thesis are hard copies from the former device, since the latter was not available for most of the duration of this project. Principal advantages of using the latter device are the ability to create larger scale plots and the opportunity to use more than one pen colour in the creation of a single plot (a facility which is utilised by the CONICON package's crosshatching feature).

Following the completion of this project the package was installed (with no major problems) on CDC Cyber 175 and 835 machines at the European Centre for Medium Range Weather Forecasts, Shinfield Park, Reading. A number of further improvements were made by the author to this version of the package, but these were made at too late a date for inclusion in the current chapter and are not documented in Appendix A. However some examples of plots produced by this version of the package appear in Chapter 4. Unlike the other plots in this thesis these were produced by a raster device (Versatec 8122 electrostatic plotter) after vector to raster conversion.

### 3.1.1 Quadratic contouring routines

In the original version of CONICON the routine of Marlow and Powell (1976) was used to trace the contours of the piecewise quadratic approximant across individual triangles. However it soon became apparent that in its published form this subroutine would not be reliable enough for the production of contour maps in large quantities: the routine was found to have an inherent numerical instability, which sometimes resulted in exponent underflow (or overflow) in relatively straightforward non-pathological examples; and it produced incorrect results in some special cases. An attempt to alter MP's routine to improve its stability was not a complete
success, and therefore the routine was eventually replaced by a number of new subroutines due to Professor R. Sibson (pers. comm.). The resulting version of the package, CONICON 2, is the one which we describe in this Chapter.

The new routines have a number of distinct advantages over the routine of Marlow and Powell: they have proven to be extremely reliable, are considerably faster (especially over large contour maps) and were carefully designed to ensure that the endpoints of those individual conic sections which in theory are identical are also numerically identical.

Sibson's routines employ a much simpler parametrisation for conic sections which appears a more natural choice than that used by Marlow and Powe11 and retains a sensible adaptive step length policy. Each conic section is parametrised in terms of its endpoints ( $(x 0, y 0, z 0)$ and ( $\mathrm{xl}, \mathrm{yl}, \mathrm{zl}$ ) in homogeneous coordinates normalised to sum to unity) and the point of intersection ( $x h, y h, z h$ ) of tangents constructed at the endpoints, which is known as the pole. The normalisation of the pole is dependent on the conic; it is not in general the case that $x h+y h+z h=1$. The parametric equations for the conic section are then

$$
\begin{aligned}
& x(\tau)=x 0 \tau^{2}+2 \operatorname{xh} \tau(1-\tau)+x l(1-\tau)^{2} \\
& y(\tau)=y 0 \tau^{2}+2 \operatorname{yh} \tau(1-\tau)+y l(1-\tau)^{2} \\
& z(\tau)=z 0_{\tau}^{2}+2 \operatorname{zh} \tau(1-\tau)+z l(1-\tau)^{2}
\end{aligned}
$$

$$
\begin{equation*}
0 \leq \tau \leq 1 \tag{3.1}
\end{equation*}
$$

These values are unnormalised.
Ring contours lying completely within the reference triangle are divided into two separate pieces, each with its pole at infinity. All cases where the contour degenerates into a pair of straight lines are dealt with correctly by a separate subroutine.

A further advantage of these subroutines is that they always generate conic sections in the same direction, with high ground on the left. At present this fact is ignored by the routine in CONICON which links conic sections to each other, but the potential exists to reduce by $50 \%$ the number of comparisons carried out by the linking routine: features such as 'ticking' of contours on the lower (or upper) side could then also be incorporated with no great difficulty.

Experience has indicated that in plots with large numbers of elements the great majority of conic sections need only be approximated by a single straight line; in view of this it is felt that MP's routine with its relatively large overheads wasted a large amount of CPU time making unnecessary calculations. The burden of such calculations imposed by sibson's routines is light in comparison and this is probably an important contributory factor to the relatively fast speed of these routines. In the current COiNICON set-up the number of straight line segments used to approximate a conic section across a triangle is a linear function (rounded to the nearest integer) of 180 degrees minus the angle subtended by the endpoints at the pole, a method which adapts itself according to the fineness of the grid employed and the curvature of the contours. Once this number has been determined the range of the parameter $\tau$ is simply divided into the appropriate number of equal intervals and each interval is represented by a single straight line segment. This rather simple-minded choice of adaptive segment length may well be improveable without the need for the complexity of the MP approach, but it appears to work reasonably well in practice.

### 3.2 Producing a simple contour plot using CONICON

In order to present as simple as possible a description of the basic structure of the CONICON package to begin with, we shall follow through the process of creating a simple contour plot without any of the special
features described in the documentation in Appendix A. In addition we shall assume that the user has on file or can calculate both the heights and gradients of the surface which he wishes to contour at the nodes of a square grid. Some of the subroutines encountered in this section will be explained in greater detail below; for the moment we wish simply to summarise the process involved in the creation of a CONICON plot.

The CONICON documentation instructs the user to call either subroutine CONIC1 or CONIC2 to produce any plot without crosshatching, since these are the master routines with the shortest argument lists and are therefore the easiest to use. We shall assume that the user wishes opening and closing of the plot frame to be carried out automatically: therefore he should choose to call subroutine CONIC1. CONIC1 simply opens the plot frame, plots the (rectangular) boundary of the grid in a style chosen by the user, resets the line style to solid for contour plotting, calls subroutine CONIC2 and finally closes the plot frame before returning.

CONIC2 is another short subroutine which sets the dimensions of a number of arrays not required when the crosshatching feature is not being used, and in examples such as ours in which the local contour suppression feature is not wanted sets all values in the array ZLIM to zero (see 3.7 or CONICON documentation for further explanation). Finally it calls subroutine ALLCON before returning.

Subroutine ALLCON is a vital part of the CONICON structure. This routine is called, directly or indirectly, by all master routines in the package with the exception of those which are used to contour the gradient of the approximant surface. In the case of our simple plot this routine will carry out the following tasks:-
(a) Check for illegal values of a number of variables.
(b) Calculate the bounds given in Section 2.6 for values taken by the surface within each element in the grid and store in the array ZLIM.
(c) Bypass the section which selects contour levels automatically, as we have supplied our own levels.
(d) Enter the main loop. For each contour level do the following:-
(i) Initialise variables to indicate that the current contour is of standard thickness and without annotation, and by-pass those sections which might alter these values if the labelling or thick-line options were being used.
(ii) Initialise variables indicating the position of the first free space in the working arrays $K, X Y$ and $K 3$ (see 3.4 for an explanation), and set the current contour height.
(iii) For each element of the grid, check whether the current contour level lies between the bounds for that element stored in ZLIM. If not, there is nothing to do. Otherwise call subroutine SQUARE which, along with those routines which it calls directly or indirectly, calculates the conic sections within each triangle of the element, attempts to link them to others which have been calculated earlier, and plots any contours which have now been completed.
(iv) If any contours in the data structure have not yet been plotted (this should only happen if the contour suppression feature has been used) call subroutine EMPTY which plots these contours.
(e) Bypass the crosshatching section of the routine and exit.

We now consider what happens on arrival at subroutine SQUARE. This subroutine deals with each of the four subelements in turn, beginning by calculating the bounds given in 2.6 for values taken by the function within. the subelement. If the current contour level fails to lie between these bounds we proceed to the next subelement. Otherwise we pass on the eight values (four heights and four tangent intersection values) just calculated as arguments in a call to subroutine SUBSQ.

Subroutine SUBSQ does a simple calculation (as explained in 2.4) to evaluate the four tangent intersection values and one surface height needed within the subelement. Each triangle within the subelement is then checked against the bounds given by Lemma 2.1 and when it is possible that a section of the current contour may cross a triangle, subroutine TRICON is called to construct the conic section(s) across the triangle and add it to the data structure; however before TRICON is called it is necessary to calculate the intersections of the contour with the triangle's edges, a task which is carried out by calling subroutine EJCUT once for each of its edges. Care is taken to ensure that this subroutine is called no more than once to calculate the intersections along each edge within the subelement. (Some repeat calls may however be made during later calls to SUBSQ.)

Subroutine TRICON calls subroutine CONSEG which identifies the contour segments within the reference triangle and returns the endpoint-and-pole parametrisation for each separate piece of conic. Subroutine PLTCON is then called once for each section of conic.

PLTCON is described in detail in Section 3.4; the first part of this routine calculates the straight line segments used to approximate the conic section, and the second part adds the conic section to the data structure and attempts to link it to partial contours already in the data structure. If the current conic section completes a contour, subroutine LABEL (see section 3.5) carries out the trivial task of plotting the contour, using the graphics routines which will have been supplied by the user's system.

To produce our simple plot we must therefore travel along a chain of several subroutines; this chain is illustrated by Figure 3.1.

### 3.3 Minor features of the package

Before examining major features of the CONICON package such as annotation and crosshatching we shall discuss some of those features which were simpler to incorporate but are nevertheless very useful.


### 3.3.1 Gradient Estimation

In practice the user is very often unable to calculate the true first order partial derivatives of his surface, and in such circumstances it is essential that a reliable gradient estimation routine should be available.

CONICON provides two such subroutines, called GRSET and GRSUB, and when gradient estimation is required one of these routines should be called prior to calling one of the master routines in the package. It is appropriate to call subroutine GRSET in normal circumstances and GRSUB in cases where the contour suppression feature is being used. Estimation is done in the most localised way possible, by fitting a parabola through a point and its two nearest neighbours in the relevant direction, and using the gradient of this parabola at the point of interest as our estimate. This technique preserves the contouring method's property of correct reproduction of quadratic surfaces, and given the piecewise quadratic nature of the approximant it seems the most natural method of gradient estimation. Subroutine GRSUB will not, however, use any point lying inside an area of local contour suppression for gradient estimation purposes. It sometimes therefore fits a straight line rather than a parabola to estimate the gradient at a point and in such cases the property of quadratic reproduction is lost in some areas of the plot.

Besides the usual case where the rectangular boundary of the map is probably a fairly arbitrary cut-off point, subroutine GRSET can cater for examples in which the surface can be thought of as a function over a cylinder or a torus and heights and gradients on opposite edges of the rectangle are therefore identical. In such cases the nearest neighbours of a point lying on the edge of the plot will still be situated in opposite directions.

The simplicity of this method of estimation belies its effectiveness. Figure 3.2 shows the superposition of two plots (both using a $31 \times 21$ grid


Figure 3.2 Standard example function, contoured using (a) true gradient values and (b) CONICON gradient estimates.
of points) of the same function (the function which was plotted in Figure 2.5 ), one using the true gradient values and the other using gradient estimates provided by subroutine GRSET. The only visible differences occur in some areas of the outermost contours where the line thickness appears greater than it should be.

### 3.3.2 Automatic selection of contour heights

The CONICON package offers the user the option of choosing contour heights himself, or of having them chosen automatically. Automatic choice of contour levels is carried out at an early stage of subroutine ALLCON, as soon as the bounds for values taken by the function within each element have been calculated. At the same time as these bounds are evaluated we calculate (in the obvious way) a pair of bounds for the complete region of interest. Contour levels (a number specified by the user) are then chosen at regular intervals to lie between this pair of values (alternatively the user may specify such a pair of values himself). The contour levels are chosen to be 'round' numbers, so far as this is possible by a subroutine, SCZZZ, originally written for scaling graphs by P.J. Green (pers. comm.).

Subroutine SCZZZ chooses contour levels to be integer multiples of any one of the following multiplied by an integer power of ten:-
$1,1.25,1.5,2,2.5,3,4,5,6,8$

It therefore follows that it is not always possible to select exactly the number of contour levels requested by the user, but the routine will choose the greatest possible number of contour levels less than or equal to the number selected by the user.

### 3.3.3 Automatic choice of label length

In the CONICON package the user is free to choose how many decimal places the numbers which label his contours should carry; alternatively, he
may leave the package to determine this for itself. One advantage of the latter c:curse of action is that labels on different contours can then have differemt numbers of decimal places.

Sub)routine WIDTH determines the number of characters (including decimal point and minus sign) in a label, whether or not the number of decimal places is chosen automatically.

The number of digits preceding the decimal place is determined easily, by examining the integer part of the logarithm (base 10) of the absolute value of the number. If the number of decimal places has been selected by the user then the only other information to be determined relates to the presence or absence of a minus sign and/or decimal point. Otherwise the routine must then determine the number of decimal places in the label. This is limited to a maximum of four. The following extract from subroutine WIDTH shows exactly how this number is determined (CT here represents the contour level itself, and NFRAC the number of decimal places).

DATA TT, EPS/1.0E04, 5.0E-05/
NFRAC $=0$
$\mathrm{ACT}=\mathrm{ABS}(\mathrm{CT})+E P S$
$1 \mathrm{ACT}=(\mathrm{AINT}(\mathrm{ACT} * \mathrm{TT})) / \mathrm{TT}-\operatorname{AINT}(\mathrm{ACT})$
IF (ACT.LT.EPS) GOTO 2
NFRAC $=$ NFRAC +1
IF (NFRAC.EQ.4) GOTO 2
$\mathrm{ACT}=\mathrm{ACT} * 10.0+\mathrm{EPS}$
GOTO 1
2 CONTINUE

### 3.4 Linking contour segments

It would of course be a simple task to ignore the continuity of the piecewise quadratic approximant and to plot each conic section produced by
the package immediately after generating it. Indeed some of the more primitive contouring packages which employ piecewise linear methods do draw contours in such a manner, plotting individual straight line segments separately. However, a number of practical considerations dictate that such a policy should be avoided if possible; instead it is preferable to carry out a linking process of all conic sections at each contour level prior to plotting, and to plot complete contours without (in the case of a pen plotter) the pen having to leave the paper. The most important reasons for doing this are as follows:
(i) To save on 'pen-up' time on a graphics device - a significant consideration when a pen plotter is used.
(ii) To allow a sensible annotation algorithm to be incorporated into the package.
(iii) To allow the proper construction of broken-line contours.

The CONICON package therefore incorporates such a linking process as an obligatory part of the production of contour plots, and in this section we explain the data structure used to implement this feature and how it is updated by subroutine PLTCON each time a new conic section is produced.

### 3.4.1 Data structure for 1 inking contours

It can be seen from the CONICON documentation in Appendix $A$ that even the simplest routine for contour plotting, subroutine CONICl, includes the working arrays $\mathrm{XY}, \mathrm{CONT}, \mathrm{K}$ and K 3 in its argument list. These arrays are all connected with the data structure which is used in the process of linking conic sections into complete contours. Their functions are as follows:-

The array $X Y(2, N X Y)$ holds the Cartesian coordinates of all the points used to approximate sections of the current contour across triangles, stored in the order in which they are generated. Thus when a new set of
such points representing a conic section is generated early in subroutine PLTCON it is added to the next free space in $X Y$. The first dimension of the array $\mathrm{K}(3, \mathrm{KTOP})$ provides a look-up table for the locations in XY of the end points of these conic sections; so if, for example, the first two conic sections in $X Y$ comprise 4 and 7 points respectively we will have $K(1,1)=1 ; K(1,2)=4 ; K(1,3)=5$ and $K(1,4)=11$.

The second dimension of $K$ indicates the way in which conic sections are linked to each other. Entries are initialised to be zero and altered after the successful linking of pairs of conic sections. For example, if the 'bottom' end of conic section 2 is joined to the 'top' end of conic section 4 , then $K(2,3)=8$ and $K(2,8)=3$. In addition, if we find that the Nth segment endpoint lies on the boundary of the grid, we set $K(2, N)=K T O P+1$.

The vector $\mathrm{K} 3(\mathrm{NK} 3)$ can be dimensioned considerably shorter than the other three working arrays discussed here; the odd entries are used as pointers to those segment ends in the data structure which remain unlinked, while the entry in $\mathrm{K} 3(2 \mathrm{~N})$ is the index number of the segment end at the opposite end of the chain of linked conic sections which begins at the Nth 'free' segment end. The segment endpoint indicated by K3(2N) will either lie on the boundary of the plot, or will also be available for linking. Information in the even entries of K 3 is kept so that it can quickly be determined whether a complete contour has been linked up after the addition of a new conic section.

The third dimension of $K$ simply performs the inverse transformation of odd entries in K 3 ; thus if $\mathrm{K} 3(2 \mathrm{M}-1)=\mathrm{N}$, then $\mathrm{K}(3, \mathrm{~N})=2 \mathrm{M}-1$. This information is needed for successful updating of K3. The third dimension of $\mathbb{R}$ also performs a vital role in CONICON's garbage collection routine (see subsection 3.4.5).

Finally the array $\operatorname{CONT}(2$, NXY $)$ is used when a complete contour is linked and ready to be plotted. The coordinates of the points which form the contour are copied from XY to CONT in their correct order, and the contour is then plotted by subroutine LABEL. All contours are plotted as soon as they have been completed, beginning at the end nearer to the current plotter position. As they are copied from XY into CONT the values in the second dimension of K which have become redundant are flagged with minus signs. It then becomes possible to call an efficient garbage collecting routine which removes all the redundant information from the arrays XY and K ; this permits major savings in storage space in examples where contours at all levels tend to be short and numerous.

We now present an example which illustrates the state of the data structure at a single instant during the construction of a contour plot. For simplicity we are contouring within a single element, which is illustrated by Figure 3.3. The dotted lines delineating the panels of the element are superimposed in order that the separate conic sections may be distinguished. Of course CONICON does not normally plot contours until they are fully linked, but here we plot all conic sections which have been generated regardless of their current state of linkage. The index numbers of all conic section ends are indicated in Figure 3.3; in this example we have interrupted the program immediately before conic sections in the NW subelement are calculated. At this stage eleven separate conic sections have been generated, two complete contours have been linked (and plotted) and there are two conic section ends which remain unlinked. KTOP in this example has been set to 200 . The values in K 3 and the second dimension of K at this stage are as follows:-


Figure 3.3 A single element example to illustrate the data structure used in linking contours.

| $K(2,1)=4$ | $K(2,9)=-14$ | $K(2,17)=-16$ |
| :--- | :--- | :--- |
| $K(2,2)=5$ | $K(2,10)=-201$ | $K(2,18)=-201$ |
| $K(2,3)=8$ | $K(2,11)=-13$ | $K(2,19)=201$ |
| $K(2,4)=1$ | $K(2,12)=-201$ | $K(2,20)=22$ |
| $K(2,5)=2$ | $K(2,13)=-11$ | $K(2,21)=0$ |
| $K(2,6)=0$ | $K(2,14)=-9$ | $K(2,22)=20$ |
| $K(2,7)=201$ | $K(2,15)=-201$ |  |

$K 3(1)=6$
$K 3(2)=7$
K3(3) $=21$
$K 3(4)=19$

### 3.4.2 How conic sections are linked

As was mentioned earlier, subroutine PLTCON carries out the tasks of updating the data structure and linking following the generation of a new conic section. The steps which PLTCON takes after it has approximated a conic section by a sequence of points are listed below (though for the present we shall omit reference to the rather complicated process of updating K3, which will be discussed separately).

1. Carry out a garbage collection if the new data will not otherwise fit into $K$ and $X Y$. If there is still insufficient space on return, STOP 620 or 621 .
2. Determine whether either end of the conic section lies on the boundary of the plot, and store this information. If both ends lie on the boundary call LABEL immediately to plot the contour with or without annotation, and return.
3. Add all points of the conic section to $X Y$, and make appropriate additions to the first two dimensions of $K$. At this stage the values added to $K^{\prime}$ s second dimension will be 0 or KTOP +1 .
4. Return if no free segment ends are available for possible linking to the current segment.
5. If the top end of the new conic section lies on the boundary of the plot, go to (8). Otherwise search through all available segment ends and determine whether any should be linked to the top end of the new segment (allowing linking only if a pair of points is numerically identical). If so, make appropriate alterations to the second dimension of K ; also use K 3 to find the index number of the point at the far end of the newly extended chain of linked conic sections.
6. If we have succeeded in linking the top end of the new segment to another conic section, check whether a closed loop has been completed. If so, go to (10).
7. If the bottom end of the new segment lies on the boundary of the plot, then either (i) If the top end was linked to another segment, thereby completing a contour, go to (9) or (ii) return.
8. Carry out a similar matching process on the segment's bottom end to that attempted with its top end. If it cannot be linked to another segment, return. If it can be linked to another segment, check to see whether a contour has been completed. Return unless this is so.
9. Determine which end of the new contour is closer to the current plotter position (stored as (XPT, YPT)).
10. Copy the various conic sections which form the new contour from XY into CONT in their correct order, with the first point being at the end nearer to (XPT, YPT). Flag values in the second dimension of $K$ with negative signs as they become redundant. Reset (XPT, YPT) to
be the final pair of coordinates in the contour. Call LABEL to plot the contour and return.

### 3.4.3 Updating thearray K3

The updating of $K 3$ after a new conic section has been added to the data structure needs to be treated with some care, particularly if we succeed in linking one or both ends of the new segment to other conic sections.

When an endpoint of the new conic section has been linked to another conic section, K 3 is immediately amended to take account of this. For example, suppose the new conic section is the 8 th and we are successful in linking its bottom end to the top end of the 5 th conic section in the data structure, which happens to be the third 'available' segment end in K3 i.e. $K 3(5)=10$. Then we will update $K 3$ so that $K 3(5)=16$, indicating that the top end of segment 8 is now the third free segment end (whether or not it is indeed free). $\mathrm{K} 3(6)$ does not require updating, because the segment endpoint at the far end of the chain of conic sections is unaltered. However we must look to see if this segment endpoint is also available for linking:if it is not (i.e. it lies on the boundary of the plot) then there are no more alterations to be made. Suppose though that it is free; we then look up its location in $K 3$ using the value in the third dimension of $K$ and find that this is, say, the first location. It follows that the value in K3(2) will be 10 ; this we must update to 16 to take account of the newly added segment.

We may however discover later that the top end of segment 8 had already been linked to another segment or alternatively that it lies on the boundary of the plot. In such cases we will therefore have to remove the third pair of entries from K3 (and in the former case a second pair of entries must also be removed from K3) and replace them by the final pair of non-zero entries in K 3 before either returning or calling subroutine LABEL.

Thus, before leaving subroutine PLTCON we must carry out the following tasks:-
(i) Make one pair of deletions from K3 for each endpoint of the new segment which has successfully been linked to another segment.
(ii) Make one pair of additions to $K 3$ for each endpoint of the new segment which we have failed to link to other segments (unless it lies on the boundary of the plot).

The net effect of this however, on the frequent occasions when a single end of the new segment is linked to another segment (and the other end does not lie on the boundary of the plot) is that no changes are made.

### 3.4.4 Retrieval of information from XY

CONICON's conic-following routines guarantee exact matching of conic section endpoints and for this reason the package always succeeds in correct construction of complete contours by the linking together of conic sections. However if the local contour suppression feature (see section 3.7) is used the package cannot always recognise when a contour has been completed: subroutine PLTCON can identify complete contours (a) which are closed loops or (b) whose endpoints lie on the (rectangular) boundary of the plot, but if the local contour suppression feature is used the package will usually generate some contours which fall into neither of these categories and will not be recognised as complete contours by the package. Therefore, in order that this does not result in contours being omitted from the plot, a check is carried out after all elements have been processed to determine whether NENDS (twice the number of 'free' segment ends in the data structure) equals zero. If NENDS is non-zero then not all complete contours have been recognised as such and it is therefore necessary to retrieve and plot the information still held in $X Y$. This is done by calling subroutine EMPTY. This routine simply locates the segment ends which have not been linked, and copies each contour into CONT before
calling subroutine LABEL, which plots it. When a contour has been plotted, the value in $K 3$ corresponding to the end not yet located by EMPTY (if this does not lie on the boundary of the grid) is flagged with a minus sign in order to prevent contours from being plotted twice.

A second use for this subroutine, which is currently implemented only in the ECMWF version of CONICON, prevents the necessity of aborting a job if the dimensions of the arrays $K$ or $X Y$ turn out not to be large enough: In the standard version of the package the user's program is forced to terminate at STOP 620 or STOP 621 if either of the variables KTOP or NXY turns out to be too sma11 to allow all contours to be fully linked internally; however if subroutine EMPTY is called instead of aborting in such circumstances it will plot all partial contours generated up to that point and allow the job to be continued, with all space in $X Y$ and $K$ once again free for use. This has little adverse effect on total CPU time: the only disadvantage is that annotation can become sparse if either KTOP or NXY is considerably below the ideal.

### 3.4.5 Garbage routine

As has been mentioned above, CONICON employs a garbage collecting routine to clear redundant information from the arrays $X Y$ and $K$ when there is insufficient room for new information to be added to the free space in either one of these arrays. Subroutine GARB carries out this task in the following way:-

We begin by searching through the second dimension of K to find the location of the first piece of redundant information in XY (flagged as negative in $K$ ). We then find the next block of useful information in $X Y$ and transfer this down $X Y$ so that the first pair of values is moved to where the first pair of redundant values occurred, and so on. We continue locating blocks of useful information and shifting them down XY in this
way until all the useful information on contour segments is located at the bottom end of $X Y$, and IXY (the location of the first free space in XY) is then updated. The first dimension of $K$ is also updated as this process is carried out; however $\mathrm{K}^{\prime}$ s second dimension remains unaltered at this stage. The third dimension of $K$ is used to keep a temporary record of the movement of contour segments down the array XY. For example, if the seventh segment becomes the third segment after discarding four redundant segments, we will have $K(3,13)=5$ and $K(3,14)=6$.

We now move on to the updating of the second dimension of $K$. In cases where a segment end has not been linked to another segment end, values (either 0 or $K T O P+1$ ) are simply transferred down the array. However, when a value in this array indicates that the conic section has been linked to another conic section, it is probable that the index of the segment end to whicn it is linked will have changed. The new index of that segment end is given by the value stored in the third dimension of $K$. After this process has been completed KBASE (the beginning of the next free space in $K$ ) is updated and we move on to the updating of K3.

K3 is updated in a similar way to the second dimension of $K$, using information on the changes in indices stored in the third dimension of K. Finally values are replaced in the third dimension of $K$ using the information now in the odd entries in K 3 .

### 3.5 Plotting and annotation of contours

These functions are carried out by subroutine LABEL. Using a graphics interface conforming to the specifications outlined in the CONICON documentation, plotting of a contour without annotation is a trivial operation, whether thick or ordinary line styles are used.

Thus most of subroutine LABEL is devoted to finding the locations at which labels occur and calculating the correct points where plotting of a contour should end and begin in the locality of a label.

Subroutine ALLCON determines whether or not contours should be annotated and whether they should be plotted using thick lines, by examining first the value of $I I$ and then, if necessary, examining the values of ITH and ILAB once each at every contour level.

If it has been decided that the current contour requires annotation, the positions of the labels need to be determined. The algorithm which subroutine LABEL employs to select label positions is as follows:-
(i) Calculate a pair of critical values, Cl and C2 (C1 < C2), depending on the dimensions of the plot and the lengths (i.e. number of characters) of labels on the current contour.
(ii) Calculate the length of the current contour.
(iii) (a) If contour length < Cl, plot the contour without labels.
(b) If Cl < contour length < C2, annotate the contour once only at its midpoint. (If the contour is a closed loop we regard the position where plotting begins and ends as its endpoints.)
(c) If C2 < contour length, provide the contour with two or more labels, the first occurring a short distance from where plotting starts and the remainder at equal intervals along the contour (the size of these intervals also depending upon the dimensions of the plot, etc.)

These choices of label position are all however subject to the constraint that a small rectangle surrounding each label should not overlap the boundary of the plot. If such an overlap would normally occur the current label and all subsequent labels are shifted in short steps
along the contour until the rectangle around the current label falls completely within the plot, or the contour ends.

In the current implementation CONICON uses hardware characters for labelling and plots them all at the same (vertical) orientation, unlike a number of other contouring packages whose labels are plotted at orientations depending on the direction of the contours in the areas where they occur. It is felt that this policy makes CONICON's labels easier to read in general, except in cases where contours are closely spaced relative to label size and are near vertical. It is also felt that the algorithm outlined above for choosing label positions usually results in a highly satisfactory pattern of sites, and that this is borne out by the examples which appear in this thesis. The steps carried out by subroutine LABEL are as follows:-

1. Move plotter position invisibly to the start of the contour. Jump to (8) if annotation is not required.
2. Calculate the length of the current contour, critical values C1 and C2 and hence the distance D2 of the next (first) label along the contour. If the contour is too short to be annotated proceed to (8).
3. Keep a running total of the lengths of the straight line segments which form the contour, until the total exceeds D2. Find the correct position of the centre of the label on the last straightline segment.
4. If a small rectangle around the current label would overlap the boundary of the plot, make a small addition to D2 (assuming there will still be enough space on the contour for a label a little further along; if not, go on to (8)) and return to (3).
5. Keep stepping back along the contour from the label's centre, one straight line segment at a time, until a point is reached which
lies outside the rectangle around the current label. Then find the intersection of the rectangle edge with the straight line segment which crosses it. Plot the contour (with a thick or ordinary line style) from the current plotter position as far as this point, and then plot the label itself.
6. Now step forward along the contour until we find the straight line segment which leaves the rectangle around the current label and find its intersection with the rectangle edge. Move the plotter position here invisibly.
7. If the current label is the final one jump ahead to (8). Otherwise increment $D 2$ and determine whether the next label will be the final one. Go back to (3).
8. Plot the remainder of the contour in a standard or thick line style.
9. End.

### 3.6 Crosshatching

A technique which has long been used in conjunction with hand drawn contour plots of relief, population density, rainfall etc. is that of crosshatching. This refinement is most commonly employed to achieve the effect of a progressive darkening of the map as the height of the surface increases and in such a form crosshatching is a useful aid to fast and easy assimilation of contour plots. The piecewise quadratic nature of the surface generated by our contouring method makes the automation of crosshatching a relatively straightforward problem to solve in our case, and this technique has therefore been incorporated into the CONICON package.

Broadly speaking, the problem of crosshatching can be subdivided into two distinct problems:- firstly the creation of the various patterns
which might be required by the user, and secondly, finding all intersections of lines forming these patterns with the contours themselves. The former of these two problems has already been solved and implemented in the TILE 4 package (Sibson, 1980), which is able to crosshatch the area within an arbitrary convex polygon. The piecewise quadratic nature of the approximant means that the latter problem reduces to one of finding the intersections of straight lines and conic sections, which presents few difficulties. Of course the solution would be even simpler if a true piecewise linear contouring method were used; however to the author's knowledge no other contouring package suitable for vector graphics devices offers this extremely attractive and useful facility.

The CONICON package includes two fundamentally different crosshatching algorithms, both of which are described in some detail below. Both algorithms do however solve the two major problems described above in an identical manner, and we therefore precede discussion of the algorithms by a description of how the package tackles these problems.

### 3.6.1 Creation of hatching styles

In order to explain how the numerous crosshatching patterns available in CONICON are created, we refer to two subroutines, XHATCH and HATCH, from the TILE 4 package. With the obvious exception of the simplest style of hatching, patterns are created by superimposing two or more rasters of parallel, equidistant lines, lines being either solid or broken. Solid lines will usually be sufficient for the sort of progressive darkening of hatching styles mentioned above, but the ability to construct broken lines makes it possible to produce (at the cost of very little extra labour) quite elaborate patterns which may be useful alternatives in certain special applications. Subroutine XHATCH , the higher level routine,
crosshatches the area within an arbitrary convex polygon by calling subroutine HATCH once for each raster of lines required. Indeed XHATCH is composed almost entirely of calls to HATCH, the particular calls which are selected on any one occasion depending on the code number of the crosshatching style chosen. The arguments of HATCH include variables (ANG, QO, Q1, PO, P1, P2 and P3) representing the values of seven parameters which together specify the raster completely. The meanings of these parameters are explained in the comments at the beginning of the code for subroutine HATCH, and the appropriate part is reproduced here (with permission).
"ANG is the angle in radians (anticlockwise positive) between the ( $\mathrm{X}, \mathrm{Y}$ ) axes and the ( $\mathrm{P}, \mathrm{Q}$ ) axes. Hatch lines are produced parallel to the $P$ axis. Q1 (assumed positive) is the spacing of hatch lines in the $Q$ direction and $Q 0$ is the offset of some line in the raster (visible or not within the polygon) from the origin. P3 is nonnegative. If it is zero, solid lines are produced, and PO, P1, P2 are ignored. If it is positive, it is taken as the gap length in broken lines, with P 2 , assumed positive if P 3 is, as the dash length. On the line at Q , a dash starts at $\mathrm{PO}+\mathrm{Q} \mathrm{P}$ l and extends in the positive direction. If any of the assumptions do not hold, no hatching is done".

Subroutine HATCH begins by finding $Q$ values for all vertices of the polygon and is then able to determine the line of the raster lying within the polygon which has minimum $Q$ value. Intersections of this line with the sides of the polygon are calculated and the line is then plotted, care being taken in the case of broken lines that dashes begin and end in the correct positions. $Q$ is incremented in steps of $Q 1$ and the remainder of the lines of the raster are plotted - in alternating directions to
minimise 'pen up' time. Eventually $Q$ exceeds the maximum value for any of the vertices and the hatching is completed.

### 3.6.2 Intersections with contours

The problem of finding the points where hatching lines and contours of the piecewise quadratic approximant intersect reduces to finding the intersections of a straight line and a conic section within a triangle. In CONICON, this is done by solving the equations of the conic and straight line in homogeneous coordinates. Since we have three coordinates and two equations the condition $x+y+z=1$ is imposed to obtain a solution, thus specifying barycentric coordinates. As was stated in Section 2.6, the coefficients in the equation of the conic in homogeneous coordinates are simply the values at the vertices and the tangent intersection values on the triangle's sides. The equation of the straight line (in the form $l x+m y+n z=0)$ is easily calculated from its intersections with the triangle's sides. We therefore derive a quadratic in one of the three variables $x, y$ or $z$. If the discriminant is negative, the two curves do not meet; otherwise we test to discover whether each intersection lies within the triangle (i.e. all homogeneous coordinates are positive) and, if so, convert the homogeneous coordinates of the intersection back to Cartesian coordinates.

### 3.6.3 How algorithm A works

This algorithm ties the process of crosshatching closely to that of contouring, by employing a strategy which relies on information discovered in the contouring part of the process: namely, whether or not each triangle of the piecewise quadratic is traversed by the current contour.

As the contouring is carried out, lists of information (vertices, values at vertices and tangent intersection values) on those triangles which are crossed by the contour are built up in the arrays $X D$ and $A B C$ at virtually no extra cost (except in storage space). The algorithm maintains two such lists throughout its course, one list for each of the contour levels between which the next band of hatching is to be carried out. Thus contours must be plotted in order of height (by convention, ascending), and contouring and crosshatching at each level are carried out alternately. After contouring at any particular level has been completed, subroutine ALLCON calls subroutine AHATCH (c.f. XHATCH in TILE 4, which it resembles closely), one of its arguments being the code number for the current style of hatching. AHATCH first checks to see if both lists of triangles are empty: if so, either there is no hatching to do (so RETURN), or the complete area of interest requires hatching, a task best performed by subroutine XHATCH. Normally, however, some of the triangles of the piecewise quadratic will have been crossed by one or both of the contours currently being considered, and in such cases subroutine RASTA is called one or more times, once for each raster of lines required, with parameters set appropriately for the current hatching style. RASTA, the heart of algorithm $A$, is a long subroutine which produces a single raster of hatching across that part of the surface which lies between a pair of specified contour levels, or above or below a specified contour level. The major stages of subroutine RASTA are outlined below. We describe here the case where hatching is carried out between a pair of contours: the differences which occur when hatching above or below a single contour level are obvious.

1. Calculate maximum and minimum $Q$ values for all triangles in both lists. Rearrange the data in each list efficiently according to minimum Q values, using a Shellsort (Shell, 1959).
2. Enter the main loop. Find the $Q$ value of the next (first) line of the raster. RETURN if this exceeds the maximum $Q$ value for the plot. Otherwise calculate the intersections of the line with the boundary of the plot.
3. Find those triangles in the lists which are crossed by the current line (a simple task since they have been ordered according to their $Q$ values).
4. For each triangle in each list which is crossed by the current line, find intersections (if any) with the current contours (see 3.6.2) and place these intersections in a list in the array XI.
5. Calculate the height of the surface at both ends of the current line. Determine whether these heights are consistent with the number (odd or even) of intersections with each contour. If we fail the test, shift the line a small, invisible distance 'upwards' by making a small addition to $Q$, then subtracting $Q 1$ and going back to (2). However, omit this test if one of the current contour heights is very close to the surface height at an end of the current line. Normally, we pass the test and proceed to the next stage.
6. Order the list of intersections according to their $P$ values.
7. If one of the two current contour heights is very close to the height of the surface at the end where we should begin plotting, reverse the direction of the line. Then determine whether the line should be begun with a visible or invisible movement of the pen from the edge of the grid.
8. Plot the line, normally in the opposite direction from that of its predecessor, in an "off-on" manner (switching on or off as each contour intersection is reached), using solid or broken lines. Then return to (2).
9. End.

The test carried out in stage (5) is necessary to protect against failing to detect (or double counting of) intersections which occur in close proximity to the boundary lines between individual quadratics. However the test is unreliable in cases where the height of the surface along its edge is very close to one of the current contour heights, so it is omitted in such cases.

It should also be noted that sections (4) to (7) inclusive may be bypassed if we find that the previous and current lines cross none of the triangles in our lists, and that none of these triangles are situated between the two lines.

### 3.6.4 How algorithm B works

In contrast with algorithm A, this algorithm completely divorces the two processes of crosshatching and contouring, and this allows for much greater flexibility in its use. The number of bands of crosshatching produced is entirely independent of the number and positions of contours in a plot, and it is also feasible using algorithm $B$ to superimpose different bands of crosshatching. This makes it possible to achieve the effect of progressive darkening of hatching with many fewer calls to the equivalent of subroutine RASTA than would be necessary if algorithm A were used. It is even possible, if desired, to crosshatch a plot using algorithm B without carrying out any of the calculations required to plot the contours of the surface.

For each desired band of hatching subroutine CONXB2, the appropriate master routine, makes a call to subroutine BHATCH. Unlike in the case of AHATCH (algorithm A) it is not possible to determine immediately whether the whole grid should be hatched in this style (though using the bounds for heights of the surface calculated early in ALLCON we can sometimes conclude that no hatching is required). Like AHATCH, BHATCH decides on
the number and nature of the calls which must be made to subroutine RASTB (c.f. RASTA) and carries these out. RASTB has much in common with RASTA, but there are some major differences. It can be divided into the following stages:

1. Initialisation of variables.
2. (Same as RASTA). Enter the main loop. Find the $Q$ value of the next (first) line of the raster (RETURN if this is greater than the max. $Q$ value for the plot) and calculate its points of intersection with the edges of the plot.
3. Follow the current line along from 'left' to 'right'. For each element of the grid which it crosses, check whether either contour height lies within the bounds for that element stored in ZLIM. If so, consider the four subelements in turn. If and only if (a) the subelement is traversed by the current line, and (b) the bounds for function values within the subelement contain either contour height, call subroutine SUBHAT which finds all intersections with the current contours within the subelement and makes appropriate additions to the list of intersections in XI. After each subelement has been considered (or if it is not necessary to consider the current element) proceed to the next element which the current line crosses and continue in this manner until the boundary of the plot is reached.
4. etc. Very similar to section (5) onwards of subroutine RASTA.

Return to (2) when plotting of a line is completed.
5. End.

Subroutine SUBHAT finds those triangles within the current subelement which
(a) are crossed by the current line, and
(b) contain at least one of the current contour heights within their bounds,
and calls subroutine TRIHAT once for each such triangle. TRIHAT simply calculates intersections of a straight line and a conic section within a triangle (as explained in 3.6 .2 ) and adds these to the 1 ist of intersections in $X I$.

### 3.6.5 Algorithm A vs Algorithm B

A discussion of the relative merits of the two crosshatching algorithms is included in the CONICON documentation (Appendix B) in the Section entitled 'Choice of crosshatching algorithm'. The previous two subsections help to explain how the differences arise: algorithm A requires a large amount of memory for grids of large numbers of cells because it stores information on all triangles which are crossed by either of the current contours in the arrays ABC and XD . Additional storage space is also required for maximum and minimum $Q$ values for each triangle in each list (TQ) and for sorting (LV and TS). We might also expect algorithm $A$ to be inefficient in terms of run time due to the necessity of sorting each list once for every raster of lines required; however other factors more than offset this. Most importantly, we can immediately 'home in' on those triangles which might contain intersections of contours and raster lines, discarding most of those which do not. In areas where raster lines are free of such intersections no time is wasted, and this is also true in cases where the whole grid requires hatching in a single style; so in this sense algorithm $A$ is more foolproof than algorithm B.

The advantages of algorithm B over A do therefore not usually relate to faster run time, but to less extravagance in the use of memory and much greater flexibility. In some cases this increased flexibility can also lead to greater efficiency in the use of CPU time:- in particular in the common case where we wish to produce an effect of increasing darkness of the plot as the height of the surface increases, the opportunity to superimpose different levels of hatching can be taken to good effect. One minor
problem related to such a strategy does however exist - the user cannot exercise quite the same degree of control over how gradual the changes in intensity are from one band to the next.

### 3.6.6 Crosshatching in combination with Annotation

A further refinement of the CONICON package is a facility which allows the user to incorporate both crosshatching and annotation within the same plot, in such a way that crosshatching lines respect the positions of labels by leaving a rectangular area around each label blank. This allows labels which would otherwise have been obliterated by crosshatching lines to be read with ease.

Such a facility must only be considered a minor embellishment to the package (indeed it might be argued that crosshatching and annotation are alternative means of achieving the same effect and are in no way complementary), but its implementation was a non-trivial task involving hundreds of lines of code (it allows annotation to be combined with hatching produced by either algorithm A or algorithm B) and we therefore give some details here. The additional steps required for this feature are as follows:-
(a) When plotting contours

For each label that is plotted, save (in the array ALAB) the coordinates of its centre and its length (number of characters).
(b) During subroutine RASTA or RASTB
(i) At an early stage find maximum and minimum $Q$ values for rectangular boxes surrounding each label and store these (also in $A L A B$ ). Then reorder the list of rectangles efficiently according to minimum $Q$ values. For each line of the raster:
(ii) Determine which labels, if any, are crossed by the current line and place information on them in a separate array AN.
(iii)
(v) If any overlaps exist between rectangles, remove these by reducing the number of intersections in the 1 ist.
(vi) Combine the lists of contour intersections and label intersections (discarding some) into a final list of 'effective intersections' in the array XI. Plot as before.

Crosshatching accounts for a large proportion of the code in CONICON: at least half the code is devoted solely to crosshatching. There are three major contributing factors to this:- the use of two alternative crosshatching algorithms; the wide range of hatching styles available; and the capatility to handle crosshatching and annotation simultaneously.

### 3.6.7 Examples

We conclude this section by presenting examples of CONICON plots which use the crosshatching facility. As explained in Appendix A, a total of 51 styles of crosshatching are currently available, of which the final six styles were added to those already available in TILE 4 by the author.

Figure 3.4 shows a single seamed element contoured and crosshatched using some of the more sophisticated styles available. It is also an example of the use of crosshatching and annotation in combination, and utilises the feature of automatic choice of label lengths to allow differing numbers of decimal places in labels on contours at different heights. The crosshatching in this plot was produced using algorithm A, which carries out the task more cheaply than algorithm $B$ and does not require significantly more storage space in single element examples.


Figure 3.4 A single element showing some of the available
hatching styles; contour annotation also
included.

Figure 3.5 shows a contour plot in which the effect of progressive darkening of hatching styles has been achieved by the superposition of hatches using algorithm B (a similar plot produced by algorithm A turned out to be significantly more expensive). The function being plotted is one of several utility functions produced from data provided by $A$. Francescon from the Dept. of Operational Research at the University of Sussex. The original data were value-only and lay on a square grid with missing values. Therefore an interpolant was constructed, using the $C^{1}$ Natural Neighbour method (Sibson, 1982) to $f i l l$ in missing values as well as gradients and this was contoured over the original grid, that is a grid of $36 \times 24$ points or $35 \times 23$ elements.

### 3.7 Local suppression of contour plotting

In many applications the user wishes to produce a contour plot of his function over a rectangular area; but sometimes a rectangular plot may be wasteful, or inconvenient, or even meaningless. For example, if the variable being investigated is the concentration of a particular organism within a circular pond, extrapolation to areas outside the pond will be totally inappropriate. In such cases we would prefer to define an $M \times N$ grid of elements as before, but only to contour those cells of the grid which lie completely within the area of interest. In addition we might wish to suppress contouring within some internal areas of the plot if, for example, one or more islands were present in the pond.

CONICON has a facility which allows the user to suppress contouring within a subset of grid cells of his choice. Implementation of this feature within the package was a straightforward task: the array ZLIM ( $2, \mathrm{MM}, \mathrm{N}$ ) which stores bounds for values attained by the surface within each cell of the grid is used to double up as an indicator variable specifying those cells within which contouring should be suppressed. Thus


Figure 3.5 A complete contour map illustrating progressive darkening of hatching styles (algorithm B).
if the user indicates that ne wishes to use the local contour suppression feature he is required to set values in the array ZLIM in the following way:- if he wishes the ( $I, J$ ) th cell to be contoured he should set ZLIM(1, I, J) less than or equal to $\operatorname{ZLIM}(2, I, J)$; if not, $\operatorname{ZLIM}(1, I, J)$ should be set greater than $\operatorname{ZLIM}(2, I, J)$. When the stage of calculating bounds for each cell is reached, bounds are only calculated and made to replace the existing values in ZLIM in cases of the latter type; therefore when we come to the stage of contouring the ( $I, J$ ) th element we simply check that the contour level $C$ and the values in ZLIM satisfy $\operatorname{ZLIM}(1, I, J)<C<\operatorname{ZLIM}(2, I, J)$ and only in such cases do we proceed with a call to subroutine SQUARE.

In a significant number of examples users may wish to restrict contouring to the area within a convex polygon; CONICON incorporates a subroutine called CONVEX which will automatically set suitable values in the array ZLIM to suppress contouring outside a convex polygon specified by the user. The polygon is defined by a number of linear constraints of the form $a x+b y+c \leq 0 ;$ all values in ZLIM are initialised as 0.0 by the routine and if the ( $I, J$ ) th cell fails to satisfy one or more of the constraints $Z \mathrm{LIM}(1, \mathrm{I}, \mathrm{J})$ is re-set to 1.0 .

CONICON also contains a subroutine called BORDER which plots the boundary of the part of the grid lying inside the same convex polygon within which contouring has taken place. The subroutine relies on the convexity of the polygon and can be broken down into four stages:- in the first it zigzags up and from left to right; in the second stage up and from right to left; then down and from right to left; and finally down and from left to right.

As has been mentioned above, subroutine EMPTY will often be called upon to plot a number of contours in plots of this type and the arrays $K 3, K$ and $X Y$ should therefore be dimensioned longer in such examples. It should also be noted that labels cannot always be prevented from overlapping the boundary of the plot.

The crosshatching feature has not yet been combined with local contour suppression, but conceptually the problem appears only a little more difficult to solve than the crosshatching problem for a rectangular area. An algorithm similar to algorithm B would seem appropriate, since it would be necessary to trace each line of the raster from cell to cell, checking whether the area within each new cell has been contoured or deliberately left blank. The algorithm would have to evaluate the height of the surface at every point where a line of the raster crossed the boundary between a blank cell and a contoured cell. Every such point could then either be treated as an additional intersection or discarded, depending upon whether or not the height of the surface at the point lay within the band of hatching.

Figure 3.6 shows a plot in which subroutine CONVEX has been used. The function is the $C^{1}$ Natural Neighbour Interpolant constructed from another data set provided by A. Francescon. Subroutine BORDER has been used to plot the boundary of the contoured area and the polygon itself is also indicated.

It should be noted that, useful though the contour suppression facility is, it is still nothing more than a selector facility for plotting or not plotting in each grid cell. Contouring exactly over an arbitrary (in practice polygonal) region, even in the convex case, is not yet supported by the package; equally, there is nothing to prevent the future development of such a facility.

### 3.8 Gradient contouring and marking of stationary points

One minor criticism which may be levelled against contour plots produced by CONICON is that the high visual quality of these maps may delude the user into believing that they must always give an accurate representation of the surface being considered. Indeed because we use


Figure 3.6 An example to illustrate local contour suppression.
gradient as well as value data CONICON plots are likely by and large to be accurate over most of their area; but in locations where the gradients of the surface are small and the Implicit Function Theorem (see Section 1.1) is close to breaking down, contours produced by this or any other package should be treated with a little more caution.

In Chapter 5 we discuss just how serious this problem really is, and conclude that there are grounds for believing that it is not very severe. Nevertheless some methods of reducing the errors in the contours in such areas are presented in Chapters 5 and 6. These methods have not however been included in the CONICON package, but the package does offer the facility to produce a contour plot of the squared magnitude of the gradient of the piecewise quadratic approximant. Gradient plots are produced by calling either of the master routines CONGR1 and CONGR2 contained in CONICON; a study of such a plot will give the user some indication of those areas in which contours of the function itself may be unreliable.

Plotting of the gradient of the approximant function is possible within the framework of CONICON because the approximant function is piecewise quadratic and continuously differentiable: the former property means that the partial derivatives of the surface vary linearly over triangles, and across such areas contours of the gradient will therefore be conic sections. The latter property means that contours of the gradient, though not continuously differentiable, will be continuous and can therefore be linked by subroutine PLTCON.

CONICON therefore produces plots of gradients in very much the same way as it produces ordinary surface plots; from TRICON downwards the subroutines employed in their production are identical. One difference which occurs is in bounds for values taken by the surface within elements, subelements and triangles. Since the first order partial derivatives
over a triangle vary linearly, they can be represented by an expression of the form

$$
\begin{equation*}
\nabla \mathrm{f}=\underline{\mathrm{b}}+\mathrm{c} \underline{\mathrm{x}} \tag{3.1}
\end{equation*}
$$

So $\quad \nabla f^{T} \nabla f=\underline{b}^{T} \underline{b}+2 \underline{b}^{T} C \underline{x}+\underline{x}^{T} C^{T} C \underline{x}$

Now $C^{T} C$ is positive definite, so a local minimum of the gradient may occur anywhere within a triangle, but the maximum value within any triangle must occur at one of its vertices.

Thus, in order to find the maximum value taken by the gradient within either an element or a subelement we need only look at the gradients at the vertices of the triangles which form that construction. Bounds for the minimum value, whether exact or not, are much more difficult to calculate: we can of course still use the bounds for triangles given by Lemma 2.1, but the logic used in constructing bounds for larger areas no longer holds. Thus we have to consider all height and tangent intersection values within an element or subelement in order to obtain a non-minimal lower bound for the gradient within that construction. (When contouring the gradient of a function, the tangent intersection value at the midpoint of a line in terms of the partial derivatives ( $s_{L}, t_{L}$ ) and ( $s_{R}, t_{R}$ ) at either end is simply $s_{L} s_{R}+t_{L} t_{R}$.)

We now present an example of the use of this technique. Figure 3.7 shows a plot of the gradient of the function contoured in Figure 2.5, etc. As we might have expected, the areas where the gradient is smallest occur around the function's two peaks, the saddle point and near the perimeter of the plot. Since we have plotted few contours round the outside of the plot in Figure 2.5, the low gradient in this area is unlikely to worry us. It is indeed a common feature of gradient plots that they tend to indicate areas where few contours have been plotted as least reliable; this is a result of the very nature of gradient plots and the fact that in most maps contour levels are chosen at regular intervals.


Figure 3.7 Gradient contour plot of standard example function.

Although we have not implemented this, it would in principle be fairly straightforward to use the gradient function to control contour plotting of the original function. For example, contours in areas of low gradient could be omitted or plotted as dashed lines to emphasise uncertainty. Also, in areas of very high gradient, subsidiary contours (e.g. those between "thick line" levels) could be omitted to avoid overcrowding. Such techniques are common in manual cartography.

Another use of the gradient function might be to improve annotation, to prevent labelling occurring in areas of high gradient where contours are close together and labels might become obscured.

The last of the facilities in CONICON which we describe, and one which is closely related to plotting the gradient of the approximant function, is the calculation and plotting of its stationary points. This is useful in certain applications, particularly in meteorology for isobar plots, where the labelling of 'H's and 'L's at highs (local maxima) and lows (local minima) respectively is common practice.

Use of the piecewise quadratic approximant makes the calculation of stationary points a relatively simple affair. No more than one stationary point may occur within a single triangle of the approximation and the simple form of the approximant within an individual triangle means that there is little difficulty in discovering the locations of such points. It is possible to calculate positions of stationary points directly as a fairly simple function of the six parametrising values on the triangle's edges (see for example Marlow and Powell (1976), p.10) but in examples where these values are large and close together a considerable amount of numerical instability is introduced into the calculations. CONICON therefore employs an alternative procedure, which makes use of the property that all the triangular panels of the approximant are right angled (and isoscles) and therefore the homogeneous coordinates corresponding to the two $45^{\circ}$ vertices ( $x$ and $y$ by convention) at any point are simple linear
transformations of the Cartesian coordinates of that point. We therefore regard these coordinates as Cartesian coordinates during our calculations for convenience. The steps required to determine the position and type of a stationary point within a triangle are then as follows:-

1. From the six parametrising values calculate partial derivatives in " $x$ " and " $y$ " directions at each vertex.
2. Determine whether both partial derivativestake at least one positive and at least one negative value at the triangle's vertices. If not, return.
3. Calculate the pairs of points along the triangle's sides where $x$ and y derivatives respectively are zero.
4. If the four points just determined are not situated in such a way that the straight lines $\frac{\partial f}{\partial x}=0$ and $\frac{\partial f}{\partial y}=0$ meet within the triangle, return.
5. Calculate the point of intersection of the lines $\frac{\partial f}{\partial x}=0$ and $\frac{\partial f}{\partial y}=0$, and convert to true Cartesian coordinates.
6. Calculate the three second order partial derivatives of the quadratic and use these to determine whether the stationary point is a minimum, a saddle point or a maximum, and return.
7. End.

An example of the use of this facility appears in Chapter 4.

## CHAPTER 4

## MISCELLANEOUS APPLICATIONS

### 4.1 Introduction

In this Chapter we illustrate the wide variety of applications of the piecewise quadratic contouring method by applying it, as implemented in the CONICON package, to a number of data sets arising in disciplines as diverse as statistics, metallurgy, meteorology and geology.

It would of course be beyond the scope of this thesis to attempt to explain the significance of most of the surfaces which are contoured in this Chapter, and therefore we do not in general provide more than the minimum amount of background information about the data sets - most of the examples are presented to illustrate the high quality of the quadratic contouring method, the facilities offered by the CONICON package and its capacity to cope with the largest and most complicated data sets; some examples also afford a means of comparing alternative contouring packages with CONICON directly.

We begin in Section 4.2 by studying further the bivariate probability density estimate which was contoured, not entirely successfully, in Figure 2.11. This density estimate arose from a metallurgical application and the method of its construction and the significance of its appearance are amply explained in Silverman (1982) - our concern is merely with improving the accuracy of the plot.

Section 4.3 shows an application in statistical methodology:- we investigate a series of two-parameter empirical likelihood functions arising from simulated data, using a model suggested by Professor $M$.

Aitkin (pers. comm.). In these examples we do attempt to provide some explanation of the behaviour of the functions which we contour, and we find that contouring is a particularly useful means of improving our understanding of them - probably much more useful than any alternative method of display.

In Section 4.4 the CONICON package is used to contour data sets arising in meteorology, provided by the European Centre for Mediumrange Weather Forecasts. Although these data sets comprise grids of up to $240 \times 61$ data sites the package is shown to cope with them quite adequately. These data sets also provide an excellent means of illustrating many of CONICON's features; and we include some examples which highlight the further improvements incorporated in the ECMWF version of the package.

Finally we use CONICON to contour a small assortment of published data sets in order to compare its plots directly with plots produced by other contouring packages. In all cases CONICON appears to produce plots of a quality at least as high as that attained by its rivals.

### 4.2 Contouring bivariate density estimates

We now return to the bivariate probability density estimate constructed by Dr. B.W. Silverman, a plot of which appeared as Figure 2.11. A full explanation of the variables represented by the $x$ and $y$ axes and the manner of construction of the estimate (in this case window width $=2.0$ ) is presented in Silverman (1982); here we are concerned simply with the accuracy of the contour plot as a representation of the underlying surface.

It should be noted however that this density estimate was constructed from nearly 15,000 observations and therefore each evaluation
of the height and gradient of the surface at a point requires a considerable amount of computation (though fortunately gradients involve little extra cost after calculation of heights); it is therefore important that as coarse a grid as possible should be used as input data for CONICON. For this reason, and because the error involved in using the seamed quadratic element is known to be of order $h^{3}$ (see Chapter 5 for further details), Silverman recommends the use of the seamed quadratic element not only for contour construction but also as a means of interpolation from true values and gradients on a coarse grid to estimated values on a finer grid which will allow density estimates to be displayed by the alternative means of perspective block diagrams.

We have already seen that the very coarse grid chosen by Silverman, one of just 25 elements, results in some very unnaturallooking behaviour on the outer (lowest) contour on the plot. We speculated in Chapter 2 that this behaviour was the result of nearbreakdown of the Implicit Function Theorem (see Section 1.1) around the edge of the plot: it should be noted that gradient values on the boundary of the grid are all either zero or very close to zero; the contours begin at the 0.001 level and are plotted at intervals of 0.002 - thus the highest contour level is 0.027 .

The most obvious way to improve Figure 2.11 is of course to use a finer grid, but as we have seen this is costly in terms of generating the data (the additional time involved in contouring itself is of lesser importance), so if an alternative method which did not involve use of a finer grid were to prove satisfactory, this would be preferable. Probably the only alternative method which does not rely on a different grid is to take a strictly monotonic transformation of
the data and to plot transformed contour levels; such a process will of course have no effect on the true contours of the surface, but can have an adverse or beneficial effect on contours produced by the piecewise quadratic method, depending upon the suitability of the transformation. We will need to use a transformation which allows us to retain correct gradients at the grid points, or it is very unlikely that any improvement will be made. The obvious candiddte would appear to be the logarithmic transform, as this will clearly remove the flatness near zero which appears to be the main source of trouble. However a log transform cannot be carried out on the data as it stands, because some data values are zero; therefore we add a small constant $\varepsilon(=1.0 e-06)$ to each $z$ value before taking the log transformation, and to obtain gradient values we simply divide the partial derivatives of the true surface by $(z+\varepsilon)$ at each point. The contour plot which results from this process is illustrated by Figure 4.1. This shows apparent success in that most of the unwanted oscillations have been eliminated from the outermost contour. However at the same time we have clearly altered the appearance of the map around the density estimate's mode: in this area contours appear less rounded than the corresponding contours in Figure 2.11, having apparently been stretched to some extent along a line running from the bottom left to top right hand corners of the plot, so that contours in the plot as a whole are more uniform in shape. It is impossible to tell whether or not this is an improvement over Figure 2.11 unless we know the appearance of the true contours of the surface; thus we have decreased grid size by a factor of two and plotted the contours of the (untransformed) surface over an $11 \times 11$ grid of points in Figure 4.2. This plot clearly has much more in


Figure 4.1 Logarithmic transform of a bivariate probability density estimate ( $5 \times 5$ grid of elements).


Figure 4.2 Untransformed probability density estimate ( $10 \times 10$ grid of elements).
common with Figure 4.1 than with Figure 2.11 and we can therefore conclude that use of the $\log$ transform has led to a considerable improvement; indeed it appears that if this particular example is a typical one (and plots of other window widths offer no evidence to the contrary) then the extremely cheap method of using a $6 \times 6$ grid of points and a log transform is likely to be suitable for contouring most bivariate probability density estimates, provided the window width (which controls the smoothness of such estimates) is not excessively small.

It should be borne in mind that in an example such as this the contours produced by a piecewise linear contouring method over a grid of such coarseness would be so poor as to be unacceptable even to someone accustomed to using such contouring methods; thus the production of even barely acceptable contours using such a method would still be a much more costly process than the production of highly acceptable contours with the method recommended above.

### 4.3 Looking at likelihood functions

In this section we use CONICON to look at surfaces which arise in a wholly statistical application, a two-parameter likelinood model formulated by Professor M. Altkin (pers. comm.). The model which we are investigating is a Normal mixture model: data are assumed to arise from a pair of Normal distributions, one of which is the Standard Normal (i.e. mean $=0$, standard deviation $=1$ ) and the other, the contaminating distribution, is Normal with mean $=\mu$ and standard deviation $=1$. Our two unknown parameters are the distance parameter $\mu$ and the mixing proportion, denoted by $\lambda$.

The likelihood function $L(\mu, \lambda \mid y)$ for a single observation $y$ is thus proportional to
$\lambda \exp \left[-\frac{1}{2}(y-\mu)^{2}\right]+(1-\lambda) \exp \left[-\frac{1}{2} y^{2}\right]$

However it is more convenient to consider log likelihood (as this function is much easier to analyse mathematically); therefore for a vector $\underline{y}$ of $n$ observations we have log likelihood:

$$
\begin{align*}
\log L(\mu, \lambda \mid \underline{y})= & \sum_{i=1}^{n} \log \left\{\lambda \exp \left[-\frac{1}{2}\left(y_{i}-\mu\right)^{2}\right]\right. \\
& \left.+(1-\lambda) \exp \left(-\frac{1}{2} y_{i}^{2}\right)\right\} \tag{4.2}
\end{align*}
$$

plus a constant term.
The first order partial derivatives are then

$$
\frac{\partial \log L}{\partial \lambda}=\sum_{i=1}^{n}\left[\frac{1-\exp \left\{\mu\left(\frac{1}{2} \mu-y_{i}\right)\right\}}{\lambda+(1-\lambda) \exp \left\{\mu\left(\frac{1}{2} \mu-y_{i}\right)\right\}}\right]
$$

$$
\begin{equation*}
\frac{\partial \log L}{\partial \mu}=\sum_{i=1}^{n}\left[\frac{y_{i}-\mu}{1+\frac{(1-\lambda)}{\lambda} \exp \left\{\mu\left(\frac{1}{2} \mu-y_{i}\right)\right\}}\right] \tag{4.3}
\end{equation*}
$$

Given any data set $\underline{y}$ which is assumed to satisfy our model, the (log) likelihood function tells us which combinations of the parameters $\lambda$ and $\mu$ are most likely to have caused such a data set to arise. In general we are not particularly interested in the magnitude of the likelihood at any point; more important are the shape of the surface and the positions of its local maxima.

The data used to generate the likelihood functions plotted in this section did not arise from a 'real' source, but were simulations from the NAG pseudo-random number generator (Numerical Algorithms Group, 1982), which uses the algorithm of Brent (1974). By providing
data sets with known values of $\mu$ and $\lambda$ we hope to assess how the likelihood functions ought ideally to appear. This should aid our understanding of likelihood functions arising from data with unknown parameter values and might also help us to identify data sets not satisfying our assumptions.

In all likelihood plots presented in this section the horizontal axis is used to represent $\lambda$ varying from 0 to 1 , and the vertical axis to represent $\mu$ as it varies between -2 and 3 .

However before we begin to examine individual plots a minor but unfortunate deficiency of the quadratic contouring method which was brought to light by the likelihood functions in this section must be pointed out:- when investigating this model initially it was discovered that in nearly all the contour plots of likelihood functions produced by CONICON a peak covering only a small area but higher than the maximum value attained by the surface elsewhere appeared within the element in the top right hand corner of the plot, and in one case spread to a neighbouring element; this phenomenon occurred in an area throughout which the surfaces should all have been rapidly decreasing as both $\lambda$ and $\mu$ increased. Examination of the gridded data in this locality revealed no errors, and it eventually became apparent that the cause of these anomalies was behaviour similar in some characteristics to the familiar 'Gibbs phenomenon' in Fourier analysis: the piecewise quadratic method of approximation was incapable of handing in a sensible way the very large (negative) gradient in the $\lambda$ direction in the extreme north eastern corner of the plot - the only way that this could be accommodated was by inserting a spurious peak in that area of the surface.

To explain this further we consider the problem in a single dimension only, looking at the line segment which forms the 'top' edge of the element in this corner of the plot. Suppose this element is of length $h$ with values and gradients ( $z 1, s 1$ ) and ( $z r, s r$ ) at its ends; then the value at the midpoint of the segment can easily be shown to be $\frac{1}{2}(z 1+z r)+h / 8(s 1-s r)$. It can therefore be seen that, whatever the (fixed)values of $z 1, z r$ and $s l$, the value at the midpoint of the line segment increases as sr decreases, and a point will arise at which the only way to fit a pair of quadratics smoothly along the line segment (assuming both sl and sr are negative) will be to force a turning point in each piece of quadratic and therefore a local maximum somewhere in the right hand half of the line segment. If the value of sr is very large (and negative) then there is no reason why this local maximum might not also be the global maximum in the piecewise quadratic along this line. Examination of our data supports the view that a two-dimensional manifestation of such behaviour was the cause of the phenomenon described above.

Reduction to a finer grid would appear to be the obvious solution to this problem; however it would have been necessary to increase the fineness of the grid quite considerably to achieve our objective, and such an alteration was clearly totally unnecessary in all other areas of the plot. It was therefore decided to take the alternative course of replacing the true gradients in the top right hand corner of all plots by estimated values. This of course is a rather ad hoc and unsatisfactory solution, though it was successful in eliminating the spurious peaks from all plots illustrated in this section. The possibility remains that less extreme forms of behaviour of this sort might well pass undetected by users and could provoke misinter-
pretation of contour maps produced by the piecewise quadratic method. The author is however of the firm belief that these examples are quite exceptional and that the phenomenon described above has not been observed in any other contour plots produced by the method. One potential means of eliminating the behaviour which we have described is to use a locally adaptive (non-uniform) grid to approximate our surface, and this idea is followed up in some depth in Chapter 6.

We now consider the (corrected) plot of our first data set, which comprises twenty pseudo-random Standard Normal observations from the NAG generator; these values are listed as data set no 1 in Table 4.1. In theory the function should be maximised on the dotted line $\mu=0$, along which the likelihood is constant, but in practice we will only expect to observe an approximation to such behaviour, as a result of sampling error. In fact Figure 4.3 (which, in common with Figures 4.4 and 4.5 , uses an $11 \times 11$ grid of points) suggests that the maximum occurs some distance from this line, indicating approximately a $15 \%$ contamination of observations with mean around -1.3 as the most likely cause of such a data set. This maximum is not very much greater than the value at $\mu=0$, the surface being relatively flat over a large area of the plot, but it must be borne in mind that the 10 g transform (base e) which we use has a distorting effect on the flatness of the surface. If the values listed as data set no 1 in Table 4.1 are plotted on graph paper there is indeed a strong suggestion of bimodality in the observations; it was therefore decided to examine a second set of pseudo-random Standard Normal observations produced by the NAG generator (listed as data set no 2 in Table 4.1).


Figure 4.3 Log likelihood of data set no.1 (20 values).

Data sett no. 1

| -2.475 | 0.492 | 0.126 | 0.147 |
| ---: | ---: | ---: | ---: |
| 0.419 | 0.550 | -1.402 | -1.029 |
| 0.932 | 0.819 | -0.489 | -0.676 |
| 0.441 | 0.664 | 0.392 | 0.384 |
| -1.052 | -0.319 | -0.908 | -0.326 |
| 0.763 | -1.350 | 0.648 | -0.668 |
| 0.304 | 0.233 | 0.754 | 0.032 |
| -1.328 | -1.623 | 0.444 | -0.854 |
| -0.639 | -0.344 | -0.861 | -0.967 |
| -1.509 | 1.599 | -1.252 | 0.137 |

Figure 4.4 shows the likelihood plot resulting from the use of data set no 2. In this case there is no hint of bimodality in the data, but the data set is still not entirely satisfactory: both sample mean (-0.3184) and standard deviation (0.672) are disturbingly (though not quite significantly) lower than they should be. The maximum appears to occur at $\lambda=1, \mu=\bar{y}$, but the surface is relatively flat whatever the mixing proportion for values of $\mu$ close to $\bar{y}$; other plots of pseudorandom Standard Normal variates indicate that the closer $\bar{y}$ is to 0 , the flatter the surface becomes in the $\lambda$ direction for $\mu \simeq \bar{y}$. This is an intuitively obvious point: its interpretation is simply that the closer the sample mean is to zero, the more indifferent the model becomes to the value of the mixing proportion $\lambda$, with aliasing becoming total at $\mu=0$.

Another property of the model, which is evident in all plots in this section, is that it tends to regard as equally likely a high mixing proportion with $\mu$ close to $\bar{y}$ on the one hand and a low mixing proportion with a more extreme value of $\mu$ on the other hand. This property


Figure 4.4 Log likelihood of data set no. 2 (20 values).
manifests itself in the tendency of most contours to veer away from the line $\mu=0$ as $\lambda$ decreases. However, this breaks down for the most likely sets of pairings of $\lambda$ and $\mu$, which tend to occur within more limited ranges of $\mu$ and (to a lesser extent) $\lambda$. Such cases are represented by contours which form single (rather than pairs of) branches lying on one side only of the line $\mu=0$.

Althoush it is arguable whether data set no. 2 is really any more satisfactory than data set no. 1 , the second data set was retained and transformed (by adding 2 to each value in the final column in Table 4.1) into a data set with values $\lambda=0.5, \mu=2.0$. The resultant likelihood function is contoured in Figure 4.5, the ideal maximum being indicated by a cross. It can be seen that the maximum occurs at a point where $\mu$ is barely greater than unity (though $\lambda$ is nearly correct), but this is hardly unexpected given the low mean of the original data set. The method has at least recognised that the data is probably bimodal.

In an attempt to eliminate some of the sampling error which has been so much in evidence thus far, we have simulated a much larger data set of 100 pseudo-random Standard Normal observations, to produce the likelihood function which is plotted as Figure 4.6. Even in this example the mean is rather low, but the likelihood function does appear to be settling down in its behaviour. This plot and the others in this section illustrate the intuitively obvious point that the method will always find the pairing $\lambda=1, \mu=\bar{y}$ more likely than $\lambda=0$, $\mu=0$, no matter how close to Standard Normal the data are: this is a consequence of having to fix one of the means at zero in order that there should be no more than two parameters in the model.



Figure 4.6 Log likelihood of 100 -value data set.

Finally Figure 4.7 was produced by adding a value of 2 to half of the data used in the construction of Figure 4.6 (both plots use a $21 \times 21$ grid of values and gradients). It can be seen that the maximum is very much closer to the ideal maximum (again marked by a cross) than was the case in Figure 4.5 .

It might be felt that we have been unlucky in this section in generating data sets of a fairly atypical nature. However it is important that we should not conveniently brush them aside in the hope of getting something better next time. The use of these data provides an important warning to the statistician that it is dangerous to make strong inferences from a small sample and provides an effective illustration of the phenomenon of sampling error.

However interpretation of the meaning of surfaces is a secondary consideration in this thesis. The most important conclusion which we draw from this section is that contouring by the piecewise quadratic method provides a highly effective means of studying the likelihood functions which arise from our model. A number of the details of surfaces which we have commented upon would almost certainly have passed unnoticed if an alternative method of presentation (such as the perspective block diagram) had been used.

### 4.4 Contouring meteorological data

Weather forecasting is undoubtedly one of the most important application areas for automatic contouring methods. The data which are contoured in this section were generated by the European Centre for Medium-range Weather Forecasts (ECMWF), and represent a selection of fairly typical surfaces which have arisen in global weather forecasting in recent years. The surface heights were provided already in gridded


Figure 4.7 Log likelihood of 100 -value data set (bimodal transformation).
form but gradient values were not available and have therefore been estimated in all examples. A distinctive feature of these data sets is their magnitude, the largest being a $240 \times 61$ grid of values. In most or all cases the grids were found to be unnecessarily large for contouring by CONICON, but were useful for the construction of accurate gradient estimates. Nevertheless the package succeeded in contouring all the complete data sets without error.

Unlike the illustrations elsewhere in this thesis, a number of the plots in this section were produced by an electrostatic plotter, following vector-to-raster conversion, at ECMWF. The size of these plots has been photographically reduced from 550 mm square to 158 mm square. The implementation of CONICON used at ECMWF incorporates a number of extra features which are not in the standard version of the package and are therefore not described in Chapter 3 or documented in Appendix A; most of these features are illustrated in one or more of the plots in this section.

We begin by investigating a 500mb geopotential field; that is the altitude (in tens of metres) at which atmospheric pressure equals 500 millibars. Fields of this type are often studied in preference to measurements of surface pressure because they are unaffected by changes in relief. A polar stereographic projection has been carried out on our data sites so that the area over which we are contouring, the Northern Hemisphere, appears flat and circular. The data were provided in the form of an $86 \times 86$ grid of heights, with all values falling outside the circle of interest being set to very large negative numbers.

Figure 4.8 is a plot of the complete data set, produced by the standard version of the package. As the circular area of our plot might have been approximated by a convex polygon, subroutine BORDER has been called to plot the boundary of the contoured area, though the values in ZLIM specifying where contouring should be suppressed were not in fact set by subroutine CONVEX.

It can be seen that the surface is a relatively simple one and there appears to be little justification for the use of such a fine grid. Figure 4.9 shows that this is true: in this illustration we have superimposed two plots of the surface, each of which uses a $29 \times 29$ subset of the original grid (every third point in each direction), the two subsets being mutually exclusive. It can be seen that over most of the plot the contours in each map are indistinguishable (and this is still true when the physical scale of the plot is increased by a factor of 2.8), and only in the flattest areas of the plot is there a slight visible difference. It should be noted that the full $86 \times 86$ grid of points was used in estimating the gradients in this example:- if the 29 x 29 grids alone had been used the discrepancies between the two surfaces would have been slightly greater.

Each of the $29 \times 29$ plots appearing in Figure 4.9 used approximately a third of the CPU time required to construct Figure 4.8; and in general we have found that for a given data set CPU usage tends to increase roughly in proportion with $1 /$ grid size. There is a small quadratic term in the relationship but this is of little importance relative to the linear term; we infer from this that the bounds derived in Section 2.6 for values attained by the function within each element are accurate enough to allow us to discard almost all of the unwanted elements at any particular level without incurring significant costs.


Figure 4.8 First ECMWF data set: 500 mb geopotential field ( $85 \times 85$ grid of elements, gradients estimated).


Figure 4.9 First ECMWF data set: two plots superimposed (each using a 28 x 28 grid of elements).

The reader may have noticed the policy adhered to in this thesis of not quoting absolute CPU timings; the major reason for this is a practical one - over the course of the project improvements have continually been made to different parts of the package which have reduced CPU usage and therefore rendered all previous CPU timings obsolete. Unfortunately constraints on time have prevented those jobs which created the illustrations in this thesis from being repeated, and therefore it has only been possible to provide an impression of relative times where it is felt that these might be of interest. A further problem arises in separating the CPU usage of the CONICON package itself from that of the basic graphics software provided by the user's system, which even in the case of the Avon Universities Honeywell Multics System implementation (which uses a highly efficient package of simple graphics routines) is believed to be responsible for $40 \%$ or more of total CPU usage. Thus when we do quote comparative CPU timings it should be borne in mind that these timings are inclusive of both the CONICON and basic graphics packages in the Avon Universities implementation, and it is therefore necessary to assess what proportion of the discrepancy can be explained by differences in the number of simple graphics instructions in each plot. It is clear that if a less efficient graphics package were interfaced to CONICON (and it is not uncommon to come across graphics packages which are several times less efficient than the package currently used) the basic graphics routines could dominate CPU usage to such an extent that the CONICON part of the job became relatively unimportant.

In the ECMWF implementation of CONICON CPU times have been compared with those relating to a piecewise linear package in regular use at that
installation, which was written by staff at the Weather Centre (Petersen, 1978) and employs the algorithm of Dayhoff (1963). For a fixed grid size CONICON appears to use very approximately three times as much CPU time as the piecewise linear package, after CPU usage by the basic graphics software has been deducted. Now since Dayhoff's version of the piecewise linear method divides each grid cell into four triangles only we would expect CONICON to use more than twice as much CPU time as this package, even if it were to approximate each conic section by a single straight line segment and therefore omit calculation of conic parametrisations, the angle subtended by endpoints at the pole, etc. Moreover CONICON, unlike the piecewise linear package, has to perform an internal linking process and has not yet been compiled with the optimising compiler at the ECMWF installation (which can be expected to reduce CPU usage by up to 20\%). It is therefore very unlikely that any gross inefficiencies remain i.. CONICON.

Of course it would be unfair to state without qualification that CONICON is three times slower than a piecewise linear package, because results produced by each package given a fixed grid size are so vastly different. As we stated early on in this thesis, in order to obtain results comparable in quality with those produced by CONICON using a piecewise linear method, grid size must be reduced to such an extent that contouring may become prohibitively expensive in terms of CPU time, memory requirements or the calculation of the grid values themselves.

We now present, in Figure 4.10 , a single plot of a 29 x 29 subset of our data, on this occasion produced by the ECMWF version of the package. In this case, the coarse grid alone has been used for gradient estimation, but there is very little change in the appearance of the plot. Local minima and maxima of the surface have been plotted as 'L's and 'H's


Figure 4.10500 mb geopotential field contoured by ECMWF version of CONICON, with local maxima and minima indicated ( 28 x 28 grid of elements).
respectively (saddle points are not included), and one of the improvements made to the ECMWF implementation of the package is now apparent: labels have been plotted along contours in the same orientation as the contours themselves.

The number and positions of the 'high' and ' 10 ' symbols in this particular plot would probably be quite acceptable to meteorologists; however, in plots of the same surface contoured over finer grids (in particular the full $86 \times 86$ grid of points) some extra stationary points occurred, resulting in some cases in the overlapping of pairs of ' $H$ ' and 'L' symbols. Checks showed that the extra stationary points were genuine; one such example is illustrated by Figure 4.11. Here we have a single element from the 86 x 86 grid in which a pair of minima (+ signs) and a pair of saddle points (0s) occur in very close proximity to one another. It is believed that such behaviour is a reflection of a suggestion in the gridded values that some higher derivative(s) may vanish at or near the cluster. This phenomenon would clearly be unacceptable to meteorologists and therefore a 'thinning out' process of some kind needs to be devised with their assistance. Such a process has been incorporated into ECMWF's piecewise linear contouring package - this requires the user to specify a radius of search in grid units; the package will then only plot local minima and maxima which are also extrema within a circle of that radius. To locate these extrema the package needs only to inspect values of the surface at grid points - clearly a more sophisticated a pproach would be required for use in conjunction with CONICON, where extreme values are not constrained to occur at nodes of the grid.

The final plot of this data set, Figure 4.12 , shows the contours from Figure 4.10 crosshatched (using algorithm B) with a simulated


Figure 4.11 Clustering of stationary points within a single element.


Figure 4.12500 mb geopotential field contoured with crosshatching and annotation (28 x 28 grid of elements).
greyscale. Two more special features of the ECMWF implementation of CONICON are at once apparent:- crosshatching has been combined with the contour suppression feature (using an algorithm along the lines of that suggested in Chapter 3) and the construction of hatching lines has been modified to take account of the new labelling policy.

Unfortunately the nature of the variable being investigated in our second example is unknown; however we include plots of this data set to illustrate further features of the ECMWF implementation of CONICON. The data in this example have been projected onto a grid with a (nearly) square boundary, but in this case the elements are not square, the grid comprising 31 rows and 120 columns. The standard version of CONICON insists on the use of square elements, but as we have seen in Chapter 2 there is no theoretical reason why rectangular elements should not be used and the ECMWF implementation of the package has accordingly been adapted to contour a general rectangular grid. The number of alterations required to accommodate this useful extension was considerable, but all alterations were of a fairly trivial nature, one important reason for this being that the quadratic contouring routines employed in CONICON were designed to handle arbitrarily-shaped triangles.

Figure 4.13 illustrates how the ECMWF version of CONICON contoured this particular data set. It can be seen that none of the labels in this plot overlap each other or neighbouring contours, and this is not the result of a coincidence:- this version of the package includes a number of checks which will normally prevent labels from occurring in unsuitable positions.

Firstly, once the package (in particular subroutine LABEL) has calculated the intended position of a label it carries out a pair of checks in an attempt to ensure that the contour is relatively straight


Figure 4.13 Second ECMWF data set ( 119 x 30 grid of rectangular elements).
in this area:- it begins by stepping along the contour from the centre of the label in both directions, until it locates the first point on the contour in each direction which is a distance greater than half the length of the label from the label's centre. It then calculates the angle subtended by these two points at the centre of the label and only allows the label to be plotted if this angle exceeds $150^{\circ}$. At the same time the slope of the straight line joining the two points just located is used to fix the orientation of the label. The second check considers the angle at which the contour enters the rectangular box around the label: if this is not within $30^{\circ}$ of a right angle the package again refuses to plot a label in this position.

However, if we pass both these tests and the package therefore considers the curvature of the contour in this area not to be excessive, we go on to examine the gradient of the surface in this area. This is done by locating the element in which the centre of the label is situated and considering the magnitude of the gradient at its centre and vertices; the maximum of these five values is used to summarize the gradient in this area of the plot. We are interested in the derivative in the direction normal to the orientation of the label, but this is also the gradient in the direction normal to the contour; that is, simply the magnitude of the gradient. We can therefore immediately compare our gradient value with the (vertical) distance to the nearest neighbouring contour level and decide whether there is sufficient room to fit the label (without obscuring any label which might exist on the neighbouring contour). If we fail any of these three tests the package immediately abandons its attempt to fit a label in the current position, and begins again at a point a little further along the contour.

The tests described above which consider the curvature of the contour at a proposed label site leave some opportunities for the occasional special case to escape detection, particularly if the surface is a very complicated one; however our tests are unlikely to fail often, and a foolproof method would probably be considerably more expensive. The gradient test has one obvious failing in that it cannot detect the close proximity of a contour at the same level; one example where this has led to a contour almost touching a label is evident at the 250 level in Figure 4.13. This test may also fail to detect the odd special case, but nevertheless it is in general effective and very cheap. The alternative method of storing all contours before plotting them and then taking elaborate precautions to ensure that all contours respect the positions of all labels and no two labels overlap has been implemented in some packages (for example see the contouring feature of the DISSPLA graphics package (ISSCO, 1982)), but in the author's experience it tends to be excessively expensive both in terms of CPU and memory usage. Moreover it is often difficult to identify to which contour a label belongs in areas of high gradient. The alterations made to the ECMWF version of CONICON regarding positioning of labels make no significant difference to the overall cost of producing a contour plot and are in general highly effective.

Returning once again to our second data set, Figure 4.14 was produced by removing three out of every four columns from the original grid, leaving a $29 \times 30$ grid of square elements. Values on the coarser grid alone were used for gradient estimation and the combination of sparser data and poorer gradient estimates has in this case undeniably resulted in the loss of a large amount of detail from the contours. In In this example the complexity of the surface does appear to warrant


Figure 4.14 Second ECMWF data set, contoured by the standard version of CONICON. (29 x 30 grid of square elements.)
the use of a relatively large data set, even if only for gradient estimation. In order to compare the standard and improved labelling policies directly we have on this occasion illustrated a plot produced by the standard version of the package: useful comparison is however impaired by the use of characters of different sizes.

Figure 4.15 shows how CONICON handles the largest data set which it has thus far had to contour, a $240 \times 61$ grid of values representing relative humidity (expressed as a percentage). The plot is indeed complex, but there can be no justification for the use of 240 columns in the grid: even in the largest-scale plot which the graphics device can produce (a 550 mm square) elements would be less than $2 \frac{1}{2} \mathrm{~mm}$ across in the horizontal direction. Reduction to a $60 \times 61$ grid of square elements has very little effect on the appearance of the plot (once again CPU usage falls by about 50\%), particularly if the full grid is used for gradient estimation.

However we have retained the full grid for the production of Figure 4.16 , a crosshatched version, in order to illustrate that crosshatching algorithm $B$ copes easily with a data set of this magnitude. In this and other plots (produced by algorithm B) in which crosshatching is used to build up density in this way, the crosshatching part of the job tends to be less time-consuming than the contouring part:- in a typical plot crosshatching might involve around $35 \%$ of the total CPU usage.

Finally we note that in a few areas of these plots the surface has exceeded the 100 level, behaviour which is of course impossible in practice - this is not a fault of the method, but rather reflects the fact that the surface is not wholly suitable for contouring by any general contouring method. Problems of a similar nature but greater


Figure 4.15 Third ECMWF data set: relative humidity ( $239 \times 60$ grid of rectangular elements).


Figure 4.16 $\begin{aligned} & \text { Relative humidity plot, crosshatched } \\ & \\ & (239 \times 60 \text { grid of elements). }\end{aligned}$
severity can arise if we attempt to contour rainfall data which may have extensive flat patches where the surface is zero. If we attempt to identify the dry areas by contouring very close to the zero level then breakdown of the Implicit Function Theorem can lead to the sort of anomalous behaviour in contours which was documented in Chapter 2 of this thesis. However, so long as we do not venture too close to the zero level, CONICON is perfectly capable of contouring rainfall data and has done so successfully on a number of occasions.

### 4.5 Plots of published data

In this final section we use the piecewise quadratic method to map three data sets which are contoured by alternative methods in the literature, and for the purpose of comparison we reproduce (with permission) the relevant illustrations from published sources. When comparing plots of the second and third surfaces it should be borne in mind that differences are not purely a consequence of using different contouring techniques - in these examples data sites are scattered irregularly and the methods of interpolation used also differ.

However we begin with a relatively simple example in which the data sites form a $30 \times 20$ square grid of points. These data were taken from the NAG Graphical Supplement (Numerical Algorithms Group, 1981), which gives no indication of the nature of the variable being measured. The NAG Graphical Supplement uses the piecewise linear method of Heap and Pink (1969) to construct contours, but also provides optionally a choice of two curve-fitting algorithms to increase their visual smoothness. Figure 4.17 shows the effect of selecting the piecewise cubic method of Butland (1980) to smooth contours of the surface. This may be compared with the CONICON plot of the same data set (with gradients


Figure 4.17 NAG Graphical Supplement contour algorithm example plot ( $29 \times 19$ grid of cells. Reproduced by permission of Numerical Algorithms Group).
estimated by subroutine GRSET) which we present as Figure 4.18. The latter plot has been rotated through $90^{\circ}$ to allow a larger scale.

Comparisons between the plots show that even following the application of a curve-fitting algorithm to the contours defined by the piecewise linear method (with the consequent risks of neighbouring contcurs crossing each other), contours are still considerably less smooth than those produced by the piecewise quadratic method. In addition, one of the contours in Figure 4.17 touches itself in a manner which, though possible, is extremely unlikely and is probably an artifact of the smoothing technique. It is therefore felt that Figure 4.18 provides a much more convincing representation of the surface than Figure 4.17.

It was stated in Chapter 1 that we regard the two processes of contouring and interpolation as quite separate. However in some cases in the literature authors present a single method which combines the two processes (for example Powell and Sabin, 1977), and in many other cases the distinction between the two processes is hazy. An example of the latter type is Schagen (1982), who suggests using a method of the contour-following type in combination with his own two-dimensional interpolation method (Schagen, 1979). Ostensibly we have two separate processes here; however Schagen's contouring method relies on knowledge of the original data sites to enable itself to locate contours and cannot therefore be separated entirely from the interpolation process without alteration.

Schagen presents a pair of contour plots arising from a set of 72 measured permeability values from oilwells in a Russian oilfield, the Shkapovskii oil deposit, which we reproduce here (with permission) as Figure 4.19. The first plot was produced by the GPCP package (CALCOMP Inc, 1971) and the second by LUCAS, an implementation of his own


Figure 4.18 NAG example contoured by CONICON (29 x 19 grid of elements).


Figure 4.19 Shkapovskii data contoured by (a) GPCP and (b) Schagen's method. (Reproduced from the Computer Journal by permission of John Wiley and Sons.)
method. Comparison of these plots shows the strikingly different interpretations of the underlying surface which the two methods have provided.

Since the GPCP package employs what is essentially a piecewise linear contouring method and an interpolation method which is fundamentally different from Schagen's we find ourselves at the same time comparing different contouring and interpolation methods. Both contouring methods have succeeded in producing smooth curves (probably at considerable expense), though as we shall see this does not mean that the contouring techniques have both performed satisfactorily.

Not surprisingly Schagen argues that the plot created by his own method is the more plausible of the two; he points out that GPCP has produced some unlikely and apparently unjustified features which include a steep cliff-edge in the middle of a large area where there are no data sites, and that the contours in the GPCP plot are not always consistent with the original data. Schagen's criticisms of GPCP seem well founded, but his arguments in favour of his own method are much less convincing. He attempts to justify the conspicuous absence of contours in areas where there are no data sites by saying that this is an indication of "unknown territory" - a rather startling claim when one considers that the very purpose of an interpolation method is to attempt to provide an explanation of what might be happening in such areas.

However confusion arises at this point because it is not perfectly clear that Schagen's interpolant really is flat in these areas. His interpolation method considers the data to be a realisation of a stationary correlated random process in the plane; it is therefore possible that in parts of the plot which are a long distance from the
nearest data site correlations are so low that the mean parameter becomes dominant - this would result in flatness even if there was evidence to support some other form of behaviour. However we cannot be certain that this is happening because any peaks which do occur in the interpolant in such areas would not in any case have been plotted by the contouring technique. Schagen's contouring method can only plot what he calls 'definable' contour segments - that is contour segments which divide the area of interest into two parts, each containing at least one data point - and will therefore not plot a closed loop unless it contains at least one data site. This is quite evident in Figure 4.19, though the appearance of a pair of ring contours which contain no data sites is now a mystery. This suggests that Schagen may have added heuristics to his algorithm to help identify contour segments which would not otherwise be 'definable'. If this is true then it seems likely that the interpolant is indeed flat in the central area of the plot.

Another disturbing feature of Schagen's map is that an inordinately large number of data sites occur at or very close to local minima and maxima of the surface, suggesting that the surface is much 'rougher' than it needs to be. The interpolation method is probably largely responsible for this behaviour, but the fault in the contouring method which we have discussed reduces the number of stationary points identifiable in the plot and therefore makes this property even more noticeable.

We note also that it is not at all clear that Schagen has solved the problems associated with contour-following methods which were mentioned in Chapter 1: he does not state how the method recognises when a closed loop has been completed; nor does he explain adequately
his algorithm for locating contours which, in any case, as we have seen, is imperfect. The algorithm is based on a system of 'reference points' (intersections of contours with straight lines linking pairs of data sites), but the way in which this system is constructed is barely touched upon.

The data which Schagen contours originate from a paper by Schvidler (1964), but in neither publication are the coordinates of the data sites tabulated: they are simply plotted as symbols on a map. Thus a rather inaccurate digitisation process had to be carried out before the $C^{1}$ Natural Neighbour method of Interpolation (Sibson, 1982) was applied to the data to construct values and gradients on a $36 \times 29$ grid of points. This grid was then contoured using CONICON, resulting in the plot which we present as Figure 4.20. As we know that the piecewise quadratic method can be relied upon to produce smooth and accurate contours we are carrying out largely a comparison of interpolants when we compare this illustration with those in Figure 4.19 .

The Natural Neighbour Interpolant of these data has features in common with both interpolants contoured in Schagen's paper and indeed appears to some extent to be a compromise between the two plots:- in the large central area which is free of any data sites it exnibits neither of the extremes which occur in the other two plots, but instead makes what appears to be a plausible guess on the basis of the available evidence as to the behaviour of the surface in this area. In common with the GPCP interpolant there are cases (though no more than two or three) where contours are inconsistent with data values (a property of the contouring method - not of Natural Neighbour Interpolation), but none of the spurious near-cliff edges


Figure 4.20 Shkapovskii data interpolated by the $C^{1}$ Natural Neighbour method and contoured by CONICON ( $35 \times 28$ grid of elements).
which occur in the GPCP interpolant are present in this plot; and it is no longer the rule that we find a data site somewhere within each closed loop contour. For these reasons it is believed that the Natural Neighbour Interpolant is by far the most plausible of the three. This example provides us with further justification for the use of the Natural Neighbour method in examples in this thesis which require interpolation as well as contouring.

The differences between interpolation methods which we encounter above afford us few opportunities to compare contouring techniques, but the following example presents us with a much better chance to do this. Once again we have a set of scattered data, 190 values representing a geological variable - elevation of the top of the Lansing Group (Pennsylvanian) in a part of Graham County, Kansas. These data were taken from the user's guide for the Surface II Graphics System (Sampson, 1975, revised 1978) and are used extensively in that publication to illustrate features of the package. Like most other contouring packages, Surface II Graphics employs a piecewise linear method of approximation and this is immediately evident from Figure 4.21 which illustrates a pair of typical plots of our data set. Even in the lower plot, which employs a $101 \times 61$ grid of values, a considerable amount of angularity is apparent in areas of high curvature.

In Figure 4.22 we have interpolated the data by means of the $\mathrm{C}^{1}$ Natural Neighbour Method to give values and gradients on a $21 \times 13$ square grid of points, and plotted the contours using the piecewise quadratic method. Refinement to a $40 \times 24$ grid of elements makes little difference to the appearance of the map. In this case the two interpolants which we are comparing are very similar in


Figure 76.--Contour map showing subsurface structural elevation of the top of the Lansing Group in part of Graham Co., Kansas. Grid matrix contains 16 rows and 26 columns.


Figure 4.21 Surface II Graphics System example plots (Reproduced by permission of Kansas Geological Survey).

$\begin{array}{ll}\text { Figure 4.22 } & \text { Surface II example interpolated by the } C^{1} \\ & \text { Natural Neighbour method and contoured by } \\ \text { CONICON ( } 20 \times 12 \text { grid of elements). }\end{array}$
appearance and we can therefore compare contouring methods more or less directly. Such comparisons show that the use of a $21 \times 13$ grid of points with the piecewise quadratic method produces contours of a much higher quality than the Surface II package, even when the latter uses the finest of grids.

## ERROR ANALYSIS

### 5.1 Introduction

In this chapter we study the errors involved in using the seamed quadratic element introduced in Chapter 2 to approximate well-behaved functions which it cannot reproduce exactly.

Since the errors are of order $h^{3}$ we concentrate on investigating that part of the error which is induced by the third order partial derivatives, and we give bounds for maximum error and integrated square error over the element in terms of these derivatives. A discussion of some of the possible applications of these bounds is then presented.

We also examine briefly the fourth order components of the error: their speedy calculation is rendered possible by the use of the CAMAL algebraic manipulation computer package (Fitch, 1982).

We begin, though, by applying Taylor's Theorem in two dimensions (see, for example, Phillips (1962) or Apostol (1969)) to find explicit forms for the third order part of the error; the forms which we derive express this error in terms of the cardinal functions of the seamed quadratic element and the four third order partial derivatives of the function which is being approximated.

### 5.1.1 Notation and Assumptions

For simplicity, we assume the element to be square in shape, with sides of length 2 h parallel with the coordinate axes, and centred at the origin; results for the $2 \mathrm{~h} \times 2 \mathrm{k}$ rectangular element generalise readily from those obtained for the square element.

We define $x_{i}, i=1, \ldots, 4$ to be the vertices of the 'unit' square; that is, the square described above with $h=1$. Ordering of the $x_{i} s$ is arbitrary. Each $x_{i}$ is
a vector with components $\left(x_{i 1}, x_{i 2}\right)$ but for convenience the conventional underlining will be dispensed with for all vectors in this section. Moreover an expression such as $x_{i}{ }^{2}$ denotes a $2 \times 2$ matrix with ( $j, k$ )th component $x_{i j} x_{i k}$; similarly $x_{i}^{3}$ is a $2 \times 2 \times 2$ tensor with ( $j, k, 1$ )th component $x_{i j} x_{i k} X_{i l}$; and so on.

The true function $f$ which we are approximating is assumed to be at least four times continuously differentiable throughout the element. $f^{\prime}$ denotes $\nabla f$, the vector of first order partial derivatives; similarly f'' and $f^{\prime \prime \prime}$ are used to denote the matrix of second order partial derivatives and the tensor of third order partial derivatives respectively. The piecewise quadratic approximant is denoted by $\hat{f}_{h}$ for the $h$-square or simply $\hat{f}$ on the unit square. The value of $f$ at $h x_{i}$ is $z_{i}$ and the vector of partial derivatives is $s_{i} . e_{h}=\hat{f}_{h}$ - $f$ is the error involved in using $\hat{f}_{h}$ to approximate $f$.

Finally $\lambda_{i}$ denotes the cardinal function corresponding to value 1 at $x_{i}$ and $\rho_{i}$ is the vector $\left(\rho_{i 1}, \rho_{i 2}\right)^{T}$ of cardinal functions corresponding to partial derivatives of 1 in the $x$ and $y$ directions respectively at $x_{i}$.

### 5.1.2 Application of Taylor's Theorem

If we approximate the function $f$ at some point $x$ within the unit square using the seamed quadratic element we then have

$$
\begin{equation*}
\hat{f}(x)=\sum_{i=1}^{4} \lambda_{i}(x) f\left(x_{i}\right)+\sum_{i=1}^{4} \rho_{i}(x) f^{\prime}\left(x_{i}\right) \tag{5.1}
\end{equation*}
$$

In the general case, for an $h$-square,
$\hat{f}_{h}(h x)=\sum_{i} \lambda_{i}(x) z_{i}+\sum_{i} h \rho_{i}(x) s_{i}$
Now, taking a two-dimensional Taylor Series expansion, we have for all $\mathbf{x}$ within the element
$f\left(h x_{i}\right)=f(h x)+h\left(x_{i}-x\right) f^{\prime}(h x)+\frac{h^{2}}{2}\left(x_{i}-x\right)^{2} f^{\prime \prime}(h x)+\frac{h^{3}}{6}\left(x_{i}-x\right)^{3} f^{\prime \prime}(h x)+$ $\frac{M_{4}}{24} \quad \underline{O}\left(h^{4}\right)$
where $M_{4}$ is the supremum of all five fourth order partial derivatives over the square.

Note that terms such as $\left(x_{i}-x\right)^{3} f^{\prime \prime}(h x)$ have an implied (triple) inner summation and are scalar quantities. Thus if $x^{3}$ and $y^{3}$ are both
 differentiating with respect to $x$ gives the vector $3 x^{2} y^{3}$, the 1 th component of which is defined as $3 \sum \sum x^{2}{ }_{j k} y^{3}{ }_{j k I}$, and in general terms like $x^{3} y^{3}$ can be differentiated using the conventional rules of calculus; we make use of this fact below.

Note also that the order of the final (remainder) term in (5.3) follows from inspection of the Lagrangian remainder term which in this case is $\frac{h^{4}}{2} 4^{\left(x_{i}-x\right)^{4}} f^{(i v)}(h \xi)$, where $\xi$ is a point on the straight line joining $x$ to $x_{i}$.

Now define
$q\left(x_{i}\right)=f(x)+\left(x_{i}-x\right) f^{\prime}(x)+\frac{1}{2}\left(x_{i}-x\right)^{2} f^{\prime}(x)$
q is a quadratic function with second order contact at x with f ; that is, $q$ and its first and second derivatives are identical to $f$ and its first and second derivatives respectively at x ; generalising to the h -square we have
$q_{h}\left(h x_{i}\right)=f(h x)+h\left(x_{i}-x\right) f^{\prime}(h x)+\frac{h^{2}}{2}\left(x_{i}-x\right)^{2} f^{\prime \prime}(h x)$
has second order contact with $f$ at $h x$. From (5.3) and (5.5) we have
$z_{i}=q_{h}\left(h x_{i}\right)+\frac{h^{3}}{6}\left(x_{i}-x\right)^{3} f^{\prime \prime \prime}(h x)+\frac{M_{4}}{24} \underline{o}\left(h^{4}\right)$
Differentiating with respect to $h x_{i}$, we find
$s_{i}=q_{h}{ }^{\prime}\left(h x_{i}\right)+\frac{h^{2}}{2}\left(x_{i}-x\right)^{2} f^{\prime \prime}(h x)+\frac{M_{4}}{6} \underline{0}\left(h^{3}\right)$

Now since $q_{h}\left(h x_{i}\right)$ has second order contact with $f$ at $h x$ it follows that the terms in $q_{h}$ will exactly interpolate to $f(h x)=q_{h}(h x)$.
i.e. $\quad \sum_{i}\left[\lambda_{i}(x) q_{h}\left(h x_{i}\right)+h \rho_{i}(x) q_{h}^{\prime}\left(h x_{i}\right)\right]=f(h x)$

Therefore, applying (5.2) to (5.6) and (5.7) we find
$e_{h}(x)=\hat{f}_{h}(h x)-f(h x)=h_{i}^{3}\left[1 / 6 \lambda_{i}\left(x_{i}-x\right)^{3}+\frac{1}{2} \rho_{i}\left(x_{i}-x\right)^{2}\right] f^{\prime \prime \prime}(h x)+$
$\frac{5 M_{4}}{24} \quad 0\left(h^{4}\right)$

The term in the square brackets is a $2 \times 2 \times 2$ tensor $\mathrm{B}_{\mathrm{jk} 1}$. We rewrite (5.9) as
$e_{h}(x)=h^{3}\left[c_{111}(x) \partial_{111} f(x)+3 c_{112}(x) \partial_{112} f(x)+3 c_{122}(x) \partial_{122} f(x)+\right.$
$\left.c_{222}(x) a_{222} f(x)\right]+\frac{5 M_{4}}{24} \underline{0}\left(h^{4}\right)$
where
$\left.c_{111}(x)=B_{111}=\sum_{i}^{[1 / 6} \lambda_{i}\left(x_{i}-x\right)_{1}^{3}+\frac{1}{2} \rho_{i 1}\left(x_{i}-x\right)_{1}^{2}\right]$
and $c_{222}(x)=B_{222}=\sum_{i}\left[1 / 6 \lambda_{i}\left(x_{i}-x\right)_{2}^{3}+\frac{1}{2} \rho_{i 2}\left(x_{i}-x\right)_{2}^{2}\right]$
We have therefore succeeded in splitting the third order part of the error into four components, each one corresponding to one of the four third order partial derivatives. Since we know the cardinal functions $\lambda_{i}$ and $\rho_{i}$ it is possible to calculate the functions $c_{i j k}$ exactly.

### 5.2 Third order error functions

In this section we employ the CAMAL algebraic manipulation package to
calculate the error functions $c_{i j k}$ derived in the previous section, and present them as piecewise cubics in $x$ and $y$ (we drop the vector notation of Section 5.1). We also give illustrations of the functions and discuss the significance of some of their more notable features.

Initial inspection of the expressions (5.10)-(5.13) suggests that the functions $c_{i j k}$ will be piecewise quintic in $x$ and $y$, since we know that the cardinal functions $\lambda_{i}$ and $\rho_{i}$ are both piecewise quadratic in $x$ and $y$. However these are the third order error terms: consequently if the function $f$ is in fact cubic then the error surface must be a linear combination of the $c_{i j k}$, and clearly the error surface in such a case will be piecewise cubic; thus the functions $c_{i j k}$ must also be piecewise cubic, so when the expressions (5.10)-(5.13) are evaluated the fourth and fifth order terms must drop out. Calculation of these functions by hand would be a lengthy, tedious process, even if full use were made of the extensive degree of symmetry involved. Fortunately it was not necessary to carry out the evaluations manually; instead use was made of the CAMAL algebraic manipulation package (Fitch, 1982): a computer package whose capabilities include the multiplication and addition of algebraic expressions. Using this package it was necessary merely to write a single program to evaluate expressions (5.10)-(5.13) given values for the functions $\lambda_{i}$ and $\rho_{i}$, and to run the program for a minimum of two sets of values of the $\lambda_{i}$ and $\rho_{i}$.

The values of the functions $c_{i j k}$ obtained by running such a program are presented in Figures 5.1-5.4. We find that the functions $c_{i j k}$ are each composed of either two or four (and not sixteen) distinct cubic pieces, and for this reason the elements in these diagrams are pictured divided not into the sixteen constituent triangles, but just into as many pieces as there are separate cubic functions.

Note that, as we would expect, the functions $c_{122}$ and $c_{222}$ are simply reflections of $c_{112}$ and $c_{111}$ respectively in the line $y=x$. We therefore limit our attention to a discussion of the functions $c_{111}$ and $c_{112}$; all
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conclusions will generalise readily to the other two error functions.
Inspection of the formulae for $c_{111}$ and $3 c_{112}$ (and their derivatives) reveals that both have continuous first derivatives, but have discontinuities in second derivative. In addition the third derivatives are constant everywhere except along the element's seams (where they are undefined). This is hardly surprising when we consider that the error surface which we are studying is the difference between a $C^{3}$ function and a $C^{1}$ piecewise quadratic surface with discontinuities in its second derivatives.

It can also be seen that the only third order term in the formula for $c_{111}(x, y)$ is an $x^{3}$ term and likewise the only third order term in the formula for $3 c_{112}(x, y)$ is an $x^{2} y$ term. This feature is also readily explicable: consider a function $f$ of the form $f(x, y)=\alpha x^{3}+q(x, y)$, where $q$ is a quadratic in $x$ and $y$ and $\alpha$ a constant. The error involved in approximating this function using the seamed quadratic element must be a constant multiple of $c_{111}(x, y)$, because there is only a single third or higher order partial derivative which is non-zero, namely $\frac{\partial^{3} f}{\partial x^{3}}$, and this is constant throughout the domain of $f$. Thus $c_{111}(x, y)$ must be a constant multiple of the difference between a function of the form of $f$ and a piecewise quadratic: hence there is only the single cubic term in $c_{111^{\prime}}$. A similar argument can be used to show that the only cubic term in $c_{112}(x, y)$ is an $x^{2} y$ term.

Pictorial representations of these functions are given in Figs. 5.5 and 5.6. For $c_{111}(x, y)$ we show a cross-sectional view for constant $y$ rather than a contour plot because the function is a cubic in $x$ only. Fig. 5.6 is a contour plot of $c_{112}(x, y)$.

Inspection of Figures 5.5 and 5.6 reveals other features of the functions:- $c_{111}$ has a maximum value of $2 / 81$ along the 1 ine $x=-1 / 3$ and a minimum of $-2 / 81$ at $x=1 / 3 . \quad 3 c_{112}(x, y)$ has a maximum of $1 / 8$ at $\left(0,-\frac{1}{2}\right)$ and a minimum of $-1 / 8$ at $\left(0, \frac{1}{2}\right)$. Both functions are zero at the origin;


Figure 5.5 The third order error function $c_{111}(x, y)$.


Figure 5.6 Contour plot of the third order error function $3 c_{112}(x, y)$.
indeed $c_{111}(x, y)$ is zero along the $y$ axis while $c_{112}(x, y)$ is zero along the x axis. It follows that the other two error functions will also disappear at the origin, and that the seamed quadratic element will therefore reproduce any cubic function exactly at the origin. (Note that we stated in Chapter 2 that both the seamed quadratic and seamed cubic elements have the same value at the origin; however we have a slightly stronger result here because, as a result of the gradient linearity condition, the cubic element cannot reproduce exactly a general cubic function.)

We note also that the function $c_{112}(x, y)$ disappears along the boundary of the square and has zero gradient when $x= \pm 1$. It is easy to see why this happens: consider a function $f$ of the form $f(x, y)=\beta x^{2} y+$ $q(x, y)$ where $q$ is quadratic in $x$ and $y$ and $\beta$ constant, which will lead to a constant multiple of $c_{112}(x, y)$ as error function. $f$ is quadratic in $x$ for constant $y$, and quadratic in $y$ for constant $x$, so the seamed quadratic element will reproduce it exactly along its boundary. Moreover the x derivative is a linear function of $y$ for constant $x$, so this too will be reproduced correctly along the lines $x= \pm 1$. We have therefore reproduced value and gradient correctly at the points $(-1,0)$ and $(1,0)$, and therefore the method will also reproduce $f$ correctly along the line joining these points; that is, the error function $c_{112}(x, y)$ is zero along the $x$ axis. Finally, to show why the function $c_{111}$ is zero along the $y$ axis we recall from Chapter 2 that both one dimensional elements (seamed quadratic and cubic) yield identical values at their mid-points. Thus the onedimensional seamed quadratic element reproduces a cubic function correctly at its mid-point. Therefore the 2 -dimensional seamed quadratic element will reproduce a function of the form $f(x, y)=\alpha x^{3}+q(x, y)$ correctly at the points $(0,1)$ and $(0,-1)$. The $y$-derivative, which varies linearly in $x$, will also be reproduced correctly at these points. Now for fixed $x$, in particular $x=0, f$ is quadratic in $y$ so once again $f$ will be
duplicated when $x=0$; in other words the error function $c_{111}(x, y)$ will disappear along the $y$ axis.

### 5.3 Bounds for error

The error functions calculated in Section 5.2 enable us to determine bounds for the error (maximum error or integrated square error) involved in approximating a function by the seamed quadratic element. As will be seen in the following section and in Chapter 6 , a number of possible applications for such bounds suggest themselves and we therefore derive two bounds for error in this section. These are presented as Theorems 5.1 and 5.2.

We need only assume now that the function $f$ is $C^{3}$ within the element. Using Lagrange's form for the remainder term and taking one term fewer in the Taylor Series expansion (5.3), we obtain

$$
\begin{equation*}
f\left(h x_{i}\right)=f(h x)+h\left(x_{i}-x\right) f^{\prime}(h x)+\frac{h^{2}}{2}\left(x_{i}-x\right)^{2} f^{\prime \prime}(h x)+\frac{h^{3}}{6}\left(x_{i}-x\right)^{3} f^{\prime \prime \prime}\left(h \xi_{i}\right) \tag{5.15}
\end{equation*}
$$

where $\xi_{i}$ is a point somewhere on the straight line joining $x$ to $x_{i}$. Expression (5.9) then becomes
$e_{h}(x)=h_{i}^{3} \sum\left[1 / 6 \lambda_{i}\left(x_{i}-x\right)^{3}+\frac{1}{2} \rho_{i}\left(x_{i}-x\right)^{2}\right] f^{\prime \prime \prime}\left(h \xi_{i}\right)$

Thus the total error has been expressed in terms of the third order partial derivatives at four points within the square. We can therefore derive expressions giving bounds for maximum error and integrated square error over the element in terms of the supremum of the moduli of the four third order partial derivatives, which we shall refer to as $M_{3}$.

### 5.3.1 Maximum error

We note that the functions $c_{111}(x, y)$ and $c_{122}(x, y)$ are symmetric about the $x$-axis and antisymmetric about the $y$-axis, and both are positive when $x<0$ and negative when $x>0$. The functions $c_{112}(x, y)$ and $c_{222}(x, y)$,
being reflections in the line $y=x$ of $c_{122}(x, y)$ and $c_{111}(x, y)$ respectively, have similar properties but with directions reversed. It follows that calculation of a bound for maximum error in terms of $M_{3}$ is a trivial operation:- the worst case will clearly occur when the partial derivatives are equal in modulus, and since the four error functions are all positive throushout the part of the element which lies in the third quadrant we simply need to maximise the sum of the error functions (that is $c_{111}(x, y)+$ $\left.3 c_{112}(x, y)+3 c_{122}(x, y)+c_{222}(x, y)\right)$ in this region. In fact the maximum occurs at $(-1 / 3,-1 / 3$ ) and has a value of $16 / 81$. We therefore have the bound for maximum error within the element given by the following theorem.

## Theorem 5.1

If a seamed quadratic element of dimension $2 h x 2 h$, centred at the point ( $a, b$ ), is used to approximate a $C^{3}$ function $f$, then the maximum error in approximation is bounded by the following:

$$
\begin{equation*}
\text { maximum error } \leq 16 / 81 \mathrm{~h}^{3} \mathrm{M}_{3} \tag{5.17}
\end{equation*}
$$

where $M_{3}=\sup _{\left\lvert\, \begin{array}{l}|x-a| \leq_{h} \\ |y-b| \leq_{h}\end{array}\right.}\left(\left|\frac{\partial^{3} f}{\partial x^{3}}\right|,\left|\frac{\partial^{3} f}{\partial x^{2} \partial y}\right|,\left|\frac{\partial^{3} f}{\partial x \partial y^{2}}\right|,\left|\frac{\partial^{3} f}{\partial y^{3}}\right|\right)$

Note that, ignoring the trivial case where $f$ is quadratic, this bound can only be attained at the points $( \pm 1 / 3, \pm 1 / 3)$, and if it is to be attained we require that the greatest magnitude of each of the third order partial derivatives should occur at all of the points $\xi_{i}$ corresponding to this particular value of $x$; at these points the third order partial derivatives must be equal in modulus with sign appropriate to the particular quadrant in which $x$ lies. The bound is clearly attainable: for example it would be attained at both $(1 / 3,-1 / 3)$ and $(-1 / 3,1 / 3)$ if $f$ were of the form

$$
f(x, y)=\alpha\left(1 / 6 x^{3}-\frac{1}{2} x^{2} y+\frac{1}{2} x y^{2}-1 / 6 y^{3}\right)+q(x, y)
$$

where $\alpha$ is a constant, and $q$ is a quadratic function in $x$ and $y$.

### 5.3.2 Integrated square error

As a consequence of (5.16), the following expression will clearly be a bound for the integrated square error (i.s.e.) over the element:i.s.e. $\leq M_{3}{ }^{2}{ }^{8} \int_{-1-1}^{1} \int_{11}^{1}\left(\left|c_{111}(x, y)\right|+3\left|c_{112}(x, y)\right|+3\left|c_{122}(x, y)\right|+\right.$ $\left.\left|c_{222}(x, y)\right|\right)^{2} d x d y$

The component parts of this integral are as follows:
$\int_{-1-1}^{1} \int_{111}^{1} c_{1}^{2}(x, y) d x d y=\int_{-1-1}^{1} \int_{222}^{1} c_{2}^{2}(x, y) d x x y=\frac{1}{945}$
$9 \int_{-1-1}^{1} \int_{1}^{1} c_{12}^{2}(x, y) d x d y=9 \int_{-1-1}^{1} \int_{122}^{1} c_{12}^{2}(x, y) d x d y=\frac{4}{315}$
$6 \int_{-1-1}^{1} \int_{112}^{1} \left\lvert\, c_{1-y}\left(x, c_{111}(x, y)\left|d x d y=6 \int_{-1-1}^{1} \int_{122}(x, y) c_{222}(x, y)\right| d x d y=\frac{11}{1890}\right.\right.$
$6 \int_{-1-1}^{1} \int_{1}^{1} c_{111}(x, y) c_{122}(x, y) d x d y=6 \int_{-1-1}^{1} \int_{112}^{1} c_{11}(x, y) c_{222}(x, y) d x d y=\frac{1}{189}$
$2 \int_{-1-1}^{1} \int_{111}^{1} \left\lvert\, c_{1, y}\left(x, c_{222}(x, y) \left\lvert\, d x d y=\frac{1}{648}\right.\right.\right.$
$18 \int_{-1-1}^{1} \int_{112}^{1}\left|c_{12}(x, y) c_{122}(x, y)\right| d x d y=\frac{3}{280}$

It follows that
$\int_{-1-1}^{1} \int_{111}^{1}\left(\mid c_{1}, y\right)|+3| c_{112}(x, y)|+3| c_{122}(x, y)\left|+\left|c_{222}(x, y)\right|\right)^{2} d x d y$
$=\frac{703}{11340} \simeq 0.062$
and therefore we have the bound for i.s.e. given in Theorem 5.2.

## Theorem 5.2

If a seamed quadratic element of dimension $2 h \times 2 h$, centred at the point ( $a, b$ ), is used to approximate a $C^{3}$ function $f$, then the integrated square error in approximation is bounded by the following:

$$
\begin{equation*}
\text { i.s.e. } \leq \frac{703}{11340} h^{8} M_{3}{ }^{2} \tag{5.18}
\end{equation*}
$$

( $M_{3}$ defined as in Theorem 5.1).

Unlike the bound derived for maximum error, this bound is not attainable except in the trivial case where $f$ is quadratic. For if it were attainable we would require $f$ to be a piecewise cubic of the form
$f(x, y)= \begin{cases}\alpha\left(-1 / 6 x^{3}-\frac{1}{2} x^{2} y-\frac{1}{2} x y^{2}-1 / 6 y^{3}\right)+q_{1}(x, y) & x \geq 0, y \geq 0 \\ \alpha\left(1 / 6 x^{3}-\frac{1}{2} x^{2} y+\frac{1}{2} x y^{2}-1 / 6 y^{3}\right)+q_{2}(x, y) & x \leq 0, y \geq 0 \\ \alpha\left(1 / 6 x^{3}+\frac{1}{2} x^{2} y+\frac{1}{2} x y^{2}+1 / 6 y^{3}\right)+q_{3}(x, y) & x \leq 0, y \leq 0 \\ \alpha\left(-1 / 6 x^{3}+\frac{1}{2} x^{2} y-\frac{1}{2} x y^{2}+1 / 6 y^{3}\right)+q_{4}(x, y) & x \geq 0, y \leq 0\end{cases}$
where $q_{i}, i=1, \ldots, 4$ are quadratic in $x$ and $y$ and $\alpha$ is a constant. However such a function, though it could be made continuous, could not be made $C^{2}$ or even $C^{1}$ for non-zero $\alpha$. Therefore this bound is only attained when $f$ is reproduced perfectly.

Thus, to summarize this section, we have found a pair of bounds, one for maximum error and the other for integrated square error over the element. In the non-trivial case where the error is non-zero the former is attainable, but the latter is not.

### 5.4 Discussion

The bounds for error determined in the previous section may be put to practical effect in a number of different ways, and in this section we discuss some of the possibilities.

We begin by considering how the bounds may be used in the analysis of contour plots, to determine the error involved in contouring a function using the piecewise quadratic approximant; or in their design, to provide an automatic method of choosing the grid size. In addition we explain how the bounds may be employed to provide a criterion for local splitting of grid squares so that the grid size is allowed to vary over different areas of a single plot, according to the behaviour of the function.

In the second part of the discussion we consider combining the bounds with some measure of slope over an element to provide a criterion for local splitting which depends not simply on vertical error in approximation but on 'horizontal error', or vertical error relative to local slope. We examine a number of possible measures for slope in an element and arrive at a recommendation for the use of one of these. We then derive a possible index for horizontal error within an element from a combination of this measure and our bounds for error.

Finally we discuss the relative merits of using vertical error or horizontal error as criteria for local splitting of grid elements. Mainly as a result of practical considerations, we prefer the use of the former.

### 5.4.1 Using bounds for error alone

Probably the most obvious application of the bounds is in the analysis of contour maps produced by the seamed quadratic element: if it is possible to determine the maximum (in modulus) of each of the function's third order partial derivatives in the area of the plot, then a bound for the maximum error involved in the contouring process can immediately be found using the bound given by Theorem 5.1. To obtain a useful bound for integrated square error, however, we require the maxima of the third order partial derivatives in each element used in the plot. Calculation of these maxima may be a formidable task, and this is one reason why we shall concentrate most of our attention on maximum error rather than integrated
square error. A further reason for doing so is that non-zero bounds for maximum error, unlike those for integrated square error, are attainable in at least a few cases and are therefore perhaps likely to be closer to the true error in general. But probably the most important reason is that the non mathematically-minded scientist using the seamed quadratic element to produce contour plots is likely to find the concept of maximum error much simpler to grasp intuitively than that of integrated square error, and he will therefore be less likely to misunderstand the information given to him by these bounds.

We return now to Figure 5.6, which is a contour plot of the function $3 c_{112}(x, y)$, a piecewise cubic in $x$ and $y$. The error in this example is the same as that for the cubic $-\frac{1}{2} x^{2} y$, since the piecewise quadratic part of the function is reproduced correctly given our $8 \times 8$ grid of elements. Thus $M_{3}=1$, and expression 5.17 provides a bound for maximum error over the whole plot of $16 / 81 \cdot(1 / 8)^{3} \cdot 1 \simeq 0.00039$. In this particular example it is also simple to compute the bound for integrated square error using expression 5.18. This will be $\frac{703}{11340} \cdot 1 \cdot(1 / 8)^{8} \cdot 64 \simeq 2.365 e-07$

As a result of the special nature of the example chosen here, it is a simple task to evaluate exactly for comparison with our bounds both the maximum error and the integrated square error involved in approximating the function by the piecewise quadratic element. The maximum error is given by
$1 / 8 \cdot(1 / 8)^{3} \cdot 1 \simeq 0.00024$ (since $1 / 8$ is the maximum value of $\left.3 c_{112}(x, y)\right)$ and the integrated square error by
$64 M_{3}^{2} h^{6} 9 \int_{-1-1}^{1} \int_{112}^{2}(x, y) d x d y=64 \cdot 1 \cdot(1 / 8)^{8} \cdot \frac{4}{315} \simeq 4.844 e-08$

However in the vast majority of cases it will not be possible to calculate the error exactly and the bounds derived in the previous section
will have to suffice. Note though that in the example above the bound for maximum error gives a better approximation (in relative terms) to the true maximum error than the bound for integrated square error gives to the true i.s.e.

As an alternative to using the bounds as a tool in the analysis of a contour plot they may also be used in the design stages of the contouring process. Thus, if we know the maximum third order partial derivative of the function to be contoured in the area of interest, then we can use the bound for maximum error to determine the largest grid size which will result in the approximant never differing from the true function by more than a fixed amount, say $\delta$, which in theory can be set as small as we wish (in practice limitations will be set by the availability of memory and CPU time). Thus, if we wished to contour the function $3 c_{112}(x, y)$ with maximum error no greater than 0.0002 then we would require

$$
\frac{16}{81} h^{3} \cdot 1 \leq 0.0002
$$

i.e. $\mathbf{h} \leq 0.1004$

Therefore, since unity must be an integer multiple of $h$, we would choose $h=0.1$ and use a $10 \times 10$ grid of elements for our plot. Note that, as a result of the third order nature of the error, a near $50 \%$ reduction in the size of the bound results from a $20 \%$ reduction in grid size.

Using the bound for maximum error in the design of the contour map thus provides an automatic method of choosing the grid size, which solves one of the major problems faced by anyone wishing to produce a contour map of a known function using the CONICON software.

In an example such as the one which we have chosen we could similarly control integrated square error; note that the reduction in integrated square error is proportional to $h^{6}$ rather than $h^{8}$ since the number of elements in the plot increases proportionally to $1 / h^{2}$.

Of course in the vast majority of practical applications it will not be possible to determine the maxima of the third order partial derivatives analytically; instead numerical methods will have to be employed. In some cases it may prove too difficult or too costly even to apply numerical methods. In such examples the only alternative is to approximate the maxima in some way. Since the bound for maximum error is not usually exact, a good approximation of maximum third order partial derivative will in the vast majority of cases result in bounds which do contain the true maximum error. If the bound is to be utilised in the analysis rather than the design of a contour map, then the maximum (in modulus) of the third order partial derivatives at all grid points will usually give a good enough approximation. However when it is wrong it will underestimate the true maximum and as a result of this the (remote) possibility that the bound does not contain the true maximum error cannot be ruled out; and the certainty is thus removed from our conclusions. If the bound is to be employed in the design stage of the contour plot then uncertainty about its validity is probably less important: in such circumstances the user will usually be more concerned with making a sensible choice of grid size than with precise knowledge of the maximum error involved in the approximation.

If it is possible to find (either exactly or approximately) the maximum of the third order partial derivatives within any element of the contour map, then either of the bounds can be used to form a criterion for local splitting of grid squares, rather than being used to determine the overall (constant) grid size: so long as the opportunity to make additional function and gradient evaluations exists, it is quite possible to split any existing elements of the grid into four, retaining continuous differentiability of the surface, and to continue to do so until all elements in the grid, whatever their size, fulfil a certain criterion. A suitable criterion could obviously be that the maximum error (or i.s.e.
per unit area) within each element is less than a certain value. Rather than splitting all elements in the grid until this is achieved it is preferable for reasons of efficiency to split only those elements which do not fulfil the criterion and to carry on doing so recursively until all elements satisfy it.

### 5.4.2 Combining with measures of slope

Until this point we have considered only the vertical error involved in approximating the true function by the seamed quadratic element. However it can be argued that this is not what we should be examining: if we require our contours to be close in some sense to the true contours then it is the horizontal error which we must keep under control. 'Horizontal error' is a rather difficult concept to define (for example, in some cases a contour which exists in the approximant may have no contour to correspond to it in the true surface), but it can be thought of, loosely speaking, as vertical error relative to the local slope, since a vertical error of $\delta$ in an area where the surface slopes steeply will result in a much smaller error in the contours than will a vertical error of $\delta$ in an area where the surface is nearly flat.

Thus we would like to have some sort of measure to summarise the slope within an element, to accompany the bound for maximum error within that element; in particular we are concerned with the gradient in parts of the element where the 'surface is relatively flat, so our measure ought to be a measure (even if only a crude one) of the flattest triangle within an element. Note that a triangle in which a maximum or minimum occurs will not necessarily be considered to be as flat as one in which the surface slopes very gently throughout. For simplicity it would be convenient if the slope within an element could be summarised by a single simple function of the data at the vertices. Averaging the sums of squares of the two partial derivatives at each vertex will not result in a reliable measure,
for each of the cardinal functions is zero in the two triangles opposite the vertex at which the non-zero datum occurs; thus if the data are zero at three vertices of the element then, whatever the data at the fourth vertex are, the surface will be flat over at least two of the element's constituent triangles. However the measure suggested would give no indication of this fact if either of the derivatives at the fourth vertex were large.

It might appear that this problem could be solved by taking the average of the three (or two) smallest sums of squares of partial derivatives at the vertices. However flat areas might still occur undetected by such a measure: Figure 5.7 shows an example in which the surface is flat over a single triangle of the element, and the partial derivatives are both zero at a single vertex of the element. The unlabelled contours in this diagram are at $1.0 \pm 0.0001$. In fact it is possible for flat areas to occur when all the gradients at the vertices are non-zero, and such an example is illustrated in Figure 5.8. The flat areas in this map will occur given any constant multiple of the data at the vertices, so clearly a different measure of flatness will have to be considered. To derive a suitable measure it is helpful to examine the conditions required on the data which will result in the approximant being constant over a triangle. Using the cardinal functions we can evaluate the coefficient of each term of the quadratic in a particular triangle in terms of the data at the vertices. For the function to be a constant we require that the coefficients of $x^{2}, y^{2}, x y, x$ and $y$ are all zero; thus we have five linear conditions on the data. Figure 5.9 numbers two of the triangles within an element 1 and 2, and labels the vertices of the subsquares which form the element in an obvious way.


Figure 5.7 A single element illustrating constant approximant value across an 'external' triangular panel.


Figure 5.8 A single element illustrating constant approximant value over two 'internal' triangular panels.


We define $s_{S W}$ and $t_{S W}$ to be the partial derivatives in the $S W$ corner of the element in the $x-$ and $y$-directions respectively, and gradients at all other vertices of the element are given a similar notation. The gradients at $N, E, S, W$ and $O$ can all be calculated as linear combinations of the data at the vertices and we refer to these as $s_{N}, t_{N}, s_{E}$ and so on. Now by examining the coefficients of $x^{2}, y^{2}$, etc. in the quadratic on triangle 1 , and then taking linear combinations of the resulting conditions, we find the following five conditions for the quadratic on triangle 1 to be constant:-
(i) $\quad s_{S W}=0$
(ii) $\quad t_{S W}=0$
(iii) $s_{S}=0$
(iv) $t_{S}=0$
(v) $\quad s_{W}=-t_{W}$
(Note that the data in Figure 5.7 can be shown to satisfy these conditions.) The reasons for conditions (i) to (iv) are simple to grasp intuitively but no obvious intuitive reason offers itself for the final condition:- it should be noted though that the negative coefficient of $t_{W}$ means that the two partial derivatives at $W$ in the direction of triangle 1 are equal.

For triangle 2 we have a similar set of conditions:
(i) $\quad s_{S}=0$
(ii) $t_{S}=0$
(iii) $\quad s_{0}=0$
(iv) $\quad t_{0}=0$
(v) $\quad s_{S W}=t_{S W}$

Note that in this case none of the gradients at the vertices are required to be zero; the data in Figure 5.8 can be shown to satisfy these conditions.

All triangles within the element are essentially of the same type as triangle 1 (one side forms part of the element's border) or triangle 2 (one vertex touches 0 ) and the conditions for the surface to be flat over any triangle will be similar to those given for triangles 1 and 2. Therefore, in order to be certain that the surface is nowhere constant within an element it will normally suffice to check gradients at the vertices and centre of the element; occasionally we might also have to check gradients at $N, E, S$ or $W$. (For the remainder of this discussion, the 'gradient' at a point will denote the sum of squares of the two first order partial derivatives at that point.) This suggests that a crude measure of flatness might be obtained from some function of the gradients at the vertices and centre of the element.

The simplest such measure to suggest itself would appear to be the minimum of these five gradients. Such a measure could be computed very quickly and would automatically be zero if the surface was constant over any of the sixteen triangles of the element. However, as a result of its simplicity, it could give misleading values in a number of cases: for example, if a local maximum or minimum of the surface were to occur close to one of the points at which gradients were being evaluated.

The following algorithm will produce an alternative measure which should always give reliable results:
(1) Evaluate gradients at the vertices of all sixteen triangles (thirteen points in all).
(2) Find the maximum of the gradients at the vertices of each triangle.
(3) Regard the infimum of these sixteen values as the measure of flatness. This measure might however prove to be too much of a burden in terms of the amount of computation required, and so a third measure of flatness
has been selected as a compromise between the two already mentioned. This is evaluated in the following way:-
(1) Calculate gradients at the nine subelement vertices.
(2) Find the pair of neighbouring vertices with the smallest average gradient.
(3) Select this average gradient as a measure of flatness.

Such a measure will, as a result of conditions (5.19) and (5.20), always equal zero if the surface is constant over any triangle, but will not usually be close to zero if a local maximum or minimum happens to occur in the neighbourhood of a vertex or the centre of an element. The measure is guaranteed to be small in cases where a flat triangle exists and will usually be large if a flat triangle does not exist; thus any errors which do occur will lead only to elements being divided unnecessarily, on outcome. which is preferable to the alternative of neglecting to divide elements which ought to be split up.

The reader will recall that our measure of flatness was chosen in order to be used in combination with the bound for maximum error in forming a criterion for local splitting of elements, and therefore an expression which combines the two has to be selected. We require something similar to the quotient of maximum error over (flatness of) gradient, but this ratio cannot be used as it stands because our gradient measure may sometimes turn out to be zero. Note also that in cases where the surface is constant along the edge of an element then, irrespective of the number of times that the element and its constituent parts are subdivided, the measure will always equal zero for some elements. Thus to guarantee termination of the process as well as to avoid division by zero it seems appropriate to add a positive constant parameter $k$ to the denominator of the quotient. The measure of error involved in approximating $f$ by the piecewise quadratic element then becomes:

$$
\frac{\text { bound for maximum error }}{\text { measure of flatness }+k}, \quad \kappa>0
$$

and we will decide to subdivide an element into four if this measure turns out to be greater than a certain positive constant, $\varepsilon$. $\kappa$ will be chosen in such a way that when the measure of flatness is zero, the process will terminate at or before a selected grid size. Thus if we do not wish to split elements more than $j$ times we will choose $k$ in such a way that
but

$$
\begin{aligned}
& \frac{16}{81} \cdot \frac{h_{j}^{3} M_{3}}{k}<\varepsilon \\
& \frac{16}{81} \cdot \frac{h_{j-1}^{3 M_{3}}}{k}>\varepsilon
\end{aligned}
$$

where $h_{j}$ is the size of an element which has resulted from $j$ splitting processes $\left(h_{j}=\frac{1}{2} h_{j-1}\right)$, and $M_{3}$ refers to the maximum third order partial derivative for the entire area of interest.

### 5.4.3 Horizontal vs Vertical error

Unfortunately the practicability of using a criterion such as the one derived above for local splitting of grid squares is very much open to question. Probably its greatest disadvantage is that the user is faced with the difficult task of selecting the values of two parameters, while if only the vertical error was considered a single parameter would have sufficed. In addition, it may well be the case that the approximations involved in measuring maximum error and flatness in an element will, when combined, result in poor behaviour of the method. It is perhaps therefore worth discussing the relative importance of horizontal and vertical error in contour plots at this point.

The case for treating horizontal error as more important has already been advanced in this discussion: it is that large discrepancies between the contours of the approximant and those of the true function may pass unnoticed in flat areas if no account is taken of local slope. However
vertical error has the advantage that it can be defined precisely, which horizontal error cannot be, and we have shown that it is the easier error to measure and can be measured reasonably accurately. If we know that the surface being contoured is never farther than a small amount $\delta$ vertically from the true surface then perhaps there is little cause for concern when contours depart significantly from their true positions; in areas where this happens the contours will in any case be large distances apart and the experienced reader of contour plots will realise the dangers of inferring very much from their positions. Such contours, although unreliable in terms of distance from the true contours, will still give an accurate representation of the nature of the surface in these areas.

Besides the practical obstacles towards implementing a method which chooses the grid size on the basis of a measure of horizontal error, a number of other problems exist which might lead us to doubt the wisdom of proceeding with such a method. Firstly, any measure of horizontal error, though it may be suited to local refinement of grid size, is likely to be extremely difficult to use to select an overall grid size (since many surfaces which would be well approximated by a large grid for the most part include areas where the function is very flat); secondly, it is much more difficult to gain an intuitive appreciation of measures of horizontal error than is possible in the case of vertical error; and finally, a method which tended to split up elements more often in areas where the surface is relatively flat would probably be wasteful because, as a direct consequence of the flatness of these areas, very few contours would pass through them ( $\llcorner$ _ _ming contour intervals to be constant).

It is therefore felt, for the various reasons outlined above, that the extra effort required to measure horizontal error in contours will in most cases probably not be justified by improved results. However, in the
following Chapter, we shall attempt to put to practical use some of the measures of both horizontal and vertical error derived in this section.

### 5.5 Fourth order error functions

In this section we present the fourth order equivalents of the error functions given in Section 5.2. These error functions are not as useful as the third order error functions in that we are unlikely to wish to use them to construct bounds for error in the way that we used the third order error functions in Section 5.3; however, by comparing these functions with each other it is possible to gain some insight into the relative importance of the various fourth order partial derivatives in determining the error at any given point in the element.

In order to derive these functions we must assume that $f$ is five times continuously differentiable throughout the element. We take an extra term in the Taylor Series expansion (5.3), which results in (5.9) becoming the following:
$e_{h}(x)=h^{3} \sum_{i}\left[1 / 6 \lambda_{i}\left(x_{i}-x\right)^{3}+\frac{1}{2} \rho_{i}\left(x_{i}-x\right)^{2}\right] f^{\prime \prime \prime}(h x)+h^{4} \sum_{i}\left[1 / 24 \lambda_{i}\left(x_{i}-x\right)^{4}+\right.$
$\left.1 / 6 \rho_{i}\left(x_{i}-x\right)^{3}\right] f^{(i v)}(h x)+\frac{M_{5}}{20} \underline{0}\left(h^{5}\right)$
$M_{5}$ here is defined in an analogous manner to $M_{3}$ and $M_{4}$; and with the obvious extension of notation, the fourth order equivalents of expressions (5.11)-(5.14) are thus as follows:-
$c_{1111}(x)=\sum_{i}\left\{1 / 24 \lambda_{i}\left(x_{i}-x\right)_{1}^{4}+1 / 6 \rho_{i 1}\left(x_{i}-x\right){ }_{1}^{3}\right\}$
$4 c_{1112}(x)=\sum_{i}\left\{1 / 6 \lambda_{i}\left(x_{i}-x\right)_{1}^{3}\left(x_{i}-x\right)_{2}+\frac{1}{2} \rho_{i 1}\left(x_{i}-x\right)_{1}^{2}\left(x_{i}-x\right)_{2}+1 / 6 \rho_{i 2}\left(x_{i}-x\right)_{1}^{3}\right\}$
$6 c_{1122}(x)=\sum_{i}\left\{\frac{1}{4} \lambda_{i}\left(x_{i}-x\right)_{1}^{2}\left(x_{i}-x\right)_{2}^{2}+{ }^{\frac{1}{2} \rho_{i 1}}\left(x_{i}-x\right)_{1}\left(x_{i}-x\right)_{2}^{2}+\right.$
$\left.{ }^{\frac{1}{2} \rho_{i 2}}\left(x_{i}-x\right)_{1}^{2}\left(x_{i}-x\right)_{2}\right\}$
$4 c_{1222}(x)=\sum_{i}\left\{1 / 6 \lambda_{i}\left(x_{i}-x\right)_{1}\left(x_{i}-x\right)_{2}^{3}+1 / 6 \rho_{i 1}\left(x_{i}-x\right)_{2}^{3}+\frac{1}{2} \rho_{i 2}\left(x_{i}-x\right)_{1}\left(x_{i}-x\right)_{2}^{2}\right\}$
$c_{2222}(x)=\sum_{i}\left\{1 / 24 \lambda_{i}\left(x_{i}-x\right)_{2}^{4}+1 / 6 f_{i 2}\left(x_{i}-x\right){ }_{2}^{3}\right\}$

Once more the expressions appear to be of a higher order than expected (sextic rather than quartic), but the fifth and sixth order terms all drop out when functions (5.22) to (5.26) are calculated. Use was again made of the CAMAL algebraic manipulation package in evaluating these functions, with an even greater saving in time and effort than resulted from its earlier use; indeed it would probably not have been a practicable proposition to find the functions $c_{j k l m}$ without the use of such a package in the context of a project of this nature.

The functions $c_{1111}(x, y), 6 c_{1122}(x, y)$ and $4 c_{1112}(x, y)$ are presented in Figures 5.10-5.12 respectively (returning once again to conventional Cartesian notation) ; the functions $4 c_{1222}(x, y)$ and $c_{2222}(x, y)$ are omitted because they are simply reflections of $4 c_{1112}(x, y)$ and $c_{1111}(x, y)$ respectively in the line $y=x . \quad c_{1112}$ is the most complex error function encountered in this chapter in the sense that it is the only one to be composed of sixteen distinct polynomials; for this reason we employ a key numbering the triangles which comprise the element from 1 to 16.

Inspection of the formulae for $c_{1111}, 4 c_{1112}$ and $6 c_{1122}$ (and their derivatives) reveals that they are each $\mathrm{C}^{2}$ with discontinuities in third derivative. The functions display similar behaviour to the third order error functions in that $x^{4}$ is the only fourth order term in the formula for $c_{1111}(x, y), x^{3} y$ is the only fourth order expression in $c_{1112}(x, y)$, and so on. This can be explained using an argument only slightly more

Figure 5.10


Figure 5.11
$\operatorname{Cc}_{1122}(x, y):$


Figure 5.12


TRIANGLE NO.
VALUE OF FUNCTION $4 \mathrm{c}_{1112}(\mathrm{x} \cdot \mathrm{y})$

1

2

3

4

5

6

7

8

9

10

11

12
13

14
$1 / 6 x\left(3(y-1)\left(x^{2}-y\right)+x(-2 y+1)\right)$
15

16
$1 / 6(x+1)^{2}(3 x y+2 y+1)$
$1 / 6 x\left(3(y+1)\left(x^{2}+y\right)+x(2 y+1)\right)$
$1 / 6 y(-y+x(3 x+5)(x+1))$
$1 / 6(y+1)(3 x-1)\left(x^{2}+y\right)-1 / 6(y+1)(x-1)^{2}$
$1 / 6 x\left(3(y+1)\left(x^{2}+y\right)+x(-2 y-1)\right)$
$1 / 6(x-1)^{2}(3 x y-2 y-1)$
$1 / 6 y(y+x(3 x-5)(x-1))$
$1 / 6 y(y+x(3 x+5)(x+1))$
$1 / 6(x+1)^{2}(3 x y+2 y-1)$
$1 / 6 x\left(3(y-1)\left(x^{2}-y\right)+x(2 y-1)\right)$
$1 / 6(y-1)(3 x+1)\left(x^{2}-y\right)+1 / 6(y-1)(x+1)^{2}$
$1 / 6 y(-y+x(3 x-5)(x-1))$
$1 / 6(x-1)^{2}(3 x y-2 y+1)$
$1 / 6(y-1)(3 x-1)\left(x^{2}-y\right)-1 / 6(y-1)(x-1)^{2}$
$1 / 6(y+1)(3 x+1)\left(x^{2}+y\right)+1 / 6(y+1)(x+1)^{2}$
complicated than the one used in the case of the third order error functions: let us consider the function $c_{1111}(x, y)$ and suppose the function being approximated is of the form $\alpha x^{4}+q(x, y)$, where $\alpha$ is constant and $q$ is quadratic in $x$ and $y$. Then (5.21) shows that the error function must be of the form $\beta x c_{111}(x, y)+\beta c_{1111}(x, y)$ for some constant B. Now the only four th order term in the error in approximating a function of this form by a piecewise quadratic will clearly be the $\mathrm{x}^{4}$ term; but we know that the only third order term in $c_{111}(x, y)$ is an $x^{3}$ term and therefore the only fourth order term in $c_{1111}(x, y)$ must be an $x^{4}$ term. Figures 5.13, 5.14 and 5.15 give pictorial representations of the functions $c_{1111}, 4 c_{1112}$ and $6 c_{1122}$ respectively. Figure 5.13 shows $c_{1111}(x, y)$ to be negative except at $x= \pm 1$, with a minimum value of $-1 / 24$ at $x=0 . \quad 4 c_{1112}(x, y)$ is zero round the boundary of the element and along the x and y axes, with zero gradient when $\mathrm{x}= \pm 1$. The maxima and $\min \operatorname{ma}$ do not appear to be easily solvable analytically; numerical methods show that local maxima of approximately 0.0345887 occur at $\pm$ ( $0.4079010,0.4472246$ ), and the antisymmetry of the function means that minima of the same magnitude and opposite sign occur at $\pm$ ( 0.4079010 , -0.4472246). Figure 5.15 indicates that the function $6 c_{1122}(x, y)$ has a single minimum value of $-\frac{1}{4}$ at the origin; this function is zero with zero gradient along the boundary of the element and is negative everywhere inside the boundary.

In theory there is no reason why we cannot evaluate fifth, sixth and even higher order error functions. However there is little benefit to be gained from doing so: as the order increases the error functions become less important and more difficult to interpret; and of course they become extremely difficult to evaluate. We shall therefore conclude our error analysis having studied the third order error functions in some depth and having carried out a briefer examination of the fourth order corrections.


Figure 5.13 The fourth order error function $c_{1111}(x, y)$.


Figure 5.14 Contour plot of the fourth order error function $4 \mathrm{c}_{1112}$ ( $\mathrm{x}, \mathrm{y}$ ).


Figure 5.15 Contour plot of the fourth order error function $6 c_{1122}(x, y)$.

## CONTOURING OVER LOCALLY ADAPTIVE GRIDS

### 6.1 Introduction

The idea of contouring across a grid with local variation in cell size in applications where value and gradient are calculable at any point was raised and discussed briefly in Chapter 5. The motivation for such a strategy stems from the observation that in most maps produced by CONICON, as the (uniform) grid size is decreased, the surface becomes well approximated in some areas of the plot long before it is adequately approximated in others; therefore, if a reliable indicator of goodness of approximation could be derived, we would prefer to carry out a local division of the grid cells confined to il1approxinated areas until the surface is well approximated everywhere. By doing this it ought to be possible to achieve considerable CPU savings ( by comparison with taking an everywhere fine grid) with no appreciable visible effect on the plot, and we should also make important savings in memory usage.

We therefore need to derive some suitable splitting rule to apply recursively to all cells within the grid. Many possible criteria for subdividing suggest themselves and some of these, based on maximum error etc, were considered in Chapter 5. In this chapter we shall test the performance of some of these ideas on known mathematical functions and we shall make further suggestions for splitting rules.

We begin though by considering the computational implementation of locally adaptive contouring, which is by no means a trivial problem to solve, and which of course is a prerequisite for further study of suggested splitting criteria.

### 6.2 Computational Implementation

### 6.2.1 Quad trees

The particular sort of data structure which it is natural to associate with local splitting of grid squares is known as a quad tree; this is simply a tree whose nodes are either leaves or have four branches.

A review of the history of quad trees may be found in Klinger and Dyer (1976). In our case a leaf of the tree represents an element of the grid constructed in the manner explained above, and each node is associated with a quad, or square region of the plot which may or may not be subdivided into four smaller quads. Figure 6.1 shows an example of a typical grid structure and its associated quad tree (in which leaves are hatched).

In fact if we make use only of data at the vertices of an element when considering whether or not it requires splitting (which will usually be the case if the function is fairly intractable analytically) we will probably construct a number of distinct quad trees, each emanating from a single cell of an initial coarse, regular grid. This will be done to lessen the likelihood (and the potential costs) of mistakenly failing to split an element because the data at the vertices happen erroneously to give the impression that the function is well approximated by the piecewise quadratic within the element.

Thus we are likely to begin construction of the grid by selecting a regular grid of elements in such a way that we do not beliéve the behaviour of the function within any single element to be excessively complicated. It follows that each tree in our data structure will usually be a relatively small one, probably with at most three or four levels, and extremely unlikely to consist of more than five levels.

Figure 6.1 A typical grid structure and its associated quad tree.
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Up to now the main use of quad trees has been as a memoryefficient method for picture storage on graphics devices (see for example Warnock (1969), K1inger and Dyer (1976), Woodwark (1982)). In such applications quads are subdivided until either the whole screen within an area can be represented by a single colour, or the resolution of the graphics device for which the picture is being prepared is reached. The greater the degree of coherence within the picture, the greater the saving in memory achieved using a quad tree. Quad trees have been developed extensively in such a way as to facilitate the various basic operations which are required in picture processing. In our case, however, few operations remain to be carried out once the tree has been set up, so we can dispense with most of the refinements which have been suggested to improve the execution of these operations.

There appears to exist two fundamentally different approaches to the problem of constructing a quad tree. The usual approach is to store a quad tree in the form of a linked tree structure, with links from a father to each of his sons, and sometimes additional links from a son to his father for back-tracking (see for example Klinger and Dyer (1976) or Hunter and Steiglitz (1979)).

The alternative, as proposed by Woodwark (1982) is to use an explicit or full quad tree, that is, a tree with storage locations assigned to every possible leaf which might occur in the tree, down to the smallest possible level where in the usual application individual leaves correspond to pixels. Woodwark argues that the absence of links in an explicit quad tree makes it more storage efficient than might be expected compared with a linked quad tree, particularly in cases where the number of bits required to store the data at each quad is small. However since, as we shall see below, a relatively
large amount of information is stored at each quad in our case (and of course Fortran is too high-level a language to allow fine manipulation of the number of bits used at each quad) this argument is not very relevant to the contouring application. There is undoubtedly a significant saving in storage to be gained by using a linked tree structure.

Moreover, we can turn to our advantage a property that would normally be considered a disadvantage of using a linked tree structure: since the user has no precise knowledge of the final number of leaves in the tree he normally has to allocate significantly more storage than is necessary for the tree to ensure that the program does not fail. But in our case a program failure of this nature can indicate that the user has been too ambitious in the amount of accuracy demanded from his approximation, and it can save the user from carrying out a needlessly expensive contouring process and allow him to re-set his parameters.

Another reason advanced by Woodwark for the use of an explicit quad tree is the increase in speed of data input into and retrieval from the quad tree. In our case the former is not applicable, since no new data are input into the tree once its construction has been completed; and the effect of the latter is unlikely to be great, since as stated above, our quad trees are in general small in size and the time involved in processing links is therefore of no great order.

For the reasons outlined above it was felt that the case for using a linked tree structure was very strong in this application, and such a structure has therefore been adopted.

### 6.2.2 Coding policy for elements

Perhaps the most distinctive feature of the construction of the quad trees in our application is the need to determine the 'neighbours' of an element which we have decided to subdivide into four smaller elements. By 'neighbour', we mean an element which shares a common edge with the element being considered. The reason why we must locate an element's neighbours is explained below.

Suppose, for simplicity, that we are currently considering a neighbouring pair of elements $A$ and $B$ from the original regular grid of elements. After having considered whether each element of the grid needs to be subdivided we must evaluate a height and pair of gradients at every new node of the grid. Suppose a new node arises at the midpoint of the boundary line between $A$ and $B$. This can occur for one of two reasons:-
(a) Both A and B need to be subdivided; or
(b) One of the elements (say A) requires subdivision and the other (B) does not.

These two cases require separate treatment: in the first case we simply evaluate the true height and gradients of the surface at the point of interest; however in the second case this is not possible, for the height and gradients at the midpoint of the boundary line are predetermined for us and are constrained to be the values taken by the piecewise quadratic on $B$ at this point. To insert the true value and gradients of the surface at this point when contouring the two new elements bordering $B$ on this side would result in a discontinuity of the surface along the boundary line between A and B . Note though that no difficulties are caused by the fact that along each half of this boundary line we have a single quadratic on one side but a pair of quadratics on the other side: for the pair of quadratics
is uniquely defined along the boundary 1 ine and so these two functions must be identical and the same as the quadratic on the other side of the line; also the condition of linearity of the normal component of the derivative ensures that this too is the same everywhere on both sides of the line.

Thus at this stage of constructing the tree we must first consider all elements of the grid in order to determine whether or not each one requires subdividing, and only then should we begin to determine the five new sets of data values required to complete the subdivision of those elements which are divided into four. One of these sets of values occurs in the centre of the parent element and can always be determined correctly. The other four lie on boundary lines with neighbouring elements from the original grid (unless they lie on the edge of the grid, in which case the true value and gradients of the surface may again be calculated); for each one of these we must locate the neighbour of the parent element in order to determine whether it too requires subdividing - if it does then we may determine the true value and gradients of the surface at this point (though we should be careful to avoid needless repetition of such evaluations by checking that the neighbouring element has not been dealt with already); otherwise we must evaluate the value and gradients of the neighbouring piecewise quadratic approximant at this point.

When we consider all quads at the next and subsequent levels of the tree, we proceed in a similar manner, but the process is slightly complicated by the fact that an element may not have a neighbour of the same size on one or two of its sides; this case however is resolved in exactly the same manner as it would have been if a neighbouring element of the same size did exist but did not require further subdivision.

It is therefore important to find a reasonably efficient method for locating the neighbouring element of the same size as the current element (if it exists) in any direction. This is a simple task if an explicit quad tree is used and quads are addressed according to their $X$ and $Y$ values, in the same way as a two-dimensional array might be addressed (such a policy is suggested - but not recommended - by Woodwark (1982)), but it would not be advantageous to implement a coding policy along such lines in the case of a linked tree because moving up or down the tree would become a major task, involving a substantial amount of computation.

The coding method employed in this application is therefore of a different nature (which does allow easy movement down the tree) and is illustrated by Figure 6.2. It has the advantage that once the code number of a neighbour has been established, information on the neighbour can be located reasonably quickly, because processing of links is a simple speration. Its disadvantage is that determining the code number of a neighbour is not as simple as the Cartesian coding system suggested above would allow. The figures in brackets in Figure 6.2 express the code number in base 4 (using digits $1-4$ rather than $0-3$ in order that each node of the tree at whatever level has a distinct code number). For any element in the grid (except those in the original regular grid) the code numbers of two of its neighbours (those two which share the same parent) may be determined by a simple alteration to the final digit. The code numbers of the other two neighbours are a little more difficult to determine.

Before describing the algorithm used to determine these code numbers, we shall introduce some notation and conventions. Let NCODE denote the code number of the current element. Let MCODE denote the code number of its neighbour. NSIDE and MSIDE are both variables representing direction. The following conventions are employed:-

Figure 6.2
The second and third levels of a quad tree. showing the adopted coding policy.


| 20 <br> $(44)$ | 19 <br> $(43)$ | 16 <br> $(34)$ | 15 <br> $(33)$ |
| :---: | :---: | :---: | :---: |
| 17 <br> $(41)$ | 18 <br> $(42)$ | 13 <br> $(31)$ | 14 <br> $(32)$ |
| 8 |  |  |  |
| $(14)$ | $(13)$ | 12 <br> $(24)$ | 11 <br> $(23)$ |
| 5 | $(11)$ | $(21)$ | $(22)$ |


| NSIDE $=1$ | $\Rightarrow$ | LHS or RHS |
| :--- | :--- | :--- |
| NSIDE $=2$ |  | $\Rightarrow$ |
| MSIDE $=1$ | Above or Below |  |
| MSIDE $=2$ | $\Rightarrow$ | Below |
| MSIDE $=3$ | $\Rightarrow$ | RHS |
| MSIDE $=4$ | $\Rightarrow$ | Above |

To locate both neighbours of the element with code number NCODE which do not share the same parent (irrespective of whether they belong to the same element of the original regular grid), we repeat the following for NSIDE $=1$ and NSIDE $=2$.
(1) First decide which direction MSIDE we are looking in. Consider the final digit $N$ of NCODE.

Then if NSIDE $=1$,
$N=1$ or $4 \Rightarrow \operatorname{MSIDE}=4 ; N=2$ or $3 \Rightarrow M S I D E=2$
or if NSIDE $=2$,
$\mathrm{N}=1$ or $2 \Rightarrow \mathrm{MSIDE}=1 ; \mathrm{N}=3$ or 4 => MSIDE $=2$.
(2) Determine $M$, the final digit of MCODE, using the following:

If NSIDE $=1$,
then $M=\operatorname{MOD}(6-N, 4)+1$
If $\operatorname{NSIDE}=2$,
then $M=5-N$.
(3) Find $N$, the next digit (working from back to front) of NCODE.

If $N=0$, return. Otherwise use the formulae in (2) to determine M, the next digit in MCODE, and update MCODE.
(4) If MSIDE $=\mathrm{N}$ or $\operatorname{MSIDE}=\operatorname{MOD}(\mathrm{N}+2,4)+1$, go back to (3).
(5) The remainder of the digits in MCODE are the same as those in NCODE. Update MCODE to take account of this and return.
(6) End.

It was noted above that this algorithm returns the correct code value of the neighbour whether or not the neighbour lies in the same
cell of the original grid. However, if the neighbour does not lie in the same cell we require some indication of this. Therefore, subroutine NENBR, which calculates the code number of a neighbouring element, returns the final value of $N$, which is the first digit of NCODE and the final value of $M$, which is MCODE's first digit. The neighbouring element belongs to a different cell of the original grid if any of the following occur:-

| MSIDE $=1$ | and | $\mathrm{N}=1, \mathrm{M}=4$ |
| :---: | :---: | :---: |
|  |  | $\mathrm{N}=2, \mathrm{M}=3$ |
| MSIDE $=2$ | and | $\mathrm{N}=2, \mathrm{M}=1$ |
|  |  | $N=3, M=4$ |
| MSIDE $=3$ | and | $N=3, \mathrm{M}=2$ |
|  |  | $N=4, M=1$ |
| MSIDE $=4$ | and | $\mathrm{N}=1, \mathrm{M}=2$ |

An efficient test is used to determine whether any of the above have occurred.

### 6.2.3 Data structure used in adaptive contouring

We now explain the data structure which is used in contouring over a locally adaptive grid.

The array VALS (3, IVTOP) replaces the arrays $Z, Z X$ and $Z Y$ which are used when contouring across a regular grid. Each triple in VALS represents the height and partial derivatives of the surface (which may or may not be the true values) at a point. The data at any node are represented once only in this array.

The array IPTR (7, IQTOP) gives essential information on various quads of the tree, holding one set of seven values for every quad in the tree. If the quad is a leaf, then the first two values in IPTR
supply the location of the element at the root of the current tree in the original regular grid, and the third value is the current element's code number within its particular quad tree. The final four values are pointers to the locations in VALS of the data at the SW, SE, NE and NW corners respectively of the current element. If the quad is not a leaf then values in IPTR will be exactly the same, except for the first value of the seven, which is flagged as negative to indicate this. In the present implementation no attempt is made to remove the data in IPTR which correspond to quads which are not leaves; some of this information is of use if we wish to plot the grid after the data structure has been set up, but values in the 4 th to 7 th dimensions are of no further use after the subdivision of an element is complete. Provision has however been made in the coding for these values to be overwritten in a future implementation as a means of saving memory: the amount of storage which might be said to be wasted through the retention of these negatively flagged values amounts to approximately one-seventh of the total storage used in IPTR.

Finally the array ITREE (ITOP) indicates the structure of the tree itself. The first ( $M-1$ ) $x(N-1)$ entries in ITREE each refer to a root of a quad tree. If the value corresponding to the Ith element is flagged as negative, then this element is not subdivided and data relating to it can be found in the -ITREE(I) th location in IPTR (though in the current implementation in such a case we will always have $\operatorname{ITREE}(\mathrm{I})=-\mathrm{I}$ ) ; otherwise if the value is positive the element is subdivided and the value points to the location in ITREE associated with the first son of the current element, information on the other three sons occurring in the three entries in ITREE immediately following this. After the entries in ITREE which correspond to the elements of the original grid, we have a similarly constructed
series of entries relating to all quads at the next level down and then quads at lower levels, until we arrive at the final level where all values in ITREE are flagged with minus signs.

Note that no provision has been made for backtracking within the tree, as we have no need for it.

Subroutine ADGRID sets up the data structure described above. The user is required to supply a subroutine VALUES and to select a function DIVTST; the former should return the height and gradients of the true surface at a specified point, while the latter should determine, on the basis of the twelve data values at the vertices of an element along with its size and location, whether it requires further subdivision and return a value which is greater than unity if the element needs splitting and less than unity if no further subdivision is required. We describe below the major steps which subroutine ADGRID performs:-

1. Begin by calculating values and gradients on the original regular grid and adding these to the array VALS. At the same time initialise the relevant values in ITREE so that $\operatorname{ITREE}(\mathrm{I})=\mathrm{I}$ and set appropriate values in IPTR for these elements.
2. Work through the list of elements of the current size in ITREE and for each one use DIVTST to determine whether it requires subdivision. If it does, flag the appropriate entry in the first dimension of IPTR as negative, reset the value in ITREE associated with this quad to point to the next free space in ITREE, and update the variable indicating the next free space in ITREE by making an addition of 4 to it. If the element does not require further subdivision, flag the appropriate value in ITREE:as negative and calculate bounds for values taken by the surface within the element; store these in ZLIM (2, IQTOP).
3. The start of the main loop. Go back through the list of elements of the current size; if an element is a leaf of the tree then there is nothing further to do. Otherwise four extra sets of values need to be added to IPTR, corresponding to the four new elements, and up to five extra sets of values must be added to VALS. This process is carried out in Sections (4)-(7).
4. Calculate the code numbers of the new elements and place these, along with the 'coordinates' of the root of the tree, in the first three dimensions of IPTR.
5. Each of the four new elements has a vertex in common with its parent element, at which height and gradients have already been evaluated. Update IPTR to take account of this. Also each new element has a vertex at the centre of the parent element; call VALUES to evaluate the true height and gradients of the surface i.ere, add these to VALS, and make appropriate additions to IPTR.
6. If the current element does not belong to the original regular grid, go forward to (7). Otherwise we know that all neighbours of the current element are of the same size, and information relating to them is easily located in IPTR. Consider each edge of the element in turn. For each edge, determine whether we are on the boundary of the plot: if so, evaluate the true height and gradients of the surface here and update VALS and IPTR accordingly. If the edge is not on the boundary of the grid, determine whether the neighbouring element is going to be subdivided or not. If not, calculate the height and gradients of the piecewise quadratic on the neighbouring element at the midpoint of the edge we are considering and add these to VALS before updating IPTR.

If the neighbouring element does also require splitting then (a) if we are on the upper or right hand edge of the current element,
evaluate the true surface height and gradients at the point of interest and update VALS and IPTR accordingly, not only updating the part of the latter which refers to two of the new elements within the current parent element, but also updating the part which is associated with the two new elements on the opposite side of the boundary line; or (b) if we are on the lower or left hand edge of the parent element this edge has already been dealt with, so go forward to the end of the loop.

When we have considered all elements within the original grid, go forward to (8).
7. When we arrive here the current element does not belong to the original grid, so we must carry out a more complicated process than the one described in section (6).

We follow through instructions (i)-(iv) first for NSIDE $=1$ and then for NSIDE $=2$ (i.e. first dealing with neighbours to the left and right, then with neighbours above and below).
(i) Call subroutine NENBR to determine the code number of the neighbouring element which does not share the same parent as the current one. Determine whether this lies within the same element of the original grid as the current element and, if not, decide whether we are on the boundary of the plot. If we are on the boundary, omit (ii).
(ii) Find whether a neighbour of the same size exists in this direction and, if so, whether it is also marked for subdivision.
(iii) Now carry out a process similar to that described in (6): if we are on the boundary of the grid, or the neighbouring element requires subdivision, evaluate the true data to place in VALS (as long as this has not been donealready)
and update IPTR accordingly. Alternatively, if there is no neighbour of the same size in the current direction, or if such a neighbour exists but is a leaf of the tree, calculate the height and gradients at the appropriate point which will not disturb continuous differentiability of the approximant, add these to VALS and update IPTR.
(iv) Now deal with the opposite edge of the current element in a similar manner, the only difference being that the neighbour shares the same parent as the current element and therefore the location of its entries in IPTR can be determined simply without having to call NENBR or to process links of the tree.
8. If none of the elements of the current size have been subdivided, return. Otherwise update variables indicating the extent of information on elements of the current size in IPTR and ITREE, reduce the current grid size by a factor of two, and go back to (2).

### 6.2.4 Incorporation in the CONICON framework

The rather complicated process described above is quite straightforward to incorporate into the main framework for CONICON. To produce a contour plot using an adaptive grid, the user is required to call subroutine ADCON. This master routine is similar in many ways to subroutine ALLCON, which was described in Chapter 3: the major differences are that a call is made to ADGRID at an early stage in order to set up the grid and then instead of considering whether to call subroutine SQUARE once for each element of the regular grid, we consider each element which has a set of entries in IPTR. A further difference is that the bounds for values taken by the function over elements are not set up directly by subroutine ADCON, but during the execution of ADGRID.

From subroutine SQUARE downwards all routines used are exactly the same as those normally called in CONICON; it should be noted that in this case it is particularly important that subroutine JOIN does not attempt to match segment ends exactly, because at the boundary of a pair of elements of different sizes it is particularly difficult to calculate contour intersections on both sides in exactly the same manner.

Crosshatching over adaptive grids has not been implemented by the author; nor has contouring within a non-rectangular window or gradient plotting, though these two problems can be treated in exactly the same way as previously, and something very similar to 'algorithm A' could be used successfully for crosshatching. The only major alteration here would appear to be in determining the height of the surface on the boundary of the grid and this does not appear to be particularly difficult to implement.

It is clearly of the utmost importance to have some means of plotting the grid over which we are contouring and, as mentioned above, a subroutine, called PLTGRD, has been written for this purpose. This subroutine first plots the regular grid on which the construction is based, and then looks through the array IPTR for nodes of the tree which have been flagged as negative i.e. elements which have been subdivided to form four smaller elements. Whenever the routine comes across such an element it plots the division which has occurred within it. After all data in IPTR have been dealt with in this way the plot is complete.

The author is aware that there is some scope for improvement in the method described above for setting up the data structure for adaptive contouring, both in terms of running time and memory used. However, experimental results have shown that the time taken to set up
the grid in most examples is fairly insignificant in comparison with the time taken to contour over the grid, and it is therefore felt that efforts to improve the process of setting the grid up are only marginally justifiable, as they could not possibly result in any significant improvement in the total job execution time.

In the following sections in this Chapter we see several examples of the use of a locally adaptive grid for contouring which use the implementation described in this section.

### 6.3 Splitting criteria based on maximum vertical error

### 6.3.1 Introduction

In Chapter 5 we derived a bound for the maximum (absolute) error involved in using the seamed quadratic element to approximate a function with bounded third derivates, the upper limit being a simple function of the maximum of the four third order partial derivates of the true surface over the area of the plot. We suggested that this bound might be used as the basis of a criterion for local splitting of grid elements, in such a way that subdivision of an element should occur if and only if the bound for error within that element exceeded a specified value. So long as this prescribed value was positive, reasonably fast termination of the process would be guaranteed for all but the most ill-behaved functions, since the bound would decrease by a factor of approximately 8 with each splitting process carried out.

In this section we test the performance of such a criterion on a pair of mathematical functions. The first is the mixture of two bivariate Normal distributions which was introduced in Chapter 1 and has been used as a test example on a number of occasions in previous
chapters. The function is

$$
\begin{align*}
& f_{1}(x, y)=\exp \left(-\frac{1}{2}\left(4(x-1)^{2}+6(y-1)^{2}\right)\right) \\
& +\exp \left(-\frac{1}{2}\left(10(x-2)^{2}+6(y-1.3)^{2}+14(x-2)(y-1.3)\right)\right) \tag{6.1}
\end{align*}
$$

The second test function is

$$
\begin{equation*}
f_{2}(x, y)=\exp (-b r) \cos (c r) \tag{6.2}
\end{equation*}
$$

where $r=. V\left(x^{2}+y^{2}\right) ; b=0.06 ; c=2 \pi / 3$

The latter function is particularly difficult to contour; it may be regarded as a series of equidistant ripples of exponentially decreasing magnitude emanating from the origin. The function is differentiable everywhere except at the origin and its contours are circles centred on the origin. Figure 6.3 shows a contour plot of this function using a regular grid of $25 \times 25$ points. The contour heights are at regular intervals and the surface has been contoured over the interval $[0.25,12.25] \times[0.25,12.25]$ in order to avoid discontinuity problems. The contours in Figure 6.3 appear quite satisfactory, but when contour levels approach any of the areas where the contribution of the cosine function is at a maximum or minimum and the contours coincide, behaviour is bound to be less satisfactory. Two such levels occur when $r=12$ and $r=7.5$. These correspond to function values of approximately 0.48675 and -0.63763 respectively, and Figure 6.4 shows the behaviour of a pair of contours of the piecewise quadratic approximant close to these levels. Such behaviour can never of course be completely eliminated using our contouring method, but we might hope to obtain some degree of local splitting of the elements in the appropriate areas to improve matters.


Standard contour plot

$$
\text { tof function } f_{2}(x, y) .
$$



Figure 6.4 Standard contour plot of function of $f_{2}(x, y)$, snowing behaviour close to a local minimum and and a local maximum of the cosine function.

### 6.3.2 Use of true third order partial derivatives

The suggested splitting criterion requires us to evaluate the maximum magnitude of any of the function's third order partial derivatives within each element of the grid. This is not really a practicable exercise with either of our test functions so instead, as suggested in 5.4 , we opt for the alternative of choosing the largest third order partial derivative at any of the element's vertices. Note that this is sometimes liable to result in underestimating the third derivative, but if the function is well-behaved this should not happen very often and the effects will not be very serious when it does happen.

For function 1, if we evaluate all third order partial derivates on the $21 \times 31$ regular grid of points used in the production of Figure 2.5, we find that the maximum value occurs at (1.9, 1.1), close to the peak of the distribution in which the $x$ - and $y$ - variables are correlated, and is approximately 43.3327. Using the bound for error given by Theorem 5.1, this tells us that the maximum error involved in using the piecewise quadratic approximant to approximate function 1 over this regular grid is almost certainly bounded above by $1.07 \mathrm{e}-03$ (since $h=0.05$ ). However if we use the criterion suggested and choose the grid size adaptively, we can use a smaller number of elements and still ensure (almost) that the error in approximation is always less than this value, or alternatively we can use a similar number of elements to achieve a reduction in the bound for maximum error.

In Figure 6.5 we have chosen the latter option; in fact we have 612 elements compared with 600 elements in Figure 2.5. The error in approximation in this example has been reduced to $1.0 \mathrm{e}-03$, perhaps not as large a reduction as we might have hoped for, but this is probably a result of the smooth, well-behaved nature of the function. The


Figure 6.5 Function $f_{1}(x, y)$. Splitting based on largest third order partial derivative at any vertex.
pattern of elements in Figure 6.5 is encouraging nevertheless: over most of the plot elements are of a uniform size, but near the edge of the plot where there are few contours and the surface is relatively flat they are larger, while around the right hand peak (which Figure 2.6 shows to be a particularly difficult area to contour) we have a large concentration of small elements.

We now move on to consider function 2. In this case the maximum value of all third order partial derivatives evaluated at the nodes of the $25 \times 25$ grid of points used to produce Figures 6.3 and 6.4 is approximately 8.4985 , signifying a maximum error of less than $2.623 \mathrm{e}-02$. If we use our splitting criterion (beginning with a 6 x 6 grid of elements) in an attempt to produce a locally adaptive grid with a similar maximum error we find that there is very little difference in the grid pattern, with just a few elements of size $h=0.5$ remaining undivided near the top right hand corner of the plot. In order to study the behaviour of this particular splitting criterion on this function we have therefore selected a maximum error of about half the size, namely $1.3 \mathrm{e}-02$, which resulted in the pattern of elements indicated by Figure 6.6.

Probably the most noteworthy feature of this illustration is the tendency of the smaller elements to aggregate close to the $x$ - and $y$ axes, indicating an obvious failing of the method, for we would like the method to be reasonably invariant under rotation of the axes, given an examples of this nature. We cannot expect total invariance under rotation of the axes, because both the partial derivatives and the grid itself are not invariant under rotation, and for the latter reason in particular we are bound to obtain significant departures from optimum results with a function of this complexity.

However what is perhaps surprising is the scale of the departure from invariance under rotation, and this gives cause for concern. An

$\begin{aligned} \text { Figure 6.6 } & \begin{array}{l}\text { Function } \mathrm{f}_{2}(\mathrm{x}, \mathrm{y}) \text {. Splitting based on largest } \\ \text { third order partial derivative at any vertex. }\end{array}\end{aligned}$
improvement would undoubtedly arise if it were practicable to calculate the true maximum of the third order partial derivatives within each element; note that another consequence of only considering derivates at the vertice: of the element is that any element which has been subdivided is necessarily part of $a$ block of four such elements forming a large square.

Finally it should be noted that the grid pattern indicated by Figure 6.6, although possessing a considerably larger number of elements than the regular grid used to produce Figure 6.4 , would have little effect on improving the worst contours in Figure 6.4 , which tend to occur in areas some distance away from the axes.

### 6.3.3 Estimating third order partial derivaties

In a number of cases it is possible to evaluate the third order partial derivatives of our function at the vertices of an element; however this may in some examples not be achieved without considerable labour (as well as expense for the computer) and the prospect of having to carry out such calculations might well deter many potential users from attempting to use the adaptive method for contouring. Indeed, computation of the third derivatives of our two test functions is by no means a trivial task. Therefore, as the emphasis of this work is on developing methods which are widely applicable and can be handled by scientists from diverse disciplines, we would prefer to be able to offer a method which does not require the user to evaluate third order derivatives of the functions but instead automatically estimates these quantities in some (we hope) reliable manner. It would be particularly useful if a reasonable estimate of the maximum value of the third order partial derivatives could be derived solely from the twelve data values at the vertices of an element; such an estimate is developed below.

We begin by considering an element on the 'unit square', as defined in Chapter 5, with vertices at ( $\pm 1, \pm 1$ ). It is stressed though that what follows is completely independent of the nature of the element and is simply a consequence of the locations of its vertices. If value and gradients are evaluated at each vertex of the square then we have twelve pieces of information regarding the function we are contouring. It therefore does not seem unreasonable to hope that from these data values we could determine all ten parameters of a cubic polymomial if our surface was such a function, and indeed this is possible. In fact we can do still better than this: if we introduce a pair of quartic terms into our polynomial, namely an $x^{3} y$ term and an $x^{3}{ }^{3}$ term, the coefficients of these terms are also identifiable. Suppose however that the function which we are contouring is not a twelve parameter function, but a general quartic with fifteen parameters; it will no longer be possible to identify all the parameters of the polynomial or indeed all the twelve parameters which we have just considered, since some of these will be confounded with the parameters corresponding to the coefficients of the three additional quartic terms. However, by good fortune, we find that all the cubic coefficients as well as the coefficients of the $x^{3} y$ and $x^{3}$ terms are still identifiable, so we can still obtain a considerable amount of information regarding the third derivative of our function. The following shows why this is true. Consider the functions,

$$
\begin{align*}
& \phi_{1}(x, y)=(x+1)^{2}(x-1)^{2}=x^{4}-2 x^{2}+1 \\
& \phi_{2}(x, y)=(y+1)^{2}(y-1)^{2}=y^{4}-2 y^{2}+1 \\
& \phi_{3}(x, y)=(x+1)(x-1)(y+1)(y-1)=x^{2} y^{2}-x^{2}-y^{2}+1 \tag{6.3}
\end{align*}
$$

or alternatively replace $\phi_{3}(x, y)$ by

$$
\phi_{3}^{\prime}(x, y)=2 x^{2} y^{2}-x^{4}-y^{4}
$$

The three functions given by (6.3) are linearly independent and have the following property in common; if the function $\phi_{i}(x, y)$ and its first order partial derivatives are evaluated at each of the four vertices of our square, all twelve values and gradients are zero. Thus any multiple of one or more of these functions could be added to the function being contoured with no effect whatsoever on the values and gradients at the vertices of the unit square and consequently with no effect on the contours plotted. Therefore the effect of adding the other three quartic terms to our twelve-parameter polynomial is to render the coefficients of the six terms $x^{4}, y^{4}, x^{2} y^{2}, x^{2}, y^{2}$ and 1 unidentifiable. The remaining nine parameters (which include all cubic and two quartic terms) can still be identified and indeed they are quite simple to calculate.

The expressions derived for the six particularly useful coefficients are of some interest, because they are closely connected with the idea of tangent intersections which we discussed in Chapter 2 . Recall that the tangent intersection property of a one-dimensional quadratic function states that tangents constructed at any two points $x_{1}$ and $x_{2}$ on the line have a common value at the point $\frac{1}{2}\left(x_{1}+x_{2}\right)$. Thus we might conjecture that if we have a function which is not quadratic with tangents constructed at points $x_{1}$ and $x_{2}$, the difference between the values of these tangents at $\frac{1}{2}\left(x_{1}+x_{2}\right)$ could perhaps be considered to be a suitable measure of the departure from quadraticity of the function. Indeed we find that the six identifiable parameters of our quartic which contribute to the third derivative are all functions of such quantities, measured along the edges and the diagonals of our element.

Suppose $a_{i j}$ is the coefficient of the $x^{i} y^{j}$ term in our polynomial. Suppose also that we use the following notation to describe the difference between tangent values at the midpoints of edges and diagonals of our element (now of dimension $2 \mathrm{~h} x 2 \mathrm{~h}$ ):

$$
\begin{align*}
& T_{S}=\left(z_{S W}+h s_{S W}\right)-\left(z_{S E}-h s_{S E}\right) \\
& \mathrm{T}_{\mathrm{N}}=\left(\mathrm{z}_{\mathrm{NW}}+\mathrm{hs} \mathrm{NW}\right)-\left(\mathrm{z}_{\mathrm{NE}}-\mathrm{hs} \mathrm{sE}_{\mathrm{NE}}\right) \\
& T_{W}=\left(z_{S W}+h t_{S W}\right)-\left(z_{N W}-h t_{N W}\right) \\
& T_{E}=\left(z_{S E}+h t_{S E}\right)-\left(z_{N E}-h t_{N E}\right) \\
& T_{S W, N E}=\left[z_{S W}+h\left(s_{S W}+t_{S W}\right)\right]-\left[z_{\text {NE }}+h\left(-s_{N E}-t_{N E}\right)\right] \\
& T_{S E, N W}=\left[z_{S E}+h\left(-s_{S E}+t_{S E}\right)\right]-\left[z_{N W}+h\left(s_{N W}-t_{N W}\right)\right] \tag{6.4}
\end{align*}
$$

Then the identifiable cubic and quartic coefficients are as follows:

$$
\begin{align*}
& a_{30}=\left(T_{S}+T_{N}\right) / 8 h^{3} \\
& a_{21}=\left(T_{S W, N E}+T_{S E, N W}-T_{W}-T_{E}\right) / 8 h^{3} \\
& a_{12}=\left(T_{S W, N E}-T_{S E, N W}-T_{S}-T_{N}\right) / 8 h^{3} \\
& a_{03}=\left(T_{W}+T_{E}\right) / 8 h^{3} \\
& a_{31}=\left(T_{N}-T_{S}\right) / 8 h^{3} \\
& a_{13}=\left(T_{E}-T_{W}\right) / 8 h^{3} \tag{6.5}
\end{align*}
$$

The other identifiable parameters are:

$$
\begin{aligned}
& a_{11}=\left(z_{S W}-z_{S E}+z_{N E}-z_{N W}\right) / 2 h^{2} \\
& +\left(s_{S W}+s_{S E}-s_{N E}-S_{N W}+t_{S W}-t_{S E}-t_{N E}+t_{N W}\right) / 8 h \\
& a_{10}=3\left(-z_{S W}+z_{S E}+z_{N E}-z_{N W}\right) / 8 h \\
& +\left(-s_{S W}-s_{S E}-s_{N E}-s_{N W}-t_{S W}+t_{S E}-t_{N E}+t_{N W}\right) / 8 \\
& a_{01}=3\left(-z_{S W}-z_{S E}+z_{N E}+z_{N W}\right) / 8 h+
\end{aligned}
$$

$$
\begin{equation*}
\left(-s_{S W}+s_{S E}-s_{N E}+s_{N W}-t_{S W}-t_{S E}-t_{N E}-t_{N W}\right) / 8 \tag{6.6}
\end{equation*}
$$

and if the coefficients of $x^{4}, x^{2} y^{2}$ and $y^{4}$ are zero, then

$$
\begin{align*}
& a_{20}=\left(-s_{S W}+s_{S E}+s_{N E}-s_{N W}\right) / 8 h \\
& a_{02}=\left(-t_{S W}-t_{S E}+t_{N E}+t_{N W}\right) / 8 h \\
& a_{00}=\left(Z_{S W}+Z_{S E}+Z_{i N E}+Z_{N W}\right) / 4 \\
& +h\left(s_{S W}-s_{S E}-s_{N E}+s_{N W}+t_{S W}+t_{S E}-t_{N E}-t_{N W}\right) / 8 \tag{6.7}
\end{align*}
$$

(This final expression has appeared previously as (2.16)).
We may use the six identifiable coefficients of third and fourth order terms to estimate the maximum third order partial derivative over an element: if we approximate the true function being contoured by a twelve parameter polynomial of the type described above we can evaluate the maximum third order partial derivative of this function over the element and use this as our estimate of the maximum third order partial derivative of the true function. As each of the four third order partial derivatives of our polynomial is linear in $x$ or $y$ only, the maximum value will occur along one of the edges of the element and is easily calculated.

We now return to our two test functions and employ this third derivative estimate as the basis of our splitting criterion:- in the case of function 1 , if we first evaluate the estimate on each cell of a $20 \times 30$ regular grid of elements we find that a maximum of approximately 42.0547 occurs within the element covering the region $[1.9,2.0] \times[1.0,1.1]$, a result which is encouragingly close to the maximum of approx. 43.3327 found at (1.9, 1.1) when we measured the true derivatives at vertices only. We have found that in general this new estimate of third order partial derivative tends to understate the
value calculated from third derivative measurements at the vertices, which in turn of course is sometimes less than (and never greater than) the true maximum of the third derivative of the surface within an element. Thus Figure 6.7, which employs our estimate in combination with the bound given by Theorem 5.1 and was the result of requesting a maximum error of $8.0 e^{-04}$ (c.f. $1.0 e^{-03), ~ u s e s ~ o n l y ~ a ~ s l i g h t l y ~ l a r g e r ~}$ number of elements ( 651 compared with 612) than Figure 6.5.

However the pattern of splitting of elements is broadly similar to the one achieved in the previous subsection, suggesting that the estimate derived above might well provide a suitable criterion for splitting of elements in most examples, though it seems unlikely that it could be used to obtain anything more than a very rough impression of the accuracy of approximation.

Next we consider the performance of our new splitting criterion on the second test function. On this occasion the estimated maximum third order partial derivative using a regular $24 \times 24$ grid of elements is 6.99385 , significantly less than the value of around 8.5 which we arrived at using the method discussed earlier. The evidence of plots of function 2 produced using this criterion suggests that the high order of the difference is not just confined to the area near the origin where the maximum third derivative occurs, but throughout the area of the plot. Figure 6.8 shows a grid pattern produced using the new criterion which is comparable with Figure 6.6, having only 60 more elements. This was produced by setting the requested maximum error to $1.0 e^{-02}$ (c.f. 1.3e-02 for Figure 6.6). It can be seen that the two patterns of elements are again broadly similar, but if there is anything to choose between the two then the grid shown by Figure 6.8 appears more successful than that illustrated by Figure 6.6: the smaller scale elements are not quite so closely aggregated near the axes and they tend to


Figure 6.7 Function $\mathrm{f}_{1}(\mathrm{x}, \mathrm{y})$. Splitting according to estimated maximum third order partial derivative within an element.


Figure 6.8 Function $\mathrm{f}_{2}(\mathrm{x}, \mathrm{y})$. Splitting according to estimated maximum third order partial derivative within an element.
occur in areas where the density of contours is high; in other words in areas where the gradient of the function is large and we would expect a relatively large error in approximation. Of course it is not in such areas that the worst contours of Figure 6.4 occur, but as we are considering vertical error only in this section this is to be expected. In the following section we consider horizontal rather than vertical error in an attempt to improve contour behaviour in these areas. From the results obtained in this section we may conclude that when maximum vertical error is used as the basis of a criterion for local splitting of elements, the estimates of third derivative derived above from the twelve data values at the vertices of an element lead to a promising looking criterion for local division of grid squares which is also simple to operate.

### 6.4 Splitting criteria based on horizontal error

### 6.4.1 Introduction

In this section we consider the performance of a splitting criterion based on horizontal rather than vertical error on the pair of test functions introduced in the previous section. The concept of horizontal error and arguments for and against its usefulness were discussed at length in Section 5.4 and we shall not dwell further on these arguments any more than is necessary in this chapter. In 5.4 we also introduced three potential measures of flatness of the surface within an element and suggested a way of combining any one of these measures with some estimate of maximum vertical error in order to derive a suitable indicator of the degree of horizontal error of the contours within an element. Although the use of one of these three measures was
tentatively recommended in preference to the other two, no tests were carried out to examine how well each behaved. We therefore begin with a brief comparison of these measures.

In order to compare the measures of flatness we consider once again the piecewise cubic polynomial which was plotted as Figure 5.6. With the exception of the diagonals of the plot, where it is only once differentiable, this function has a constant maximum (absolute) third order partial derivative of 1.0 throughout its domain. Recall that we defined our suggested measure of horizontal error to be
$\frac{\text { maximum vertical error }}{\text { measure of flatness }+\kappa} \quad(\kappa>0)$

It follows that if we were to construct a locally adaptive grid for plotting this particular function using the above measure as splitting criterion, subdivision of elements would depend only upon the measurements of flatness. Another reason for choosing this function is that its value is constant with zero gradient along the vertical edges of the plot, and we can therefore check that termination of the splitting process always occurs at or before the selected level.

We begin by considering what we expect to be the most reliable (but also the most time-consuming) measure, which is a function of data at the vertices of all the triangles within the element (see 5.4 for details); our first task is to select a pair of suitable parameters $\varepsilon$ and $k$, as defined in 5.4. We therefore decide upon a minimum size of grid element, and holding $\kappa$ fixed at this stage we make an initial choice for $\varepsilon$ in the manner descibed in 5.4. However, if the selected value of $k$ turns out to be large in comparison with typical measurements of flatness, there will be a tendency for $\kappa$ to dominate the measurements of flatness with the result that the final grid will tend towards being a regular grid of our chosen minimum size of elements. Conversely, if $k$
is small in comparison with most flatness measurements, splitting of elements will tend to become over-localised, with a high degree of splitting occurring in a few areas of the plot and little or no splitting occurring over most of the plot. Therefore, after inspection of the grid produced with the initial choices of control parameters, it will usually be necessary to adjust $\kappa$ and $\varepsilon$, in such a way that the product $K \varepsilon$ remains approximately constant, until a suitable pair of values is found. While this process of adjustment is being carried out we will not of course wish to carry out any contouring and indeed it is simple to avoid this computationally; also, as we mentioned in Section 2 of this chapter, we can prevent an excessively large data structure from being generated in cases where parameter values have been illchosen simply by dimensioning the arrays VALS, IPTR and ITREE so that they are too small to cope with trees of an undesirably great magnitude:

Using the process described above in combination with our measure of flatness the grid illustrated by Figure 6.9 was created. The values of $k$ and $\varepsilon$ used for this plot were $1.0 \mathrm{e}-03$ and $1.0 \mathrm{e}-02$ respectively, values which allow no more than four levels of splitting to occur if we begin, as we do, with a $4 \times 4$ grid of elements. In fact for this particular value of $\varepsilon$ we will have precisely four levels of splitting for any $k$ in the range [3.81e-06, $3.05 \mathrm{e}-03]$. It is emphasized that if we wished to contour this particular function, which is very well-behaved, using the adaptive method, we would not normally wish to use such a large number of elements as appears in Figure 6.9: the high degree of splitting has been requested simply for illustrative purposes. However contours are plotted in this example in order to indicate their positions in relation to the grid cells.

Figure 6.10 illustrates a comparable grid constructed using our recommended measure of flatness (with the same values of $\kappa$ and $\varepsilon$ ),


Figure 6.9 Third order error function $3 c_{112}$ ( $x, y$ ). Splitting based on 'most reliable' measure of flatness suggested.


Figure 6.10 Pattern of elements for error function $3 c_{112}(x, y)$ when splitting is based on the recommended measure of flatness.
which is a compromise between the method used to produce Figure 6.9 and the crudest suggested method which simply selects the minimum of the five gradients at the vertices and centre of the element. The latter method was also employed as the basis of a splitting criterion to be used on this function, but with a resulting map so similar to Figure 6.10 that it has been omitted; note though that different parameter values had to be chosen in order to produce a similar number of elements to those in Figures 6.9 and 6.10.

Perhaps the most striking feature of these two illustrations is the fact that areas with high concentrations of elements are virtually contour-free, a property which was predicted in the previous chapter. It appears that both measures of flatness have performed successfully in this example; each has succeeded in locating the flattest areas of the plot and a good impression of the overall shape of the surface can be gained simply by looking at the patterns of elements. The differences between the two grids are fairly insubstantial, and the pattern produced by the more time-consuming measure is by no means obviously superior. It is felt that a much more demanding test example might make it easier to differentiate between the two measures.

In fact the computational burden of the more time-consuming measure, which led us to recommend the use of the compromise measure in Chapter 5, turns out to be much less severe than predicted, but is nevertheless greater than that pertaining to the latter measure. We shall therefore not alter our recommendation and we use the 'compromise' measure only in the remainder of this section.

### 6.4.2 Combining vertical error with flatness measurements

We return now to the two test functions which we attempted to contour adaptively on the basis of vertical error in the previous section. Before combining our estimate of the maximum third order partial
derivative with a measurement of flatness, we shall examine how the flatness measure performs on its own (i.e. assuming vertical error to be constant at unity) on our first test function. Its performance is illustrated by Figure 6.11, in which the selected values of $\kappa$ and $\varepsilon$ are indicated. We should therefore expect the combination of flatness measure and third derivative estimate to result in some sort of compromise between Figures 6.7 and 6.11.

When combining these two measures the magnitude of the parameter K relative to our gradient measure is no longer simply the determinant of how uniform our grid is:- it now also determines the relative influence of our two measures on the final grid. If K is relatively large then the third derivative measure will have the dominant effect on the final grid, while if $k$ is small the degree of flatness is likely to be more important. Figure 6.12 is an illustration of a parameter choice which it is believed tends to favour the measure of flatness slightly, while in Figure 6.13 the balance appears to be fairly even. Note that the increased magnitude of the product $\kappa \varepsilon$ in Figure 6.13 eliminates all the elements of the smallest size from Figure 6.12. It is clearly going to be extremely difficult to determine the (in some sense) optimum values of our control parameters using this criterion, particularly if this has to be done 'blindly' i.e. with little conception of the appearance of the true contours of the function. Use of this criterion does not therefore appear to be a practicable proposition unless the parameters can be selected automatically in a reliable manner; if such a choice could be made then we might be justified in using this method, though of course the problem remains that we could not hope to measure how good an approximation to the true contour plot we had achieved.


Figure 6.11 Function $f_{1}(x, y)$. Splitting based on flatness measure alone. $k=0.01, \varepsilon=0.003$.


Figure 6.12 Function $\mathrm{f}_{1}(\mathrm{x}, \mathrm{y})$. Measure of flatness and estimate of vertical error combined $k=0.01, \varepsilon=0.002$.


Figure 6.13 Function $f_{1}(x, y)$. Measure of $f l a t n e s s$ and estimate of vertical error combined. $k=0.05, \varepsilon=0.002$.

We now turn our attention to the second test function and begin once again by examining the behaviour of a splitting criterion based on the measure of flatness alone. After choosing a suitable pair of values for the control parameters in the manner explained above, we arrived at the construction illustrated by Figure 6.14. In this example the flatness measure alone appears to have given us exactly the results we require:- the smaller scale elements are all situated close to the 'peaks' and 'troughs' of the function, while in areas where the majority of contours occur elements tend to be of the larger scale of the two thus this considerable increase over the number of elements in a $24 \times 24$ regular grid will normally result in a relatively small increase in the CPU time required to produce a contour, whereas on the few occasions when a contour is situated near to a maximum or minimum of the surface, the method provides the large amount of elements required to produce satisfactory results. Figure 6.15 shows the same contours which were so badly plotted in Figure 6.4 causing no problems on this grid.

Having achieved such satisfactory results using the measure of flatness alone there is little incentive to attempt to combine it with our estimate of maximum error. The only possible improvement that might be hoped for would appear to be a greater degree of splitting near to the origin, where the function is particularly difficult to approximate, and a lessening of the degree of splitting in areas distant from the origin. An attempt was made to achieve such an effect by combining the two measures; however, largely because our third derivative estimate failed to achieve very satisfactory results for the current function, the best results that the author was able to produce were still inferior to those results gained using measurements of slope alone. The best results achieved are illustrated by Figure 6.16.


Figure 6.14 Function $f_{2}(x, y)$. Splitting based on flatness measure alone. $\kappa=0.05, \varepsilon=0.1$


Figure 6.15 Function $f_{2}(x, y)$. Splitting based on flatness measure alone. $\kappa=0.05, \varepsilon=0.1$. Same contours as in Figure 6.4.


Figure 6.16 Function $f_{2}(x, y)$. Measure of flatness and estimate of vertical error combined.
$k=0.03, \varepsilon=0.05$.

### 6.5 Discussion

It would be premature to offer any firm recommendations for use of a particular splitting criterion on the basis of the results presented in Sections 3 and 4 of this chapter, partly because these results appear somewhat contradictory. Function 1 seems better suited to adaptive contouring using a criterion based on vertical error only, or possibly vertical error combined with a measure of flatness, while use of a measure of flatness alone appears almost ideal when dealing with Function 2; probably the grid constructed to contour the latter which is illustrated in Figure 6.14 and 6.15 is the most encouraging of all grids presented. However, as we have already noted, choosing the control parameters for either of the methods not based solely on vertical error is such a difficult task that the practicability of these methods must be called into question. Indeed when we combine measures of vertical error and flatness it might seem more appropriate to use three control parameters: at present we are forced to use a pair of parameters to control three variables - the minimum size of elements within the grid, the uniformity of element sizes in the grid, and the relative importance of each of our two measures. Choosing three control parameters would however be an extremely daunting prospect.

The splitting criteria which rely on measurements of flatness or horizontal error are subject to a further problem: throughout sections 3 and 4 we have assumed that we can recognize a 'good' grid when we are presented with one. In practice this is a particularly strong assumption to make and it will be extremely difficult to know what to look for, especially when the approximate form of the contours of the function is unknown. These difficulties are compounded by the fact that it is usually possible to derive an enormously wide range of possible grids. In the examples presented in this chapter we have had the advantage of
knowing precisely how the contours ought to appear, and choice of control parameters has still been difficult; these difficulties would be further multiplied in circumstances in which the correct form of the contour plot was unknown.

Choosing the single control parameter in examples which rely on vertical error only presents no great problem. However a defect of the method chosen for estimating third order partial derivatives which has come to light during experimentation makes even the reliability of these methods uncertain. We have shown above how it is possible to keep subdividing elements successively in such a way that we may finish up with a pair of neighbouring elements of greatly different sizes (for example the elements labelled $A$ and $B$ in Figure 6.17). Consider the stage of grid construction at which we must decide whether the smaller of such a pair of elements, A, requires subdivision. No matter how manylevels it is below its neighbour, $B$, in the tree, the values and gradients at the two vertices which lie on the edge common to $A$ and $B$ must conform to the values of the piecewise quadratic along that edge. However the


Figure 6.17
values at the other two vertices of element $A$ may not suffer from similar conditions (e.g. as in Figure 6.17) and might be the true heights and gradients of the surface. It is likely because such a large amount of subdivision has occurred in this area that the behaviour of the function here will be relatively complicated. Thus the data at the vertices of element A lying on the boundary of element B may be very different from the true values at these points (and very different from the data at the other two vertices) and may result in such a high estimate of maximum third order partial derivative within element $A$ that it has to be split again. At the next level down we may find that the estimates of third derivative over the new pair of elements bordering element $B$ have risen by a factor greater than 8 and so the splitting process may not terminate.

One potential solution to the problem outlined above is never to allow a pair of elements of more than (say) two levels difference in size to be neighbours. Thus if we were to reach the point during construction of the grid where subdivision of an element which we wished to split would result in such a pair of neighbours occurring we would decide that a mistake had been made in not splitting the larger element. It would therefore be necessary to go back and split the larger element and, if possible, follow through all the repercussions of this on the state of the data structure. Such a policy would however be extremely difficult to implement computationally, and it could also prove to be very expensive to run. A much simpler solution, though not always guaranteed to work, would of course be to choose a larger number of elements in the initial regular grid.

One way of lessening the computational burden of setting up the grid, whatever splitting criterion used, would be to take account of the contour levels requested by the user and never to split an element whose
bounds did not contain at least one of the contour levels selected. Such a policy would obviously save an enormous amount of work in those examples discussed in this chapter in which we found the areas where the largest aggregation of elements occurred to be entirely free of contours, and therefore appears to have great potential. There are however one or two inherent problems associated with such a policy; firstly, it may happen that although the bounds for values taken by the piecewise quadratic within an element contain none of the requested contour levels, after some degree of splitting has occurred within that element we might find that some of the selected contours do in fact traverse this area. A slightly more trivial problem is that if such a policy were in operation it would no longer be possible to select contour levels automatically in the way that this is done at present: for we currently use the set of bounds for values of the approximant function within each element to determine the approximate range of contour heights and consequently the contour levels themselves; these bounds are however determined at the same time as the grid is being constructed. Nevertheless in spite of these difficulties the potential savings in efficiency of grid construction to be gained from such a policy make this idea seem very attractive.

It should be noted though that constructing adaptive grids without taking contour levels into consideration does not reduce significantly the efficiency of the contouring process; for use of the bounds (2.6) for the values of the piecewise quadratic within an element means that all elements which we have needlessly constructed will in any case be discarded very quickly.

A further important computational consideration relates to the order in which elements are examined at the contouring stage. In the current implementation elements are simply considered in the order in
which they have been generated; however this probably sometimes results in gross inefficiencies in running time because it is likely to cause the typical contour segment produced by subroutine PLTCON to be matched with an unnecessarily large number of unlinked segment ends. If a more systematic ordering of elements could be used it is believed that considerable savings could be made in this respect.

The reader will have noticed that no attempt has been made in this chapter to contour any real examples adaptively, in spite of the fact that locally adaptive choice of grid size seems likely to be particularly useful in such cases, especially when data sites tend to be clustered.

Unfortunately in such cases it is not usually possible simply to supply a subroutine VALUES to evaluate the heights and gradients of our interpolant at any point, since most interpolation methods involve a high proportion of fixed costs, which are often the costs of matrix inversion (or, in the case of Natural Neighbour Interpolation, the setting up of the Dirichlet Tessellation (Green and Sibson, 1978) on which the technique is based) which must be paid before any evaluations of the interpolant (usually relatively cheap) are carried out. Thus to use our locally adaptive contouring method on real examples we must first bind the implementations of the interpolation and contouring stages much more closely together.

However, once it becomes possible to carry out adaptive contouring on real data, a number of other possible splitting criteria can be used. One possibility is to insist on an upper limit (of perhaps just one or two) to the number of data sites lying within each element, since our interpolant, even if not the underlying surface itself, will usually be relatively complex in areas where data sites are clustered. An alternative method might be to ensure that all data sites lie within a specified maximum distance from a node of the grid (and it would
probably be necessary in such a case to distinguish between nodes where the true height and gradients had been evaluated and those where an approximation has been made). This is suggested because probably the major defect of using the seamed quadratic element to contour an interpolant is that the height of the approximant does not equal the true height of the surface at the data sites, and the criterion could therefore be used to minimise the effects of this deficiency.

Either of the ideas suggested above might be used as a sp1itting criterion in its own right, or more likely, couldbe used as an extra condition in combination with some other splitting criterion.

We have explained why adaptive local choice of grid size is possible when contouring using the seamed quadratic element. However there is no reason why it should not also be used in conjunction with piecewise linear contouring methods, either as a means of improving the smoothness of the contours or to improve goodness of approximation. In the former case a splitting criterion could be based upon changes in direction of contours at the boundary of a pair of cells; and if it were decided that splitting was necessary we might choose to split one or both of these cells.

If we wished to use locally adaptive subdivision in order to improve accuracy of approximation a slightly different approach from any of the ideas suggested for piecewise quadratic contouring would be required; we could not simply rely on the data at the vertices of a cell (whether square or triangular) of the grid to determine whether subdivision was required, as this could not provide us with all the information needed for estimation of second derivatives. We would therefore also have to consider data situated at nearby nodes of the grid.

Such data might also play a useful part in forming a better criterion for splitting using the piecewise quadratic method, indicating
the magnitude of changes in second derivatives on crossing the boundary between one element and the next.

In conclusion, it is important to emphasise that the concept of an adaptively chosen grid for contouring is very much in its infancy and we have only been able to present a rather speculative introduction to the subject. A wide variety of possible criteria for local subdivision of squares has been suggested; although those which we have tested appear to have shortcomings which might prevent them from being used widely, a number of promising possibilities still remain. This is an area of study which will surely reward further work.

## CHAPTER 7

## A BRIEF COMPARISON OF 14 CONTOURING PACKAGES

### 7.1 Introduction

In this final chapter we shall describe and compare the features and algorithms contained in a wide variety of the contouring packages currently in use both in industry and in scientific research. The comparison is carried out solely on the basis of user documentation or, in some cases, sales literature, which is of course insufficient information for a full evaluation of the relative merits of the packages. Ideally we might like to compare the performances of the packages in contouring a number of standard data sets, but such a mammoth undertaking is practically impossible within the context of this thesis. Equally, we would like to be able to assess in detail the mathematical ideas on whicheach package is based: such information is often unavailable or offered only in the most general of terms, with numerical details simply being buried in the computer code. In any case no comparison is likely to be sufficient to isolate a 'best' package from the fourteen, for the priorities and needs of all potential users are different. Later in this section we identify and discuss six important criteria which the potential buyer of a contouring package must take into consideration before deciding on his choice.

Although the comparison cannot be expected to produce a 'recommended best buy' it does at least give an impression of the considerable diversity which exists among the packages that we present; the one important exception here is in the contouring methods used, which are all, or almost all, of the piecewise linear type. The
selection is by no means exhaustive but it provides a large and, it is hoped, representative sample from the available spectrum (and also includes some packages which are not generally available, but have interesting features justifying their inclusion in this survey). For convenience the packages nave been grouped into four categories:'mainstream' packages, which are generally available for purchase and were apparently written primarily with a view to commercial exploitation; a group of packages written largely for the oil exploration industry, and therefore incorporating a number of specialised features which in all cases include the ability to accommodate geological faults; some packages written for operation at a single organisation or installation; and finally a pair of packages which specialise in a subset of the contouring process.

One body of contouring packages is not considered at all in this chapter: that is packages designed exclusively for use in combination with raster terminals and plotters. Plotting contours on raster devices is a separate and quite different problem from that of contouring on vector plotting devices, and it is the latter problem to which we have tacitly restricted attention in this thesis. The vector problem can be thought of as a more general problem than the raster one, not simply because contouring on vector devices is currently more prevalent than contouring on raster devices (a situation which cannot be guaranteed to continue indefinitely), but because it is considerably easier to convert vector information to raster information than the converse. In addition by its very nature contouring is inherently a vector rather than a raster problem.

Before discussing the fourteen packages in turn we shall consider the important properties that one should be looking for in a contouring
package. This thesis has focussed attention heavily, and it is believed rightly, on matters relating specifically to the contouring algorithm or method employed (accuracy and visual smoothness of contours, as well as mathematical understanding of the method in use), but this is only one of six criteria of considerable importance which the author has succeeded in identifying. We discuss the other five below, paying particular attention to the performance of the CONICON package.
(1) Features offered by the package

This area received a fairly substantial amount of attention in Chapters 3 and 4, and is the one about which we can derive most information from user documentation and sales literature. Undoubtedly the most important feature, since it is an essential part of any contouring package, is contour annotation. At first sight there might appear to be little to say about this, but this is far from the truth. In Chapter 4, we discussed the alternative strategies which may be used in an attempt to make all labels in a plot easily readable:- it seems universally agreed that labels should not be placed in areas of high curvature, but packages differ in their treatment of areas where slope is great and contours are closely bunched. Of those packages which attempt to tackle this problem some try to avoid placing labels in such areas altogether, while others take elaborate steps to ensure that no contour crosses any label wherever it occurs. In Chapter 4 we argued that the former course is to be preferred, because it tends to be much cheaper and because labels occurring in areas of high gradient can be difficult to 'place' on the correct contour anyway. We also considered the alternative ways of orienting labels - which of these is preferable seems to depend upon the complexity of the contour plot:- as long as
they are not obscured the placing of upright labels throughout is recommended, but when bunching of contours is widespread it seems preferable for labels to follow contour orientation. This is also desirable when much other information is being plotted, as in topographical mapping.

We shall see that some packages label contours only with small integer values and use a key to identify the precise level of each contour; the most primitive packages (or primitive options within packages) plot contours in short linear sections and can therefore label contours only where they meet the plot boundary. Other points of interest when we consider annotation policy are the degree of control which the user exercises over label size and format, over minimum inter-label distance on a single contour, and over which contours are labelled and which are not.

Crosshatching - strictly speaking with a key provided - is probably the one feature which might be consjdered a substitute for (and in some cases an improvement upon) contour annotation. However not one of the fourteen packages examined in this chapter offers such a facility. In the author's knowledge CONICON is unique among vector-oriented packages in this respect.

Further graphical features of importance to many users are the ability to contour non-rectangular areas, contour thinning in areas of high density, the marking of local maxima and minima with appropriate labels, placing 'hachures' or tick-marks on the downward slopes of contours and the ability to use several line styles. At present CONICON offers neither contour thinning nor the opportunity to plot hachures; however as we have explained above thinning could be put into practice simply by controlling the plotting of contours according to surface
slope, and a facility for plotting hachures could also be added with little difficulty (conic sections are always generated with high ground on the right). There is also scope to refine the contour suppression feature, perhaps to contour the area within an arbitrary polygon, though this would undoubtedly be a more difficult problem to solve. Linestyles are a device-dependent feature, unless generated by software (a relatively expensive alternative).

Many contouring packages also offer non-graphical features such as volumetric and areal calculations, though such features are arguably more closely related to interpolation than contouring; thus if the CONICON package were to include a facility for volumetric calculations it might be more sensible to use the cubic element introduced in Chapter 2 as the basis for such calculations, rather than the quadratic element, for reasons of accuracy. However if we wished to calculate the volume above or below a particular contour level such an approach would be liable to lead to (usually very small) numerical inconsistencies. Finally, we must mention application-dependent features, and in particular 'faulting' facilities. In the specialised area of oil exploration such facilities have almost become a prerequisite for any contouring package. A fault is of course a discontinuity in a surface and therefore, given the assumption of $C^{1}$ continuity of the underlying surface, faulting has not been incorporated into the CONICON package. Indeed the extension of the package to include such a facility would be a considerable undertaking, involving much effort both on the theoretical and computational sides. We make no attempt to solve this problem in this ticsis.
(2) Efficiency

Efficiency, in common with some of the other factors which we identify in this section, cannot be properly assessed simply from the examination and comparison of user documentation. When we discuss the efficiency of a package, conventionally we break this down into two constituents, its CPU usage and its memory needs. While the latter may be gauged approximately from the information available in user manuals, the former can only be measured properly by benchmarking. Nowadays, with machines possessing virtual memories becoming the rule rather than the exception, CPU usage will usually be regarded as the more important of the two and in some cases its importance may be critical.

Although it is not possible to provide many 'hard figures' to support our arguments, there are good reasons for believing that the CONICON package will not compare unfavourably with other packages with regard to efficiency. The package will of course appear slower than packages employing piecewise linear algorithms if comparisons are made on the basis of a fixed grid size (for example, when comparisons were made with the ECMWF package in Chapter 4, a ratio of approximately three to one was reported); however CONICON has been shown to be capable of producing high quality contours using a small fraction of the data required by piecewise linear methods, and it is in the light of this fact that comparisons should be carried out and judged. As we have pointed out before, this property of the package may sometimes result in important CPU savings in the area of data value generation, beside which times used by contouring algorithms themselves will in some cases be insignificant.

The ability of CONICON to get by using a coarse grid is particularly important from the point of view of memory (if this is in short supply), for it means that the necessity to store five floating point values for each point on the grid, (one height, two gradients and a pair of bounds) in addition to the workspace required for contour linkage, is unlikely to be a handicap in dealing with all but the most elaborate data sets. In cases where memory is a particularly precious commodity CONICON memory usage can be (and indeed has been) improved. Firstly, if gradient values are unavailable and have to be estimated they need not be stored but may be calculated cheaply as and when required (this has been shown to have a slightly beneficial effect on CPU usage at the ECMWF installation, where gradient values are generally unavailable - presumably because it has eliminated some expensive addressing) ; and secondly the values in the array ZLIM can be packed into, say, 6 bit integers (this would assume a maximum of 63 contour levels), in such a way as to indicate the pair of contour levels between which a particular bound lies, with no loss of effectiveness and a considerable reduction in use of memory. However on most mainirame computers the amount of memory typically used by CONICON is not likely to approach the limit of availability and efforts of this nature are therefore unnecessary.

## (3) Financial considerations

In the real world it is not always possible to obtain the package which best suits an installation's needs, simply because it is too expensive. This thesis is probably not the best place to discuss prices of contouring packages (and indeed no attempt has been made to
obtain the relevant information), but the importance of financial considerations should not be forgotten. Such considerations do not apply solely to the purchasing of a package, but are also of relevance when an organization considers the amount of time which will be involved in training personne1 to use the package. The importance of the latter will depend on the nature of the organization purchasing the package and the experience of those individuals who will be required to use it. This brings us directly to the next factor.
(4) Ease of use: the user interface

The user interface of the CONICON package is a relatively lowlevel one and requires the user to have at least an elementary understanding of programming in Fortran. A complete contour plot can be set up with a single subroutine call, but because CONICON has no concept of a default linestyle, labelling policy, etc, the user is required to set the values of a relatively large number of parameters. Since the package was designed primarily for use in an academic or scientific environment it is believed that users will have little difficulty in learning how to use the package:- indeed once the user has created his first contour plot subsequent ones are very unlikely to cause any problems.

In the packages which we examine in this chapter a number of different approaches have been taken to user interface design, though all or most packages have been written in the same language, Fortran. Many packages define a set of default parameters specifying linestyles, number of contours, label positioning and format, etc. which are normally stored in labelled Common. Users wishing to alter the values of these parameters may do so by calling an individual routine (normally
with just one or two arguments) for each parameter, while the user who requires simply to examine quickly the nature of a surface may do so by specifying a matrix of surface heights and possibly the values of one or two parameters, before making a single subroutine call. In this way such packages are deemed to be very easy to use while retaining a wide range of facilities under user control. There is of course no reason why a user interface of this type could not be built on top of CONICON with the one caveat that CONICON contains a relatively large number of arrays for workspace, which might usefully be reorganised before such an addition were to be implemented.

Other packages require the user to issue a sequence of commands to set up values of parameters, read data etc. and finally construct the plot. Users are not required to have any knowledge of prograiming in any language, but it is felt that users who do have some Fortran programming experience would need a relatively large amount of training. in the use of such packages; on the other hand the user possessing no knowledge of Fortran, though he might experience more difficulty in learning to use a package based on Fortran subroutine calls, would at least in doing so be gaining a skill which might prove to be of some benefit in other areas of work. Packages with user interfaces based on subroutine calls are therefore preferred by the author to those with command-based user interfaces.

Finally, a few packages provide an interactive user interface, some even going as far as to allow the user to alter contours interactively after they have been plotted. Insofar as such user interfaces simplify the use of a package they are to be recommended; however facilities which allow a user to edit a contour plot interactively must be handled with extreme caution.
(5) Reliability and degree of customer support

One important factor about which little information can be derived from user documentation or sales literature is the reliability of a package. This will be particularly difficult to assess if it is intended to install the software on a machine on which it has not previously been run. Closely related is the level of supported provided - the importance of this varying in inverse proportion with reliability.

In the sections which follow we provide descriptions of fourteen contouring packages which for ease of assimilation and fast reference have been broken down under a number of headings. It should not be forgotten however that in most cases we are unable to provide any indication of the efficiency, cost or reliability of a package - it is therefore recommended that judgement of the packages should not be based solely on the information presented below.

### 7.2 General Purpose or 'Mainstream' Contouring Packages

GPCP Surface II Graphics System NAG Graphical Supplement

GINOSURF (Mark 1) 'Surrender'

The packages which we examine in this section are all, like CONICON, general purpose packages which, it is believed, were not written specifically for any one particular application area or installation.
(1) GPCP-II: A General Purpose Contouring Program and Supplement to GPCP-II

Calcomp Applications Software (1972, 1974)

TYPE OF PACKAGE

Carries out both interpolation and contouring. No other means of surface display is provided.

INTERPOLATION METHOD PROVIDED


#### Abstract

A 'projected slope' method:- Gradients are estimated at the control points by a weighted least squares planar fit and interpolated values are then calculated as a weighted average of the projections of planes fitted at 'neighbouring' points. The user controls the number of neighbours (defined by distance alone) used in such calculations and the weighting factor ensures smoothness of the interpolant.


CONTOURING ALGORITHM USED

A refinement of the piecewise linear method. After interpolating, if necessary, to values on a rectangular matrix, each cell is divided further into a subgrid. A bicubic polynomial is fitted across each cell of the larger grid, with smoothness preserved across cell boundaries. This function is evaluated as and when needed at the nodes of the subgrid and contours are traced across subgrid cells using inverse linear interpolation. The sixteen parameters of the bicubic function are fitted from four values at each corner of the cell - the interpolated height plus estimates, based on other grid values, of the first order partial derivatives and the second order mixed derivative. The method results in relatively smooth contours which do not cross (see Figure 4.19).

LABELLING POLICY

Labels follow contour orientation, each digit being oriented individually. Labels often appear 'upside down'.

OTHER GRAPHICAL FEATURES

* Thinning - in areas where contours are bunched contours of the standard linestyle are omitted while bold lines remain.
* Hachures - the user controls their size and location e.g. they may be restricted to appear only on bold lines, in closed loops containing a local minimum.
* Contour suppression within an arbitrary polygon - the definition also allows the creation of 'holes'.
* Production of stereoscopic pairs for viewing through tinted lenses - an unusual feature.
* [Supplement]. Plotting of vertical cross sections.


## NON-GRAPHICAL FEATURES

* Complete user control over contour levels.
* [Supplement]. A comprehensive collection of areal and volumetric calculations.
* Contouring over skewed and rotated grids.
* [Supplement]. Least squares trend surface and residual plotting (up to 10 th order).

USER INTERFACE

Of the 'sequence of commands' type. Various defaults provided.

COMMENTS

One of the better packages from the point of view of contour quality. A good contour suppression feature and a fairly wide range of facilities. The interpolation method is suspect though - see Section 4.5.
(2) Surface II Graphics System Sampson (1975, revised 1978)

## Kansas Geological Survey

TYPE OF PACKAGE

A general package for the display and analysis of 2 D surfaces. Includes interpolation, a crude form of smoothing, contouring and perspective block diagrams.

INTERPOLATION METHOD PROVIDED
(i) A method very similar to that used in GPCP-II, but with a selection of weighting factors available. In addition several alternative methods of defining 'neighbours' are provided:the user controls the number of neighbours, which may be located by a standard nearest neighbour search, by a quadrant search (a minimum number of neighbours must be located in each quadrant obviously rotation dependent) or by an octant search. Alternatively all points lying within a fixed radius $r$ of the point of interest may be deemed to be neighbours.
(ii) Universal Kriging.

SMOOTHING METHOD

Following interpolation, the value at each grid point is replaced by the mean of all values within a user-defined radius.

CONTOURING ALGORITHM USED

The most basic piecewise linear method, with no subdivision of grid cells (see Figure 4.21). Smoothing of contours is available (with of course the consequent risks of contours crossing) by fitting circular arcs between the points defined by the piecewise linear method.

## LABELLING POLICY

Labels follow contour orientation. The package attempts to avoid labelling in areas of high curvature, but takes no account of gradient or contour density when placing labels. The user has a large degree of control over inter-1abel distances, label size and label format.

## OTHER GRAPHICAL FEATURES

* Thinning - user-specified minimum inter-contour distance.
* Hachures - with user control over size and location.
* Contour suppression - the user specifies those cells in which this takes place by setting grid values large and negative.

NON-GRAPHICAL FEATURES

* Complete user control over contour levels.
* Least squares trend surface analysis - only 2nd order.
* Contour plots of distance to nth nearest data site - for assessing accuracy of standard contours.
* 'Filtering' - a matrix multiplication of a point and its neighbours is carried out to provide a weighted spatial moving average.
* Contour plots of derivative in any specified direction derivates are estimated at the grid points and then contoured in the usual way.
* All grid values outside a specified range can be amended to lie on the edge of that range.
* 'Error Analysis' feature - calculates the difference between the true surface heights and the piecewise linear surface at the data sites, then interpolates and contours the resulting 'error surface'.


## USER INTERFACE

As in GPCP-II, a sequence of commands is provided by the user to control program flow. Default parameter values may be assumed.

## COMMENTS

The wide variety of features offered by this package cannot disguise the inherently poor quality of the contouring method. Many of the features are in any case rather unsophisticated and could trivially be replicated in other packages.

The multitude of possibilities for interpolation, all of which lead to different results, is likely to prove bewildering to the inexperienced user. In the author's opinion a single interpolation method with good mathematical properties which defines neighbours uniquely and in a natural way would be preferable.
(3) NAG Graphical Supplement

## Numerical Algorithms Group (1981)

## TYPE OF PACKAGE

A general graphics package which includes facilities for contouring (and interpolation).

CONTOURING ALGORITHMS USED

Two piecewise linear algorithms due to Heap \& Pink (1969). The first plots straight lines across each grid cell, ambiguities being resolved using the rule: high ground on the right. The second subdivides grid cells into four triangles, taking the mean of the four corner values as the centre height.

Two methods for contour smoothing are provided:
(i) Butland's method (1980). Fits smooth but tight-fitting curves, with reduced risk of contours crossing (see Figure 4.17).
(ii) McConalogue's method (1970, 1971). Fits smooth, free-flowing curves. Rotation dependent.

## LABELLING POLICY

Contours are labelled with upright integer values and a key is provided for translation. The package attempts to avoid labelling where there is 'insufficient room'. The user specifies label size and the interval at which contours are labelled.

OTHER GRAPHICAL FEATURES

None.

OTHER FEATURES

* Full user control of contour levels - or automatic selection.


## USER INTERFACE

The user calls a single Fortran subroutine with a relatively long argument list. No concept of default parameters.

COMMENTS

Although first released in 1981, this package seems little or no better than many packages written ten years earlier:- it offers few facilities and employs unsophisticated contouring algorithms.
(4) Ginosurf (Mark 1)

CADC, Cambridge

TYPE OF PACKAGE

A generai package for displaying 2D surfaces, with interpolation as well as contouring and plotting of isometric projections.

## INTERPOLATION METHOD PROVIDED

A method due to Falconer (1971). Carries out a local weighted least squares fit of a paraboloid (4-parameter) surface. Can be demonstrated to produce surfaces with discontinuities in first derivative in certain special cases.

CONTOURING ALGORITHM USED

A piecewise linear algorithm due to Heap (1974) which divides grid cells into four triangles.

Smoothing of contours is possible using the method of McConalogue (1970, 71).

## LABELLING POLICY

Labels follow contour orientation, and minimum inter-labe1 distances are under user control.

OTHER GRAPHICAL OR NON-GRAPHICAL FEATURES

None.

USER INTERFACE

Plots are created by a Fortran subroutine call. Default parameter values may be overriddenby making extra subroutine calls prior to plot construction.

* Contours in a single plot can only be plotted at regular intervals (though other contours may be added by overplotting).
* The following additional features are promised in Ginosurf Mark 2:- volume and surface integrals, contour suppression and plotting of cross sections.
* The fact that a defective interpolation method is provided is disturbing:- though discontinuities in first derivative are unlikely to occur in practice there is no reason to believe that such irregularities will not sometimes be closely approximated. * We are told that run times vary in proportion with the number of grid cells (cf CONICON, where run time is approximately proportional to the square root of the number of cells).
* It is to be hoped that the coding in the package has been written with considerably more care than the documentation, which contains one contour plot ('Test Example 2') which demonstrably does not represent the data set which it purports to represent. A similar plot has been simulated using the CONICON package by inserting an extra value of zero at the start of the data set and thereafter reading all values one step away from their true positions.
(5) 'Surrender' - A Subroutine Package for rendering bivariate surfaces

Computing Centre at the University of Trandheim
Zachrisen (1979)

## TYPE OF PACKAGE

For producing contour plots and perspective block diagrams from rectangular matrices of heights.

The simplest form of piecewise linear contouring, with no subdivision of rectangular grid cells. Contour smoothing is provided using spline interpolation.

## LABELLING POLICY

Labels follow contour orientation and label format and size is under user control.

OTHER FEATURES

None

USER INTERFACE

The package has no concept of default parameter values, but as a result of the paucity of features available the single subroutine call which is required has a relatively small number of arguments.

## COMMENTS

A crude package, with very few facilities and at least two defects:contours within a single plot may only be placed at regular intervals, and run times appear to increase linearly with the number of grid cells.

### 7.3 Packages for the oil exploration industry

CPS1 ZMAP SDL (Surface Display Library) MCS (MappingContouring System)

The packages described in this section have all apparently been designed and marketed with the objective of sales to the wealthy oil exploration industry very much to the fore. In addition to all or
most of the features which appeared in the previous section, these packages all incorporate facilities which allow for faulting (i.e. discontinuities) in a surface when plotting contours.

This group of packages is undoubtedly the most sophisticated group described in this chapter. However it has unfortunately only been possible to make evaluations on the basis of sales and advertising literature rather than user documentation and as a result explicit details of the contouring algorithms employed are not given in general. In addition details of the user interface and the degree of user control over parameters are lacking.

It must also be borne in mind that the packages described in this section are expensive: for example, in the case of the SDL and associated packages, an installation outside North America would have to pay a sum in the region of $\$ 75,000$ for a fully supported package incorporating interpolation, three methods of surface display and a faulting capability. There is little reason to suppose that the other packages will be very much cheaper.
(6) CPS 1: a contour plotting system

Radian Corporation, Austin, Texas

TYPE OF PACKAGE

A general package for the creation and display of 2D surfaces. It incorporates interpolation, smoothing and three means of surface dis-play:- contouring, perspective block diagrams and projected contour displays (or 'floating contour projections').

## INTERPOLATION METHOD USED

The interpolation techniques used create surfaces with 'smooth minimum curvature between data points'. No further details known.

## SMOOTHING METHOD USED

Not known.

## CONTOURING ALGORITHM PROVIDED

Uses a regular grid with subgridding, probably very similar to the method employed in GPCP-II.

## LABELLING POLICY

Labels follow the orientation of contours, each digit being oriented individually. The user has 'complete control' over labelling and labels automatically avoid areas of high curvature.

## OTHER GRAPHICAL FEATURES

* A sophisticated facility for the creation of cross-sectional views, which accommodates non-vertical faults.
* Hachures.
* Thinning.
* Contour suppression within/outside arbitrary polygonal areas.


## NON-GRAPHICAL FEATURES

* Filtering.
* Volumetric and areal calculations - with or without faulting.
* Trend surface analysis - up to 8th degree.
* 'Complete user control' over choice of contour levels.
* Several others, including an annual users' conference.
* Faulting: contours are drawn right up to the fault trace. The package defines and accommodates two types of faulting:- an 'opaque' fault treats data on opposite sides independently, while a 'translucent' fault 'uses regional characteristics across the fault while preserving the local discontinuity'.

USER INTERFACE

The user issues a sequence of commands via control cards which set up parameter values, read data and create the plot.

COMMENTS

Although the available evidence is rather insubstantial, the variety and capabilities of the features offered by this package nevertheless appear very impressive. Contour curvature is however imperfect and one or two other possible defects emerge from the sales literature: for example, the thinning feature is aesthetically unattractive, perhaps because the algorithm adheres too strictly to a 'minimum distance' rule.
(7) ZMAP

Zycor, Inc. Austin, Texas

TYPE OF PACKAGE

A general surface display package, including interpolation, smoothing, contouring and plotting of perspective block diagrams. The package provides an interactive user interface with 'powerful editing tools'.

INTERPOLATION METHOD USED

Several methods are available, including 'moving weighted least squares', 'moving weighted average', 'closest point (polygon) method', projected slope method. In each case the user controls the number of neighbours used in interpolation calculations.

SMOOTHING METHOD USED

Not known.

CONTOURING ALGORITHM USED

The algorithm takes as input data surface heights on a rectangular grid. The sales literature claims that contouring is 'built around a unique new algorithm that significantly reduces execution time and the output load placed on the plotting equipment ... contour point spacing automatically decreases in rough areas and increases in smooth areas to minimise the number of points required to satisfactorily define the curves'. Thus the method is probably non-1inear and possibly piecewise quadratic.

A second, coarser contouring method (presumably piecewise linear) is also implemented.

LABELLING POLICY

Labels follow contour orientation. The user controls 'labelling rate, size and accuracy'.

OTHER GRAPHICAL FEATURES

* Thinning.
* Hachures.
* Contour suppression inside or outside an arbitrary polygon.
* Plotting of cross sections (optional).

NON-GRAPHICAL FEATURES

```
* Full user control over contour levels.
* Filtering.
* Sophisticated multiple surface operations.
* Trend fitting and analysis (optional).
* Volumetric and areal calculations (optional).
```


## SPECIALISED FEATURES

* Faulting. Contours run right up to the fault lines. This feature may be combined with volumetric calculations.

USER INTERFACE

Two modes of operation are available - totally interactive execution, or interactive set-up for batch execution. Default answers are available to most questions. In addition in ZMAP version 2 interactive editing is available for handling raw data, gridded values and graphical output. The user can reshape contours, faults, etc. 'to correct errors or problems in graphic displays of surfaces' and add new graphical information manually.

## COMMENTS

This package is interesting from the point of view of the contouring algorithm used, which appears more advanced than the others found in packages examined in this chapter.

The interactive editing facility is also unusual. It is clear that such a powerful facility could prove very dangerous if not handled with extreme caution. For experts only.

As in the case of the Surface II package, the variety of possible approaches to interpolation could prove counter productive.

## (8) S.D.L. (Surface Display Library)

Dynamic Graphics Inc, Berkeley CA

TYPE OF PACKAGE

The package produces displays of 2D surfaces in the form of contour plots, perspective block diagrams and projected contour displays. The vendors also supply related packages such as the Surface Gridding Library (SGL) for interpolation and Interactive Surface Modelling (ISM) - an interactive front end for SDL/SGL.

METHOD OF INTERPOLATION USED

Unusually the interpolation method supplied (in SGL, not SDL) is a global one. Besides being inappropriate in most examples, such a method is likely to be expensive (and possibly iłl-conditioned) in large examples.

CONTOURING ALGORITHM PROVIDED

Not knowr - but probably piecewise linear (the package 'routinely copes' with grids of over 100,000 cells).

## LABELLING POLICY

The package, 'considers several factors as it labels contour lines'. Labels are only placed where room exists for them, and they follow the orientation of contours.

## OTHER GRAPHICAL FEATURES

* Contour thinning - user-specified interval.
* Hachures.
* 'High' and 'Low' symbols, and/or values at stationary points may be plotted.

NON-GRAPHICAL FEATURES

* Volumetric calculations - but in a separate package.

SPECIALISED FEATURES

* Faulting capability: the package 'routinely copes' with over 2,000 fault segments. Contours are plotted right up to the fault traces. Once again, a separate package is required for this.

USER INTERFACE

Not known, but ISM (interactive front end) available.

COMMENTS

Expensive (see above).
(9) MCS (Mapping-Contouring system)

Scientific Computer Applications, Inc

Tulsa, Oklahoma

TYPE OF PACKAGE

Offers interpolation, contouring and perspective block diagrams.

INTERPOLATION METHOD USED

Similar to the methods employed by GPCP-II and Surface II
Graphics.

CONTOURING ALGORITHM PROVIDED

Two alternative means of contouring from random data are provided: (i) The user may interpolate to a rectangular grid and then use a piecewise linear contouring algorithm. Or (ii), if it is sufficient to plot only within the convex hull of the data sites contouring may be carried out directly:- first the data sites are triangulated so the resulting triangles are 'as nearly equilateral as possible' (this presumably is the Delaunay triangulation: see Green and Sibson (1979)); a subgrid is then formed across each triangle by the construction of equidistant sets of lines parallel with the triangle's sides; values at subgrid vertices are calculated using 'hyperbolic type functions' on average depending on the values and gradient estimates at six neighbouring points; and finally contours are traced across subgrids by inverse linear interpolation.

LABELLING POLICY

Labels follow contour orientation, but example plots highlight a tendency of the algorithm to place labels in close pairs separated by relatively large distances.

OTHER GRAPHICAL FEATURES

* Hachures.

NON-GRAPHICAL FEATURES

* Volumetric calculations - using the triangular piecewise linear approximation.
* Least squares trend and residual analysis.


## SPECIALISED FEATURES

* Faulting.
* 'Multi Surface Contouring':- in examples in which geological formations of fairly constant thickness have folded, information on the depth of one formation is used to help to determine the depth or thickness of another formation, using interpolation and extrapolation.


## COMMENTS

Contouring algorithm (i) can produce very angular contours in areas where data is sparse. Contouring algorithm (ii) is similar to the one used by GPCP-II, but subgrids over triangles rather than rectangles.

### 7.4 Packages written for single organisations

ECMWF Contouring Package The SCD Graphics Utilities
SRC Rutherford Laboratories contouring package

The packages examined in this section represent a small selection of contouring packages written by organisations wholly or primarily for internal use. The possible reasons why an organisation might decide to 'go it alone' in this way rather than purchase a contouring package are numerous:- a package might be written internally for financial reasons; to incorporate specialised facilities not available in a single existing package; to obtain as high as possible a degree of optimisation on the installation's hardware; to integrate the contouring process into an existing graphics framework; or for a combination of these reasons and others. The packages which we
describe are used by the meteorological community on both sides of the Atlantic, and by U.K. Government Research Laboratories.
(10) ECMWF Contouring Package

European Centre for Medium-Range Weather Forecasts
(Petersen, 1980)

TYPE OF PACKAGE

Contouring from values on a rectangular grid, plus plotting of map projections and various specialised meteorological indicators.

CONTOURING ALGORITHM USED

A simple piecewise linear method, as described by Dayhoff (1963). Grid cells are divided into four triangles prior to the piecewise linear fit. Contours may optionally be smoothed by the fitting of parametric cubic functions. A more primitive piecewise linear algorithm, which contours cells systematically with no linking, is also provided.

LABELLING POLICY

Labels follow contour orientation - apparently with no effort to avoid labelling in areas of high curvature or high contour density. The user controls the number of decimal places (or this may be selected automatically) and character thickness.

## OTHER GRAPHICAL FEATURES

* Contour suppression - where surface heights lie outside a userspecified range.
* 'Composite' linestyles - the user may specify one linestyle below/ above/at a particular level and another at remaining levels.

NON-GRAPHICAL FEATURES

* Contour levels may be chosen by the user or automatically - but always at regular intervals.


## SPECIALISED FEATURES

* The ability to superimpose a variety of coastline projections onto contour maps.
* Suppression of contouring to an octagonal area as a rough approximation to a circle.
* Plotting of 'highs' and 'lows' (local maxima and minima respectively) - either using symbols or by plotting actual heights, or both.
* Plotting of various other meteorological indicators.


## USER INTERFACE

Default values are set for most parameters, which may be changed by simple subroutine calls. A relatively simple sequence of subroutine calls is required to produce a complete contour plot.

COMMENTS

All plots at this installation are produced on a raster device (electrostatic plotter) following vector to raster conversion. The package is a fairly undistinguished one, and is being replaced by CONICON and a fast low quality package still to be selected at the time of writing.
(11) The SCD Graphics Utilities

National Center for Atmospheric Research, Boulder, Colorado
(McArthur (1981))

TYPE OF PACKAGE

A general graphics package which includes interpolation and contouring capabilities.

INTERPOLATION METHOD PROVIDED
The $C^{1}$ surface algorithm of Lawson (1977), as refined by Akima (1978).

CONTOURING ALGORITHM USED

The simplest piecewise linear method, with no internal subdivision of grid cells. Contour smoothing is available using the method of splines under tension. The user has control over the tension factor which determines the smoothness of the curves.

## LABELLING POLICY

Labels follow contour orientation, and their size and format are under user control. The most sophisticated routine protects a rectangular area round each label from being touched by all contours.

OTHER GRAPHICAL FEATURES

* Contour suppression - no contouring when grid values lie outside a specified range.

NON-GRAPHICAL FEATURES

* The user has full control over the contour levels which are plotted.

SPECIALISED FEATURES

* Plotting of 'highs' and 'lows', both by symbols and values. The user controls the size of the labels.
* Plotting of other meteorological indicators and coastline projections.

USER INTERFACE

A complete contour plot can be produced by a single subroutine call. Other subroutine calls may be executed prior to contouring to change default parameter values.

COMMENTS

A fairly uninteresting package with a poor contouring algorithm.
(12)

SRC Rutherford Laboratories
Contouring Package

Atlas Computing Division
(Sutc1iffe (1976))

TYPE OF PACKAGE

Contouring only, from values on a rectangular grid. The grid may be irregular and/or skewed.

CONTOURING ALGORITHMS USED

A choice of two piecewise linear algorithms is provided, both due to Heap (1974). The first carries out no internal cell subdivision, while the second divides grid cells into four triangles in the usual way. No means of contour smoothing is provided.

Labelling is by upright integer value only, with a key provided for interpretation. Gaps are not left in contours where labels occur. The user controls the frequency of labels on contours (in terms of the number of steps between labels), but each section of contour must have at least one label. The user may alter the character sizes used for labelling and in the key table independently.

OTHER GRAPHICAL FEATURES

* Contouring may be suppressed outside a polygon whose sides must comprise diagonals or edges of grid squares. This feature is available for square grids only.

NON GRAPHICAL FEATURES

* The user has full control over the contour levels which are plotted - or they may be set automatically.


## SPECIALISED FEATURES

None

USER INTERFACE

Default values of parameters are set to minimise the length of argument lists and a single subroutine call is sufficient to create a complete contour map. Extra subroutine calls are required to change parameter values.

COMMENTS

A very primitive package, similar to the contouring facility in the NAG Graphical Supplement, but even less sophisticated.

### 7.5 Packages which specialise in a subset of the contouring process DISSPLA Mapez

In this final section we consider a pair of packages which have little in common besides the fact that each specialises in a subset of the contouring process - the DISSPLA package is primarily intended for displaying in an attractive way the contours produced by an arbitrary contouring algorithm, while ZMAP provides an interactive user interface for use on top of a relatively sophisticated contouring package. Assessment of the ZMAP package has been performed on the basis of sales 1iterature alone.
(13) DISSPLA

ISSCO Corp, San Diego, CA

## TYPE OF PACKAGE

A general graphics package offering a wide range of facilities including contouring.

CONTOURING ALGORITHM USED

The package provides a simple piecewise linear algorithm for contouring from a rectangular grid of values, but is primarily intended for the presentation of contours produced by other packages.

## LABELLING POLICY

By storing all the 'contours' simultaneously in labelled Common, the package ensures that pairs of labels can never overlap and that contours respect the positions of all labels. Labels follow contour orientation and the user controls minimum inter-label distances and the degree of curvature which is tolerated where labels occur.

OTHER GRAPHICAL FEATURES

* Thinning - the user specifies the minimum distance allowed between adjacent contours, and priority levels for contours which enable the package to determine which contours should be omitted where thinning occurs.

USER INTERFACE
In the form of Fortran subroutine calls, with no default values set. Can be relatively complicated if a wide variety of linestyles is used, as a single call is required to establish each style in the cycle.

COMMENTS

Results are of a high quality, but only at the cost of severe penalties in terms of both CPU and memory usage. Such penalties are however probably unavoidable if attractive results are to be derived from input data of this nature, since knowledge of the surface being contoured, which could have aided both thinning and label positioning, has been discarded.

A further but relatively trivial defect in the package is that labelling and linestyle definition are not controlled independently.
(14) Mapez: Interactive contour plotting Interface

```
Zycor Inc, Austin, Texas
```

TYPE OF PACKAGE

An interactive front end for the CPS-1 package (see section 7.3).

## USER INTERFACE

The package provides, it is claimed, a 'user friendly' interactive interface which simplifies use of the CPS-1 package. As we saw in section 7.4 , the latter package offers a wide range of facilities which the inexperienced user might require a considerable amount of time to master. It is therefore conceivable that in a commercial environment the savings in training time derived from the acquisition of a package such as MAPEZ might justify its purchase.

The manufacturers claim that the package eliminates errors and reduces the time needed to set up a new $\mathrm{CPS}-1$ run. It is structured to be suitable for use by experienced and inexperienced users alike:- a limited explanation is provided at points requiring a response, which may be supplemented by using a 'HELP' command. It is also possible to program the package so that the simple user is exposed only to a subset of the logical decision points.

COMMENTS

Marketed by the distributors of the ZMAP package (see Section 7.4); not by the distributors of CPS-1:

## CHAPTER 8

## CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

The review of existing contouring methods which opened this thesis was presented primarily with the intention of highlighting the defects of these methods, and of persuading the reader of the need for a new contouring technique capable of combining convincing and accurate representation of contours with low execution costs. The subsequent investigations and development of the seamed quadratic method have convinced the author that such a method has indeed been discovered; moreover mathematical understanding of the method now stands at a level which is unrivalled by most of its competitors.

A clear indication of the quality of the method was given as early as in Chapter 2 (Figure 2.4), where a single seamed quadratic element was demonstrated to be capable of representing a relatively complex surface with contours of perfect visual smoothness. However the broad range of examples presented in Chapter 4, which include comparisons with other contouring methods, provides a much more powerful argument which, it is hoped, should prove sufficient to convince the most sceptical of readers. At no point, however, have we claimed that the method is in any way optimal (except perhaps within the category of methods based on rectangular seamed quadratic finite elements), and a few problems involved in using the seamed quadratic element have emerged which should be recognised: firstly, like all contouring methods, it will produce anomalous results when the Implicit Function Theorem breaks down or comes close to breakdown; it has also (see Section 4.3) been shown to produce spurious peaks in areas where the slope of a surface decreases exceedingly rapidly; and finally, when combined with any interpolation method, it will not in general produce
a surface which respects exactly the original data values. However the first two of these defects will not affect the vast majority of examples, and we have suggested (Section 6.5) a means of minimising the effects of the third (though we have not had time to put this into practice).

In Chapter 3 we explained how the seamed quadratic contouring method was implemented as the CONICON package and developed to a high degree (the amount of work involved in this development being considerably underrepresented by the length of the chapter). It is believed that, as a result of these efforts, the features of the package (crosshatching especially) compare favourably with those of most packages examined in Chapter 7, but that there is still much potential for improvement to be made. If the piecewise quadratic contouring method introduced in this thesis is not to be overlooked for a number of years to come, it is particularly important that the reliability, ease of use, efficiency and range of features of the CONICON package are all developed to as high a level as possible.

Clearly it is highly desirable that those improvements made to the ECMWF version of the package should become standard. After this, perhaps the most pressing need is that the package should become more 'user friendly', but several other areas with much potential for improvement exist: the contour suppression feature might be extended to incorporate contouring within an arbitrary polygon, and thinning, hachures and cross sectional views might also usefully be included.

In the area of efficiency a number of aspects of the package could be improved considerably. For example, crosshatching algorithm $A$ is a prime contender fcr javings: we know that, in the largest examples, where limitations on the availability of memory can become a problem, a contour across a triangle is typically represented by a single straight line segment; the amount of memory used by this algorithm could therefore be cut
dramatically by storing contour 'vertices' themselves rather than the twelve reals per triangle which currently need to be stored. As a byproduct of this the calculation of intersections between contours and hatching lines would be simplified, improving both CPU usage and numerical stability. A further possibility for memory savings relates to the arrays XY and CONT (see Chapter 3 for details): it might be possible (probably at the cost of slightly increased CPU usage) to dispense with the latter array, which merely duplicates (though in a more convenient order) information held in the former. A number of more minor possibilities for program optimisation also exist. Such reductions in memory usage would probably be a prerequisite for large-scale use of the package on mini-computers, where an increasingly large amount of graphical work is carried out. The error analysis reported in Chapter 5 has provided us with a relatively high degree of understanding of the seamed quadratic method, which compares favourably with the general lack of mathematical knowledge of rival contouring methods. The results obtained should prove useful both in the design and analysis of piecewise quadratic contour maps. For the purposes of comparison it would be beneficial to carry out similar error analyses on other seamed quadratic elements, and to examine piecewise linear approximation and the piecewise cubic element introduced in Chapter 2 in a similar manner.

The investigations conducted in Chapter 6 of locally adaptive contouring methods based on the use of the seamed quadratic element have probably raised more questions than they have answered. The need to improve the computational implementation of grid construction is probably of little urgency, for although we have presented only a first attempt at a solution this involves use of an insignificant amount of resources compared with those needed by the contouring part of the process. However much work is still needed to investigate the many possible
splitting criteria, a number of which were suggested in the discussion which forms the final part of the chapter. We must conclude that at present local subdivision using the splitting rules devised and tested by the author is not practicable, given the difficulties of choosing parameter values 'blindly'; however if some automatic or semi-automatic means of selection could be devised these techniques might prove very useful - in one particular example in our investigations (see Figures 6.14 and 6.15) the splitting rule appears ideal. However a number of possible splitting criteria remain completely untried, and investigation of their capabilities should be an interesting - and possibly rewarding - venture.

The third derivative estimate (based on vertex values and gradients) derived in Chapter 6, although arguably defective in the context of adaptive local cell subdivision, might well be of more use in the design of regular grids, though we have not investigated this: the poor accuracy of the estimate is unlikely to be a serious problem in this context, and of course its other known defect - that it apparently does not guarantee termination of the splitting process - is not applicable here.

Our final chapter, which compares 14 existing contouring packages, is unavoidably such a superficial investigation that it is really only possible to draw tentative conclusions about the relative merits of each package. A detailed investigation of the packages, comparing the performance of each one on a number of standard data sets, would probably involve a complete Ph.D. project in itself. Whether it would be worthy of such a project is arguable:- certainly the results of such a comparison would be of considerable interest to potential users, but the apparent similarity of contouring algorithms incorporated in these packages indicates that an investigation of this nature would probably be of little interest from a scientific point of view.

We end then with the conclusion that the seamed quadratic method represents a significant advance in the field of automatic contouring which has great potential value. However, if this potential is to be realised and the method widely used then it is extremely important that the CONICON package should present the method in the best possible light. Improvement of CONICON is therefore one of two major areas for further work which we have identified; the other is further investigation of the highly promising area of locally adaptive contouring.
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The purbose of the COMICOR package is to provide a range of soohisticated high－iquality contour plotting facilities for use in conjurnction with a vector graphics device．The emphasis is on the quality and accuracy of the maps produced by the package，but the techniyues used to achieve this prove to be efficient in teris of the computational load they impose．

The package is written in a subset of ISO FORTRAN contained within FurTRAN77，and no fifficulty should be experienced in running it under any normal FORTRAN system．However，memory requirements may limit its useability on very small computers． All arithmetic carried out within the package is single precision，and reliable results should be obtainable in 32－bit arithmetic or better．

The package consists of FURTRAN subproarams；the user normally chooses one of a small number of master routines to produce the desired contour map and may also wish to call various utility routines to assist in setting up data for the master routine． Each such routine hos to be provided by the user with height and qradient information at a grid of points on the surface to be contoured，toyether with control information to define the map that is required，and uninitialised workspace．The map is constructed ty calls to graphics primitives（eg＂draw a line to （ $x, y^{\prime}$＂）which are themselves expressec as FURTRAN subprograms；it is the responsibility of the installer of the package to provide implementations of these primitives，which are defined in detail below，to link coillcoiv to a graphics driver．
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It is possible to use the COHICOA package without reading this section，but users who intend to produce contour plots at all regularly are stronaly recolamended to do so in order to understang properly the nontrivial nature of the contouring process．

Suppose（ $x, y$ ）are cartesian coordinates giving position in the plane（eastinys and northinys in conventional cartography），and $f$ is some real function of position；for example，$f(x, y)$ might be tonographical height，gruund level atmospheric pressure，optical density on a photooraphic plate，and so on，measured at the point $(x, y)$ ．Fix a value h，and consider all those points in the plane
such that $f(x, y)=h$. This is the contour at level h. It may be an empty set (if $h_{1}$ is not a value taken by f), and even if nonempty, it may in general be in a mathematical sense a very undleusant set. Usually, however, it consists of a number of smoothly curved lines, the contour lines or isolines at level h. It is these lines that contouring packages attempt to araw on a graphics device. One of the reasons why contouring is a difficult task computationally is that this familiar "nice" case depends on a number of mathemotical conditions holding. Shorn of various technical caveats, the main condition is that a well-defined contour line through the point $(x, y)$ exists if $f$ has nonzero yradient at $(x, y)$, and the contour line is then differentiable to the extent that $f$ is at and near $(x, y)$. Those wishing to understand the full details should read a textbook on the analysis of functions of several real variables, and refer in Particular to the section dealing with the Implicit function Theorem. In practice, the contours of a function that is not continuous will themselves display discontinuities, as, for example, at a cliffeedge; and if the function is not differentiable, the contours may have "corners", as, for example, at the bottom of a v-shaped valley. If the function is continuously differentiable (is of class C1), then so will the contours be. A continuously differentiable curve is visually smooth: the eye is very good at detecting discontinuities of value and of gradient, but very bad at detecting discontinuities of curvature ond higher derivatives. Most contouring packages, Culiflof included, are designed to draw the contours of cuntinuously differentiatle functions. Even in this case, good behaviour of the contour lines depends on non-zero-ness of the gradient of 4 . The most familiar example of the breakdown of this condition is at a saddlepoint, where the contour at exactly the level of the saddlepoint looks locally like two straight lines crossing. Behaviour worse than this can happen only at a point where higher derivatives vanish as well as the gradient, and it is only uncier these circumstances that a contour line can touch, rather than cross, itself. Contour lines associated with different levels can never, for obvious reasons, touch or cross one another.

Even when the function $f$ has a known and explicit mathematical fori: it is seldom possible to solve explicitly the equation $f(x, y)=h$ which determines the contours. Thus contouring has to be an indirect process in practice. Some contouring techniques attempt to approximate the contours of the function $f$ as it stands. This approach leads to serious difficulties over generating each contour once and once only, and moreover the approximation procedure requires "random access" to values of $f$ at all points in the plane, which in many cases makes it so costly to carry out computationally that a low standard of accuracy has to be accepted, often leading to contours which even for sriooth functions display unacceptable, unlikely, or impossible features such as visitle sharp bends, cusps, self-contacts, or even crossing of contours at different levels.

The alternative approach is to approximate $f$ by a function $g$ whose mathematical form is such as to allow the explicit solution of the equation $g(x, y)=h$, and then to draw the contours of 9 . Recause these have an explicit form, they can be drawn to the limits of resolution of the graphics device, or of the eye if that is coarser; their accuracy depends on how good an approximation $y$ is to f. Since that approximation is made once-for-all, the evaluations of $f$ are prevetermined in number and position - usually they lie on a square grid whose fineness is the control over approximation accuracy. This latter approach is the one used in COiNICON. It has one inherent disadvantage, which is as follows. Quite often the function $f$ is itself constructed by interpolation by some method between values observed at an irregular scatter of positions. Note, incidentally, that any such interpolation procedure is quite distinct frofi the frocess of constructing contours, and methods which attempt to conflate the two procedures should be viewed with suspicion. When 4 is such an interpolant, it will generally be the case that $g$ cannot coincide with $f$ at all the points where ouservations have been taken, and if a contour level falls between the value of $y$ and the onserved value at such a point, then the contour will pass on the wrong side of the point. In practice this seldom happens, and when it does so the vertical error is small and hence the horizontal error usually is too. If it is found to be unacceptable, then for a given set of contour levels it can be ovoided by improving the accuracy with which g approximates $f$, at a cost in computational load.

The difficulty in implementing the approximating-function approach to contouring has historically been that of choosing a suitable class of functions $G$ from which $g$ is to be selected. The requirenents are that $G$ must contain enough functions to allow good approximation to fi that the functions in $G$ should allow explicit solution of the contour equation $g(x, y)=h$ and that the functions in $G$ should be smooth enough to have smooth contour lines, which means in practice that they must be continuously differentiable. The techniaue used in many packages is to evaluate fon a (usually square) grid of points, and then construct a across each cell of the grid, for example as a Eilinear function matching the values of $f$ at the four corners of the cell. Although such functions are continuously differentiable within each cell, they are only continuous across cell houndaries and do not have continuous derivative there, so their contours consist of sections of smooth curve with sharp bends, leading to mafs of unacceptable quality. Nost of the other approximant functions which have been proposed display similar defects.

The main novelty of the COPICOR packaye is its use of a new class of approximant functions $G$, constructed from evaluations not only of $t$ but also of its yradient on a grid (sauare in COMICON 2 , although this is not an inherent limitation). Experience shows that in many cases it is possible to evaluate the gradient of a
function at very little adaitional cost to that involved in evaluating the function itself. Where this is not fossible, the gradient at each yrid point can easily ve estimated from the values there and at neighoouring points, and the only cost is one of accuracy since the use of the true gradient allows a higher-oruer fit between $g$ and f. A utility to estimate gradients from value-only data is provided in CONICON 2. A value and gradient is accordingly assumed to be available at each vertex of each grid cell. The value and gradient information at the four corners of a cell is sufficient to permit the cunstruction of a function across that cell which joins on to the functions in neighbouring cells with continuity of gradient as well as value. Such a function is called a Cl-conforming finite element. Clearly a function constructed in this way will have sinooth contour lines provided that the function is continuousiy differentiable within each cell. Because of the value-and-gradient matching to $f$, the quality of the aproroximation is high, and accurate contour maps can be produced without the need to use a very fine grid.

The finite element that is used has to permit the explicit sulution of the contour equation $y(x, y)=h$, and yet has to offer ellough flexibility to match value and aradient at the corners of a square. Guadratic functions are functions for which $g(x, y)=h$ can be solvec; the resultant contours are conic sections. First-decree ("linear") functions do not offer enough flexibility - their contours are straight lines - and higher degree functions do not in practice permit the solution of $g(x, y)=h_{1}$ in any helpful parametric form; this also seens to be true of non-folynomial functions. llowever, quadratics in two variatules are a six-parameter family and cannot be expected to match twelve data values (value and two components of gradient at the four corners of the square cell). It is necessary to break the cell uk into triangular ratches with a separate quadratic on each and with joins across internal seam lines retaining continuity of the function und its gradient. The resulting construct is called a seaned quadratic finite element. In adjition to matching the duta at the corners, it is necessary for the element to satisfy conititions along its edges which ensure a smooth join to neighbouring elements. The authors have proposed a novel element for this purpose, and that is what colilcoil uses. The element is descrited in the following paper:

Sibson, R., and Thomson, G.D. "A seamed quadratic element for contouring"

The Computer Journal 24 (i981) po. 378-382.
A detailed account of its proferties, inclucing error bounds, is given in the following thesis:

Thomson, G.D. "Automatic contouring by piecewise quadratic approxination"

University of Bath PhD Thesis (1982).

The Sitson-Thomson element divides the square (or rectangle) into sixteen trianyles. First the cell is halved horizontally and vertically, then each quarter-cell is divided into four by its diagonals. Although this sounas complicated, it is in fact a parsimonious solution, in that no degrees of freedom remain atter the values and gradients at the grid points have been matched and the conformability conditions along the edges have been satisfied. The construction of the contours on such a system is a complicated and numerically quite delicate task, but it is much mure efficient than might at first sight be supposed, mainly because good approximate bounds are available which greatly facilitate the location of those cells, and subsequently of those trianyles, where a contour may lie. The contours themselves consist of pieces of conic section (ellipse, parabola, hyperbola) joined continuously differentiatly together. These conic segments, being described parametrically, can be drawn to any desired degree of accuracy on an actual graphics device.

FEATURES UF THE PACNAGE
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## （1）Choice of contour heights

The user，if he wishes，may specify all contour heights himself and these need not be at regular intervals．However he has the alternative of allowing the package to choose contour levels for him．This may be jone completely automatically，or the user may specify a pair of heights between which all contours should lie． The user must always specify the number of contours himself．Note also that in order to keep contour heights at reasonably round numbers，automatic choice of contour levels will not always result in the precise number of contours requested teing plotted．
（2）Annotation of contours
If he wishes，the user may request the package to label the contours in his plot，and this will be done with suitably－sized gars being left in the contours where labels occur．If this feature is used，it is not necessary to label all contours－the user has the option of labelling every nth contour and leaving the remainder unlatilled．

## （3）Thick－line contours

Thick－line contours are ari additional feature．The user exercises the same deyree of control over their positions as he does with annotated contours．

## （4）C．rosshatching

A distinctive feature of the CONICON package is the ability to crosshatch（i．e．＂shade in＂）the area between pairs of contours （also above or below specified contours）．Styles of crosshatching vary from the most basic straight－line crosshatching to sophisticated styles such as dioits from 0 to 9 ． honeycomb，basketwork and tree styles for cartographic use．
lincorporated in the wackage are two separate and fundamentally different crosshatching alyorithms，neither of which can be considered superior to the other in all circunstances．The user＇s preferred choice of alyorithriilill depend upon such factors as the number of grid cells in the plot and the particular styles of crosshatching to be used．A discussion on the relative merits of these algorithms is yiven below in the section entitled ＂Selection of crosshatching algorithm．＂
（5）Local suppression of contour plotting．
COMICOH always recuires the user to specify an $M$＊$N$ gid of surface heights and gradients；however the user may instruct the

Dackage to suppress plotting within a set of grid squares of his choice. It is therefore possible to leave "holes" in the plot and to construct plots with non-rectangular boundaries.

In many cases the user may wisn to restrict contour ploting to the part of the grid lying within a polygonal boundary, and in a number of these examples the polygon will be a convex one. A suoroutine is therefore provided which selects for the user those cells of the grid which lie within such a region as specified by the user. A further suhroutine may be used to plot the boundary of the area which will then De contoured.
(c) Conbinations of features (1) - (5)

The user may combine any of the features described in (1) - (5) simultaneously, with the exception of features (4) and (5) which cannot be used together in the present implementation. In particular, if the options of annotation and crosshatching are chosen together, the crosshatching lines will leave enough space for the labels to be seen clearly.

## (7) Plotting the gradient of a function

Wesides enatling the user to produce standard contour plots of a function, COHICO: also incorporates a facility for the creation of contour plots of the squared magnitude of the gradient (that is, the sum of squares of the partial derivatives in $x$ and $y$ directions) of thot function. As with standard CONICON flots, the contours plotted using this facility are not the true (gradient) contours of the surface, but are the contours (of the gradient) of the piecewise quadratic approximant function (see Sibson and Thomson (1981) for details). This feature is includea in the Dackage as an aiu to the understanding of standara CONICON nlots:- if it indicates the existence of large areas throughout which the gradient of the function is very small, then the user should regard contours of the function itself in such areas with sorie scepticism. In these areas the Implicit runction Theorem, which is the foundation of contouring. comes close to breaking down and contours may start to display anomalous behaviour.
fiote thot aradient contours, unlike other contours produced by coricut, need not be smooth throughout and may have visible "corners" in some areas. This is because the squared magnitude of the gradient of the approximant is continuous but need not have continuous derivatives across seam lines; the "corners" are not an error.

Features (1), (2), (3) anc (5) may all be used in combination with this facility.
(8) Plottins of stationary points

A further useful feature offered by COMICON is its capacity for the miarking of stationary foints (local maximap local liinima and sudule points) of a function. The points plotted are not of course true stationary points of the function being contoured.

Dut are stationary points of the piecewise quadratic approximant function and will usually be a good approximation to the true stationary points.

The locations of stationary points of each type may be indicated by sebarate symbols selected by the user; for example. in meteorological applications the user may decide to indicate the presence of local miaxima and minima by "H"s and "L"s respectively, and to suppress labelling of saddle points.

It is anticipated that this feature will normally be used in conjunction with standard contour plots, but it may also be used in combination with gradient plots or indeed independently of any contour plots. The occurrence of several stationary points in a cluster is fairly common, and reflects a suggestion in the gridded values of the function and its derivatives that some higher derivatives may vanish at or near the cluster. Users should not automatically assume that an error has occurred when several stationary points appear together.

SLLECTION OF CROSSHATCHING ALGORITHHA
ニニニニニニニニニ ニン ニニニニニニニニニニニニン＝ニニニニニニニ

As has been mentioned above，the CONICON package allows the user a choice of two different crosshatching algorithms，which we shall refer to as algorithm $A$ and algorithm $B$ ．If the user wishes to use alyorithm $\dot{A}$ he should call subroutine COfXAL or CONXAZ；to use algorithm $B$ he should call subroutine CONXE1 or CONXEZ．In order to decide which is the more suitable for his purposes，the user should be aware of the relative merits of algorithms $A$ and 3．so we give here a brief discussion of this matter．

If algorithm $A$ is used then the user must choose a single style of hatching to be plotted between each adjacent pair of contours， flus styles for above and telow the highest and lowest contours respectively（The option of leaving any of these areas blank is of course available）．The algorithm is only capable of hatching these areas one at a time，and therefore cannot take aovantage of situations such as two neighbouring styles of crosshatching being identical（in which case it would te more efficient to treat the two areas as a single area and crosshatch them simultaneously）．

Algorithm $\hat{Z}$ allows more flexibility．The number of styles of crosshatching chosen is completely independent of the number of contours plotted（indeed it is not necessary to plot any contours）；and each thand of crosshatching is chosen independently of contour heights and of the other bands of crosshatching．Thus superposition of crosshatchings becomes possitle．This is Particularly useful if the user wishes the crosshatching to darken progressively as higher levels of the surface are reached， and also enables the user to create styles of crosshatching not availatle when algorithm $A$ is used．

Unfortunately algorithm $B$ is in general less efficient than algurithm i，in the sense that if both are given identical tasks （i．e．tasks which $A$ is capable of carrying out）then algorithm A will usually take quite considerably less time in completing the tosk than algorithm B．liowever，in the case mentioned above where the user wishes the intensity of crosshatching to increase proyressively as the height of the surface increases，algorithm $B$ is usually considerably faster than algorithm $A$ if the ofportunity of superimposiny different bands of crosshatching is taken up．AUTOXH，a subroutine which automatically sets values of hatching farameters for algorithm $A$ in such cases，is documented Lelow．

Another inportant factor which must be taken into consideration is storaye requirements．The use of algorithm E involves little additional storage space on top of that used to produce the map＇s contours．On the other hand algorithm A requires a number of extra arrays whose length depends on the number of elements in the griu us well as the complexity of the contours being produced （see notes on COHMAl for details）．It is possible that for some Dlots on some systems the total storaye space required may be nrohititively large．In such cases the only alternative is to use algurithm B．

Finally, if the user wishes to combine crosshatehing with annotation, he should note that algorithm B hatches the plot after construction of all contours and is therefore able to leave a small rectangular area around every label unmarked, whereas algorithm $A$ calculates and plots each band of crosshatching before the construction of all lut one of the contours above the level of that tand, and cannot predict label positions on contours which have not yet been floted.

It is hoped that these riotes will help the user to assess which of alyorithms $A$ and $B$ is better suited to his individual needs. However, if a large number of plots is to be nroduced then he is recommended to experiment with both before deciding which is to he preferred.
Users may wish to know that the efficiency of algorithm $A$ and the flexibility of algorithm $B$ could in principle be combined, but this would involve very heavy storage penalties indeed, to the extent that it has not been considered worthwhile to offer this oftion in the packaye.

```
GRAlHICS IN:TERFACE
```
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Included in the COAICUli packaye are calls to a number of simple graphics routines，which the user will have to supply to interface with the graphics system on his computer．These routines must conform to the following specifications：

1）SULROUTINE PLTON（XHII，XMAX，YIII：，YMAX）

This routine should initialise a frame of the nlot and set up a rectangular plot window，the southwest corner of which is the point（Xilid，YMIti）and the northeast corner of which is the point （ $X$ MAX，YHAX）．The scales should be equal in the $x$ and $y$ directions．All the plotting done by the routines described below will fall within this rectallgle．

```
2) SU巳ROUTI:AF PLTHOV(久,Y)
```

This sutroutine should move the plot position invisibly to the puint（ $X, Y$ ）．The first change of plot position after a call made Wy the granhics routines to PLTON will be by a call to PLTMOV．

3）3UBPOUTI：UE PLTLIU（K，Y）

This subroutine should draw a straight line in the current line style and colour from the last plot position to the foint $(X, Y)$ ， where the plot position should be left．

4）SULRUUTI：JE PLTFAT $(X, Y, H)$

This sut，routine should draw a（yenerally thin）rectangle from the current plot position to the point（ $X, Y$ ）in the current logical fen colour and leave the current plot position at the point （ $\quad \check{\prime}, y^{\prime}$ ）．The rectangle should he 2.0 thl units thick．The purpose of this routine is to give the impression of a thick line and it is therefore acceptable（and pertiats desirable）to plot a straight line from the current plotter position to（ $X, Y$ ）before plottina the rectangle．In this way the pen will be in the correct position immediately ofter the rectangle has been plotted．

5）SULPOUTIIS PLTFIG（FNUM，$x, Y$ ，ATRAC）

This subroutine should print the floating point number stored in Fill! from left to right so that its centre is at the point (X,Y). The integer lifRAC should set the number of diyits to appear after the decimal point of the number. If NFRAC is zero the decimal noint should be surpressed. The current plot position on return from this suhroutine should be the point $(X, Y)$
6) SUSROUTIUF PLTCCS (CHiN, CHH)

This sulpoutine should return, in user courdinates, the width and height respectively of the rectangular area in which a sinole character is plotted by subroutine PLTFIG (including spaces to the next character on the right and to the next line of characters above). The current plotter position should be unchancued on exit.
7) SUBROUTIWE PLTPEN(IPEN)

This suhtoutine should set the logical pen colour to the type indicated by IP[f and should leave the current plotter position unchanged. A value of IPE'' $=0$ should correspond to solid lines. A negative value of IfEit should suppress plotting.

```
8) EUGROUTIT:F PLTSYI:(ISYM)
```

This routine should set the symbol to be used for marking stationary foint fositions when a call to PLTMK is made. The currespondence between graphical symbols and integer codes is deternined by the user's implementation of this routine. by convention neyative integers shoula suppress plotting.
9) JULROUITIGE PLTHK (X,Y)

This routine should move the currerit plotter position to the point ( $X, Y$ ) invisibly and print a symbol centred there. The symbol will have been specified by a previous call to PLTSYM.

## 10) SUEROUTIKE PLTOFF

This subroutine should close the flot frane openec by PLTON and leave the graphics systeli reacy for another call to plof to create a new frame or for beinn terminated prior to the STUP statement in the user's proyram.

Sumiafy of high level subroutines
ニニニニニニニニニニニニニニニニニニニニニニニニニニニニニニニニ

At oresent COHICOH 2 contains eight master routines，each of which is capable of nroducing a complete contour plot incorporating a number of the features described earlier．These routines may be divided intu four pairs of routines which are listed below；in each case the first routine of the pair is a simple interface routine which carries out the task of opening and clusing of the plot frame（by calling subroutines PLTUN and PLT（iff），fluts the boundary of the yrid in a style chosen by the user，and calls the other routine of the pair．The user should therefore call one of subroutines CONICi，COHXA1，CONXBI and COHVR1 if he wishes his nlot frame to be defined automatically， and he should call COIICZ，COHXAZ，COIXXBZ or COHGR2 if he wishes to define the plot frame himself．Use of any of the latter four routines will enable the user to overplot two or more contour mops easily，or to relate the spatial locations of phenomena such as data sites，yeographical features etc．to the variable being contoured．Subroutines CCONIC1 and CONGPR plot all contours in the current logical pen colour（as defined by the most recent call to PLTPEH），and this is unchanged on exit．All other master routines flot contours using solid lines．Besides the differences outlined above，the subroutines in each pairing carry out identical tasks．The names of these master routines and the features which they offer are as follows：－

COHIC1，CONIC2
（1），（2），（3）and（5）
COMAA1，COHXAZ
（1），（2），（3）and（4）

（1），（2），（3）and（4）
COHGR1，CUHGRZ
（1），（2），（3），（5）and（7）

If the routines which prounce standard contour plots of a surface，the first pair i．e．COllicl and CONICD are the simplest to use and have the shortest aryument lists．Their use is recommended for any flot which does not make use of features（4） or（7）．
Gubroutines COTAXA1，COHXA2，CONXB1 and COAXDS are intended primarily for use when the crosshatching feature is being used （although they do not enforce its use）．As has been discussed above，the package incorporates two fundamentally different crosshatching algorithms；the one which we refer to as algorithm $A$ is used ly suliroutines CONXA1 and COHXAZ，and the other， algorithm E，by subroutines CONXB：and COIXXB2．Neither algorithm can be considered superior to the other on all occasions；a discussion of their relative merits was presented in a previous section．
Subroutines CONGF1 and COAGR2 produce contour plots of the aradient of the surface．These maps are intended to help the user
tu identify those contours which are relatively unreliable. The user is offered exactly the sume options with these routines as he has when using COHIC1 or CCHIC2; indeed the argument lists of COHGR1 and COilgre are identical to those of CUNICI and CONIC2 respectively.
Lesides these eight master routines for contour plotting. a number of other high level routines are documented below. These are subroutines STFLT1, STPLTA, AUTOXH, GRSET, GRSUB, CONVEX and BORDER.
ETrLT! and STPLT2 are master routines which may be called to murk the locations of stationary points of the approximant function; the former routine opens and shuts the plot frame and will produce a plot frame of exactly the same scale and location as subroutines COHIC1, CONXA1, COHXL1 and CONGR1 produce. Subroutine STPLTC leaves the task of openiny and closing of the nlot frame to the user.

Subroutine AUTOXH takes much of the pain out of crosshatching in many cases; it may be used to set crosshatching parameters (for algorithm (b) automatically in examples where the user wishes the intensity of hatching to increase progressively as the height of the surface increases. Full use is made of the opportunity for superiosition of hatches offered by algorithm B, and results will nurmally be obtained with considerably less expense than comparalile plots froduced using algorithri A. Subroutine AUTOXH may he called prior to calling cor XBl or COHXCZ but should not be used in combination with algorithm $A$.

Subroutine GFSET should be called prior to calling any of the master riutines if yradient values have to be estimated, unless the user has opted to omit contouring within some grid cells. In this case subroutine GRSUS should be used instead.

Subroutine CDivEX automatically selects those cells of the grid which lie completely within a convex window specified by the user and flays the rest of the cells as dead. Sutroutine BORDER may be used to plot the boundary of the contoured area which results froin calling corivex.

Unless otherwise stated, variable types can be assumed to follow the standard convention. i.e. Variatles beginning with the letters $I, J, K, L, f$ or $i f$ are integer valued; all others are floating point variatles. Single precision is used throughout.

If a variable nome is prefixed by a pair of asterisks, this means that the value(s) of that variable must be set before the routine is colled. If a variable nabie is prefixed by a single asterisk, then that variable may or miay not have to be set before the routine is called, depending on which options have been chosen; which is the case should be obvious from reading the notes on thot variable.

```
HASTER ROUTINES
ニニニニニニ=ニニニ==ニ==
```

SUBROUTIME COIXA1：Z，Zシ，ZY，NH：
 TGAV，TS，GTR，ALAR，AII，MLAE，IFEH）

A master routine which produces a single contour plot incorporating any combination of features（1）－（4）． crosshatching is carried out using algorithm $A$ ；if it is not required，subroutine COIICI（which has a shorter argument list） should te used．This subroutine creates a complete plot frame starting with a coll to PLTOH and ending with a call to PLTOFF． The boundary of the map is plotted in a style selected by the user and contours are plotted using solid lines．

```
Explanation of aryuments:-
```

```
** Z(!自,N)
All array of surface heights. Z(1,1) is the height in the sho
corner. The first dimension increases as x increases, and the
```

secund dimension corresponds to the value of $y$.
** $2 \times(111,1 i)$
An array of partial derivatives in the $x$-direction.
** $\operatorname{zr}\left(\begin{array}{ll}\text { and }\end{array}\right)$
An array of partial derivatives in the $y$-direction.
** 川
The true first diriension of the arrays $Z, Z X$ and $Z Y$, and the
secund dimension of the array ZLItt.

```
** :"
The first dimension of the arrays }Z,ZX\mathrm{ and }ZY\mathrm{ that is actually
to be plotted. i.e. The no of columns in the grid. M must
therefore be less than or equal to fim.
** !
lio of rows in the yrid and the second dimension of Z, ZX and ZY.
```

```
ZLI!:(2,IM,|に)
```

working array.
** GPiIO
Pistance between a pair of adjacent grid points.

* CT(T:CT)
Jri the usual case (when ICT > 0), CT holds the levels at which
contours are to be plotted. If ICT < O, CT(1) and CT(2) hold
lower and upner limits respectively between which all contours
will te chosen to lie. If ICT $=0$, all values in CT are ignored.
1.3. If crosshatching is required and contour levels are selec-
ted by the user, values in CT must be in strictly ascending
order.
** Cl
The no of contours required and the length of CT.

```
** ICT
```

Indicates whether the user wishes contour levels to be chosen
automatically or Ly himself.
ICT $=0 \Rightarrow$ completely autonatic choice of contour levels. (The
user must of course always specify the number of contours
required).
ICT $<0 \Rightarrow$ semi-automatic choice of contour levels:- the user
is required only to specify a pair of values (CT(1) and CT(2))
between which all ilCT contours will be chosen, at regular
intervals.
ICT $>0 \Rightarrow$ user specifies all contour levels himself.
$X Y(2 \sin y)$
riorking array.

```
** !iXY
This variable corresmonds to the length of the second dimension
of working arrays XY and COMT. The required value of NXY is
highly data-dependent, tut MaxO(500.50*F.50*N) should be
sufficient in most cases. If the selecteo value of NXY turns out
to le too small, the program will terminate at STOP 621 and will
hove to be re-run using a hiaher value of NXY.
```

$\operatorname{cont}(2, i, X Y)$

```
Horking array.
```

K ( $3, K T \cap \Gamma$ )
morking array.
** KTOP
This variable corresponds to the length of the second dimension
of the working array $k$. Like idxy it is data-denendent and should
be set to apiroximately four fifths the value of NXY. If it is
not large enough, the program will terminate at STOP 620.
Kう (i, K3)
hurking array.
** lik3
This variahle corresponds to the length of the working array ikk.
It is data-jependent. A value of 100 should normally be large
ellough, but if the feature of local suppression of contour
plotting is used then the user should doutle this fiaure. If NK3
turns out not to be large enough then the program will terminate
at STOP 622.
** II
Specifies
(a) whether or not thick line contours are required.
(t) whether or not annotation (aiving contour heights) is
required.
(c) whether or not crosshatching is required.
To find the appropriate value of II, begin with II $=0$.
Add 1 if thick line contours are required.
Aud $z$ if annotation is required.
Aset 4 if crosshatching is required.

* ITI
Specifies positions of thick-line contours (if requested). It the
user requires the ith contuur to be the first one drawn with a
thick line and $j$ thin line contours hetween each pair of
thick-line contours, ITH should be set equal to $10 \star i+j$. ITH is
ignored if thick line contours have not been requested -
otherwise it is essential that $i>0$ and $j<10$.
* ILAB
Specifies which contours (if any) are to he annotated. Choose in
exactly the same way as ITH is chosen.
* liff

Specifies the number of decimal places to be included in each contour height label. If lFFP $>4$ or ifFR $\leqslant 0$, a sensible choice will be made automatically for each label. IvFR $=0$ suppresses the decimal point. This variable is reduncant if annotation is not rewuested.

## * $\hat{\mathrm{n}} \mathrm{V}(\mathrm{I} C 1)$

A vector specifying the angle from horizontal (in radians) at which each band of crosshatching is to be drawn. Users should note that values in this array will tue slightly perturbed by Culficot: to avoid numerical difficulties occuring when hatch lines are (almost) farallel with the seam lines of the piecewise quadratic. COMICIM expects the values in AV to be reasonably simple submultirles of pi.

```
* UV(NC1)
A vector specifying the scale (measured in the same units as the
x ~ a n d ~ y ~ c o o r d i n a t e s ) ~ o f ~ e a c h ~ l e v e l ~ o f ~ c r o s s h a t c h i n g . ~ T h e ~ v a l u e
selected corresporids to the perpendicular distance between a pair
of adjacent lines when style 1 is used. Some experimentation may
le necessary lefore suitable values ore discovered, but a
reasonable initial estimate would be to choose values in this
vector to te of the order of one fiftieth of the length of an
eucre of the plot.
```

* IV(MC1)
A vector holdini code values for styles of crosshatching used
between each pair of contours. IV(1) holds the code number of the
style of hatching to we used below the level of CT(1); IV(2)
hulds the code number for the style to be used between CT(1) and
CT( 2 ) and so on. IV is iynored if crosshatching has not been
reduested. N.B. In a nap with MCT contours, NCT+1 (= NC1)
styles of crosshatching are required. The code values are as
follows:-
(1) Gitmple hatch
(2) Square crosshatch
(3) Rectangular crosshatch
(4) Long rectangular crosshatch
(5) Very long rectangular crosshatch
(6) Stepled rectangular crosshatch
(7) Stenied long rectangular crosshatch
(8) Stepped very long rectangular crosshatch
(7) Bonded crosshatch
(10) Divided squire crosshatch
(11) Herringbone crosshatch
(12) Long herringbone crosshatch
(13) Square boxes
(i4) Rectangular boxes

```
(15) Steps
(10) Square waves in phase
(17) Square waves out of phase
(18) Squore labels
(19) Ladders
(20) Digit 0
(21) Digit 1
(22) Digit z
(23) Digit 3
(24) Diait 4
(25) Digit 5
(26) Vigit 6
(27) Diait 7
(28) Digit 8
(29) [:igit 9
(30) Diamono crosshatch
(31) Triangular crosshatch
(32) Triangle and hexayon crosshatch
(33) Honeycomb
(34) Eiamond boxes
(35) Trianyular boxes
(36) Hexagonal toxes
(37) Triangular iabels
(38) Indentures
(30) Six stars
(40) Plus signs
(41) rultiplication signs
(42) Eight stars
(43) Square crosshatch with one diagonal
(44) Square crusshotch with two diagonals
(45) Square crosshatch with, alternate diagonals
(46) Interwoven crosshatch
(47) Basketwork
(48) Conifers
(49) beciduous forest
(50) Mixed forest
(51) Urchard
> 51 ur < 1 no crosshatching
```

* JV(NC1)
A vector specifying the logical pen colour to be wsed at each
level of crosshatching.
** ! ! C 1
HC1 $=N C T+1$, ans is the lenyth of vectors AV, UV, IV JV.
$x 1$
Morking array of dimension (5, MixI).

```
** i.xI
```

Corresponus to the length of the second dimension of the array
XI, which is used in crosshatching. Therefore if crosshatching is
not required ixl should he set equal to 1. Otherwise a value of
$10+1,1 \times 0(M, H)$ will usuilly te sufficient. NXI must never exceed
the vilue of litr ( $\mathrm{a}_{\mathrm{o}} \mathrm{v}_{\mathrm{o}}$ ). If, on the other hand, it is not set
lurye enough the progran will terminate at STOP 625.
XD, ABC
nurking arrays, each of dimension (2,6,NTR)
10
Hurkina array of inension (2, 2, HTR).
LV, TS
Horking vectors of length N:TR.
** ! Tr
The lenyth of a number of working arrays reauired for
crosshatching purposes. MTK should be set to 1 if crosshatching
is not required, otherwise a value of $\operatorname{MAXO}(30,3 \star M A N / 2)$ would be a
reasonable initial estimate. If this is not sufficiently large
the proyram will terminate at STOP 623. The value of NTR should
he kept as low as possible since 30 *NTR storage locations are
reserved. On some systems it may not be possible to set HTR to a
sufficiently larae value to cope with larye maps.
ALAB(5, idLAB)
dorking array.

```
Al:(3,IL&AR)
morking array
```

** ULAE

This variahle corresponds to the length of the second dimensions of the arrays ALAD and Al. These arrays are only used when both crosshatching and annotation have been specified (i.e. II $=6$ or 7). Thus if II < t, FiLAR should te set to i. Otherwise NLAE must be at least as great as the total number of contour labels which will occur in the plot. A value of 5*NCT will usually be sufficient :- if it is not the program will terminate at STOP 624.

```
** IPE"+
The logical fen colour used in plotting the boundary of the grid.
The styles available will he implementation dependent. As usual,
a nequtive value sumpresses plotting.
```

```
A master routine which produces a single contour plot
incorforating any combination of features (1) - (4).
Crosshatching is carried out using algorithm A; if it is not
required, sut,routine COliIC2 (which has a shorter argument list)
should be used. The user is expected to scale the plot himself
(i.e. he must call PLTON and PLTOFF) and olotting of the edge of
the arid is also left to the user. Contours are plotted using
solid lines.
    Those arguments which appear in the argument list of CONXAl have
the same meaning here. The two arguments not defined previously
are as follows:-
** X Sii,YS!i
Cartesian coordinates of the most south-westerly node of the
grid. i.e. the point at which the surface has height and
gradients Z(1,1), Z久(1,1), ZY(1,1). The nodes of the grid are
assumed to be aligned narallel with the coordinate axes.
```

SUsin!!

ALAB, AT:, NLAB, IPEI:)

A baster routine which produces a single contour plot incorporating any combination of features (1) - (4). crosshatching is carried out using algorithm P ; it is not otiligatory, but if it is not required, subroutine CONIC1 (which has a shorter argument list) should ke used. This subroutine creates a complete plot frane starting with a call to PLTON and ending with a cull to PLTOFF. The boundary of the map is ploted in a line style selected by the user, and contours are plotted with soliu lines.

All those arguments which appear in the argument list of subroutine CCiNXA have the same meaning here, with the following exceptions:-

```
** &V,UV,IV,JV
```

These arrays ore now each of length (at least) NH (see below);
nCl is not an argument of this subroutine.

Those arguments which do not appear in the argument list of
** $\mathrm{XH}(2, N 1)$
An array holdiny the contour levels which define the positions of the $ね \| f$ bands of crosshatching. The area covered by each band of crosshatching is defined ty a pair of contour levels, say ci and $C 2$ (where $C 1<C 2$ ). To set this as the Jth band of crosshatching the user must set $X l:(1, J)=C 1$ and $X H(2, J)=C 2$. If it is desired to crosshatch the whole area below a certain level, say $C$, with the $J$ th tand, theri $x H(2, J)$ should be set equal to $C, ~ a n d x t i(1, J)$ should ve set to a level below the minimum value of the surface (a value below -1.0E+25 will give maximum efficiency). Similarly, to hatch the area above level $C$ with the Jth band of hatching, the user should set Xli(1,J) equal to $C$ and $X H(2, J)$ to a value bigher than the maximum height of the surface, and Fireferably greater than 1.0E +25 .

## * OV(:IH)

A vectur of values (measured in the same units as the $x$ and $y$ cuordinates) specifying the offset of an arbitrary line in the raster from the origin (the hottom left hand corner of the plot if scaling is carried out autolatically). Each value in this vector is ignorej unless the corresponding value in the array IV is 1 , indicating that the simple hatch style has been selected. Control of this variahle is useful in examples where the user wishes to create the effect of progressive darkening of the surface as its height increases, by superposition of tands of style 1 ; in such examples the user can increase the density of the hatching bands in a reaular manner in much smaller steps than would otherwise te possible.
** 1 !
Tiie mumber of bands of crosshatching to be ploted, and the lenjeth of the arrays AV, UV, IV, $\dot{\text { a }}$, and the second dimension of the arroy Xli.
 COWT, K, KTOP, Kコ, IHK3, II, ITH, ILAL, HFR, ẌH, AV,OV, UV, IV, JV, NH, XI,NXI, ALAB,AH, MLAB, XXS: YSH)

A master routine which produces a single contour plot incurporating any combination of features (1) - (4). roosshatching is carried out using algorithm B; if it is not requireu, it is recommended that subroutine collcz (which has a shorter aryumerit list) is used instead. The user is expected to scale the plot himself (i.e. he must call PLTON and PLTOFF) and
plotting of the boundary of the plot is also left to the user. Contours are ploted using solid lines.
Those arguments which appear in COHXD1's arqument list have the same meaning here, and arguments XSh, YSW are also as defined previously.

SUBROUTINE COHICI (Z,ZX,ZY, MH, 1 , !!, ZLIM, GRID,CT,NCT, ICT, XY, FIXY, COMT,K,KTOP,K3,:IK3,II, ITH, ILAB, HFK, IPEN)

A master routine allowing all the oftions availatle in subroutine Cijijal and CGNXPi with the exception of crosshatching. The feature of local contour suppression is also available. If crosshatching is not requirea this routine should be used in preference to COIXML or COHXD1, as its argument list is considerably shorter. This subroutine creates a complete plot frame starting with a call to PLTOl and ending with a call to PLTOFF. The boundary of the grid (which may or may not be the boundary of the contoured area) is plotted in a line style selected by the user and contours are plotted using solid lines.

All arguments also appear in the argument 1 ist of COl.XA1 and are described in the documentation for CONXAl above; however the following variables are defined differently in this routine:-

```
* ZLI!!(2,N4,N)
When II > 3, this array indicates which cells of the grid should
be contoured and which ones should not. The values ZLIM(1,I,J)
and ZLIU(2,I,J) refer to the grid cell with surface height Z(I,J)
in its SH corner. If the user wishes to contour within this cell
he should set ZLI!{(1,I,J) less than or equal to ZLIIM(2,I,J)
(values of 0.0 in each will do). Otherwise, if he wishes to
suppress contour plotting within the area of this cell, he should
set ZLIl:(I,I,J) oreater than ZLIM(?,I,J). loote that it is not
necessary to set values in this array for I > N-1 and J > N=1,
since we are dealing with an (M-1) * (N-1) grid of cells.
    when II < 4 (i.e. the complete grid is to be contoured) values
in this array need not te set by the user.
    lote that subroutine COMVEX (see below) sets these values
automatically in a common special case.
```

* CT(HCT)
Values in this array are no longer required to be ordered.

```
** II
```

This variable should be chosen in the following way:-

```
Begin with II = 0.
Add 1 if thick-line contours are required.
Ada }2\mathrm{ if annotation is required.
Acd s if contouring is to be restricted to a subset of the
griu cells.
```

 CUNT,KっKTOP,K3,NK3,II, ITH, ILAL, HFR, XSH, YSH)

```
A master routine which carries out the same tasks as COHIC1, with
the exception that the user is expected to scale the plot himself
(i.e. he must call PLTON and PLTUFF) and plotting of the edge of
the grid or the boundary of the contoured area is also left to
the user. Contours are plotted in the current logical pen colour
(os specified by the most recent call to FLTPEN), which remains
unaltered on exit.
    Those arguments which also appear in the argument list of
subroutine CO:IICl have the same meanina here, and the other two
arguments (XSH and YSH) are as defined above.
```

 COR:, 1, KTOP,K3,l:K3,II, ITH, ILAL, RFFF, IPEN)

A master routine which produces a complete contour plot of the gradient of a surface. Features (1), (2), (3) and (5) are also available. This subroutine creates a complete plot frame starting with a call to PLTOH and ending with a call to PLTOFF. The buundary of the grid is plotted in a style selected by the user and contours are plotted using solid lines.
The arymment list of this routine duplicates that of CONICi. All arguments have the same meaning as their counterparts in that routine.
 CONT,, , KTUP, K3,i:K3, II, ITH, ILAB, IHFR, XSW, YSW)

A master routine which produces a complete contour flot of the aradient of the surface. Features (1), (2), (3) and (5) are also availate. The user is expected to scale the flot himselt (i.e.
he must call PLTUf and PLIUFF) and ploting of the boundary of the contoured area is also left to the user. Contours are plotted irl the current logical pen colour (as specified by the most recent call to FLTPEH), which remains unaltered on exit.
The argument list of this routine duplicates that of COfIC 2 and all arguments have the same meaning here.

ニニニニニニニニニニニニニニニニ

SUBMOUTIML STPLT1（Z，ZX，ZY，MPi，li，iA，ZLIM，GRID，ISYM）

A moster routine which calculates and plots stationary points （local limxima，local minima and saddle points）of the approximant function（liUT the true function being contoured）．
This routine carries out the tasks of opening and closing of the blot frame in such a way as to be compatible with subroutines CUNIC1，CONYA1，CONXE1 and COMGI，but unlike these routines it cioes not plot the boundary of the grid．
All arguments which appear in the argument list of CONICI have the some meaning here，with the following exception：－
＊＊ZII！ 1 （2，Mi，$!$ ）
If the user wishes to suppress the plotting of stationary values within some cells of the grid then this array indicates which cells of the grid should be ignored．
Values should be set in the same manner as they are set to suppress contouring within grid cells．i．e．if the user wishes to suppress plotting of stationary values within the（I，J）th cell （the cell with height $Z(I, J)$ in its $S$ corner）he should set ZLIU（1，I，J）yreater than ZLIM（2，I，J）．Otherwise，if the user reauires stationary points within the（I，J）th cell to be culculated he showld set ZLIM（1，I，J）no greater than ZLIM（2，I，J）． If the user＇s call to STPLTl was preceded by a call to any of CO：ICOH＇S muster contour plotting routines and the user has not altered values in ZLI：M then plotting of stationary points will toke place within all those cells of the grid which have been contoured，and no others．

The extra argument is：－

```
** ISY!M(3)
```

4 vector specifying the symbols used for plotting of local minima，saddle points and local maxima respectively．If a value in this array is negative ther plotting is suppressed for the correspunding type uf stationary point．Symbols available will vary according to the implementation．


A master routine which calculates and plots stationary points (local maxima, local minima and sadle points) of the approximant function (NUT the true function being contoured).
The user is expected to scale the wlot himself (i.e. he must call PLTUA and FLTOFF) and plotting of the boundary of the grid is also left to the user.
All arguments which apuear in the argument list of STPLTI have the same meaning here. The other arguments ( $X$ 'S and $Y S W$ ) are as defined above.

SUBROUTIHE AUTOXH (M, I, GRID,CT, HCT, XH,AV,OV,UV,IV,JV,NX,NH)

Sets values of crosshatching parameters XH, AV, OV, UV, IV, JV and lith (for use ty algorithm $b$ ) automatically in examples where the user wishes the intensity of hatching to increase proyressively as the height of the surtace increases. Full use is made of the opportunity for superposition of hatches offered by algorithm $b_{i}$ and results will normally be achieved with considerably less expense than comparable plots produced using algorithmi h. This routine should be used prior to calling either COUNB1 or CONXB2, Lut should not be used in conjunction with hatching alyorithai $A$. The routine will produce a maximum number of twelve hands of crosshatching (including the area below the tottom contour which will not be hatched); if the number of contour levels NCT implies a larger number than this (i.e. NCT > 10) then some contiguous areas will be hatched in the same style. Gn return from this routine the first ily values in the array IV will Le set to 1 , with the exception of IV(1) which will be zero. The first fll values in JV will all be zero.

As the number of bands of hatching liti is unknown at the outset, a separate variable lix is used for dimensioning the arrays whose values are set by this routine; thus XH is an array of dimension ( $c, 1, X)$ and $A V, U V, U V, I V$, and $J V$ are all vectors of length $N X$. The variables CT and iNCT have the same meaning as previously; values in CT must be in ascending order and must have been set by the user. This routine should Not therefore be used if the user has ofted for automiatic selection of contour levels (i.e. if ICT is non zero). lix must always be at least twelve, or a hard error will occur. As long as tlX sutisfies this requirement the value of Hll which is returned will be less than or equal to 12, and no dimensioning problems will occur when COMXBl or CONXB2 are called with IHt and not UX as an argument.

If the scale of hatches produced by this routine turns out to be unsuitatile for the particular graphics device being used then the user should simply rescale all values in OV and UV after a cull to this routine by multiplying by the same constant.

This subroutine can be used to estimate gradient values given surface heights stored in the array $Z$. It should only be called before contouring over a complete rectangular grid, or in other cases where every value in the orray $Z$ is the true surface height at the appropriate location (Subroutine GRSUB should be used for gradient estimation in all other cases). Estimation is done by fitting a parabula over a point and its two nearest neighbours in the relevant direction. All parameters except JJ occur in CONXAl and have the same meaning here. JJ has the following meaning:-

```
** JJ
```

In the usual case $J J$ should be set to 0 . However if the surface can be considerea to be a surface over a cylinder, then JJ should be set to 1 or 2 : 1 if the two vertical edses of the grid are i fentical and 2 if the two horizontal edyes are identical. If the surface can be considered to be a surface over a torus, so that both the vertical edyes are identical and the horizontal ejges are ijentical, JJ should he set equal to 3 .

SUMROUTIHE GRSU日 $(Z, Z X, Z Y, 19$, N, N, NLII:,GPID)

This subroutine can be used to estimate gradient values oiven surface heiahts stored in the array $Z$. It should only we used in examples in which the user has opted to suppress contouring within some cells of the grid, and he has therefore set values in the array ZLIH to indicate which cells are to be contoured. These values may have been set by subroutine CUNVEX (see below) or directly by the user.

As in GliSET, estimation is done by fitting a parabola over a puint and its two nearest neightours in the relevant direction; however this is subject to the condition that gradient estimates must only be based on surface heights which lie within (or on the boundary of) the contoured area, and therefore it is sometimes only wossible to estimate gradients by fitting a straight line through a point and the nearest neighbour lying within the contoured area.

The argument ZLIM has the same meaning here as it has when it ocours as an arqument of CONIC2 (with II $>3$ ). All other arguments have been defined uniquely above.

Identifies those grid cells which lie entirely within a user-defined convex window and flags all other cells as dead by making appropriate entries in the array ZLIll. An $M \ldots \mathrm{~N}$ grid of values and gradients is defined, with the addition of a pair of cuordinates to fix its location. The nodes of the grid are assumed to be aligned parallel with the coordinate axes. A number of straight line constraints are vefinea in addition to this grid, in order to specify the window, and those cells of the grid which fail to satisfy any of the constraints are flagged as dead.
Arguments which require exflanation are as follows:-
ZLIH(2, MM, in)
Unset on entry. On return this is in the correct form required as
input data for Colvicz.

```
** CH(3,JCl.S)
```

An orray of constraints which specify the window within which we
wish to contour the surface. Each constraint has the form

```
a*x + b*y + c<< 0
```

and to set this as the Jth constraint the user must set CN(1,J)
to ar Cil $(2, j)$ to b, and $C H(3, j)$ to $c$.
** JCi.S
The number uf constraints and also the second dimension of CN.

SUBROUTI:E EOROER (ZLIM,GM,M,N,GRID, XSH,YSA, IPEN)

Traces round the boundary of the area which subroutine COFVEX has specified for contouring. Subroutine DORDER must only be called after a call to COHVEX.

Arguments have the same mearing as previously. There is one argument which has not been defined elsewhere:-
** IPEI,
lie logical pen colour used in plotting. IPEN $=0$ corresponds to solid lines. Uther styles may be available, depending on the innlementation.

## APPENDIX B

## INTEGRAL EVALUATIONS

In Chapter 2 we presented an expression (2.17) for the integral of the seamed quadratic element as a linear combination of the values and gradients at its vertices, and discovered that the piecewise cubic element introduced in the same chapter has an identical expression as its integral.

In addition to this, and as a preliminary to the execution of some work which had to be abandoned for reasons of limited time, we have also evaluated the integral of the square of both piecewise quadratic and piecewise cuhic elements over their extents. Although we have not actually put these results to any practical use they may be of potential value to readers wishing to carry out further investigation of either of these elements, and we therefore present these results in this Appendix.

We begin though, by giving expressions for the integrated squares and cross-product of the one-dimensional analogues of our elements. Referring to the one-dimensional piecewise quadratic element as $f_{q}(x)$ and the cubic element as $f_{c}(x)$, we find

$$
\begin{align*}
& \int_{-h}^{h} f_{q}{ }^{2}(x) d x=\frac{h}{35}\left(26 z_{L}^{2}+18 z_{L} z_{R}+26 z_{R}^{2}\right)+\frac{h^{2}}{105}\left(44 z_{L} g_{L}-26 z_{L} g_{R}\right. \\
& \left.\quad+26 z_{R} g_{L}-44 z_{R} g_{R}\right)+\frac{h^{3}}{105}\left(8 g_{L}{ }^{2}-12 g_{L} g_{R}+8 g_{R}^{2}\right) \tag{в.1}
\end{align*}
$$

$$
\begin{gather*}
\int_{-h}^{h} f_{c}{ }^{2}(x) d x=\frac{h}{30}\left(23 z_{L}{ }^{2}+14 z_{L} z_{R}+23 z_{R}^{2}\right)+\frac{h^{2}}{60}\left(27 z_{L} g_{L}-13 z_{L} g_{R}\right. \\
\left.+13 z_{R} g_{L}-27 z_{R} g_{R}\right)+\frac{h^{3}}{60}\left(5 g_{L}^{2}-6 g_{L} g_{R}+5 g_{R}^{2}\right) \tag{B.2}
\end{gather*}
$$

$\int_{-h}^{h} f_{q}(x) f_{c}(x) d x=\frac{h}{240}\left(181 z_{L}{ }^{2}+118 z_{L} z_{R}+181 z_{R}{ }^{2}\right)+\frac{h^{2}}{30}\left(13 z_{L} g_{L}-7 z_{L} g_{R}\right.$ $\left.+7 z_{R} g_{L}-13 z_{R} g_{R}\right)+\frac{h^{3}}{240}\left(19 g_{L}^{2}-26 g_{L} g_{R}+19 g_{R}^{2}\right)$

It follows that the integrated squared difference between the surfaces is simply:
$\int_{-h}^{h}\left(f_{q}(x)-f_{c}(x)\right)^{2} d x=\frac{h}{240}\left\{z_{L}-z_{R}+h\left(g_{L}+g_{R}\right)\right\}^{2}$

The expression in curly brackets is of course the difference between tangents constructed at the endpoints of the element, evaluated at its midpoint; we know that this is zero when the true underlying function is quadratic.

We move on now to look at the two dimensional elements, $f_{q}(x, y)$ and $f_{c}(x, y)$. Unfortunately we have not had time to evaluate the integral of their cross-product and consequently the integrated squared difference between the two approximant surfaces. Particularly in view of the result (B.4) above this would appear to be a worthwhile task.
$\int_{y=-k}^{k} \int_{x=-h}^{h} f_{q}^{2}(x, y)=\frac{7}{12}\left(z_{S W}^{2}+z_{S E}^{2}+z_{N E}^{2}+z_{N W}^{2}\right) h k$
$+\frac{11}{30}\left(z_{S W} z_{S E}+z_{S W} z_{N W}+z_{S E} z_{N E}+z_{N W} z_{N E}\right) h k$
$+\frac{1}{10}\left(z_{S W} z_{N E}+z_{S E} z_{N W}\right) h k$
$+\frac{481}{1440}\left(z_{S W} s_{S W}-z_{S E} s_{S E}+z_{N W} s_{N W}-z_{N E} s_{N E}\right) h^{2}{ }^{2}$
$+\frac{243}{1440}\left(-z_{S W} s_{S E}+z_{S E} s_{S W}-z_{N W} s_{N E}+z_{N E} s_{N W}\right) h^{2}{ }_{k}$

$$
\begin{aligned}
& +\frac{167}{1440}\left(z_{S W} s_{N W}-z_{S E} s_{N E}+z_{N W} s_{S W}-z_{N E} s_{S E}\right) h^{2}{ }_{k} \\
& +\frac{69}{1440}\left(-z_{S W} s_{N E}+z_{S E} s_{N W}-z_{N W} s_{S E}+z_{N E} s_{S W}\right) h^{2}{ }_{k} \\
& +\frac{481}{1440}\left(z_{S W} t_{S W}+z_{S E} t_{S E}-z_{N W} t_{N W}-z_{N E} t_{N E}\right) h{ }^{2} \\
& +\frac{243}{1440}\left(-z_{S W} t_{N W}-z_{S E} t_{N E}+z_{N W} t_{S W}+z_{N E} t_{S E}\right) h^{2} \\
& +\frac{167}{1440}\left(z_{S W} t_{S E}+z_{S E} t_{S W}-z_{N W} t_{N E}-z_{N E} t_{N W}\right) h{ }^{2} \\
& +\frac{69}{1440}\left(-z_{S N} t_{N E}-z_{S E} t_{N W}+z_{N W} t_{S E}+z_{N E} t_{S W}\right) h{ }^{2} \\
& +\frac{59}{960}\left(s^{2}{ }_{S W}+s^{2}{ }_{S E}+s^{2}{ }_{\mathrm{NW}}+\mathrm{s}_{\mathrm{NE}}{ }^{2}\right) \mathrm{h}^{3}{ }_{\mathrm{k}} \\
& +\frac{74}{960}\left(-\mathrm{s}_{\mathrm{SW}} \mathrm{~s}_{\mathrm{SE}}-\mathrm{s}_{\mathrm{NW}} \mathrm{~s}_{\mathrm{NE}}\right) \mathrm{h}^{3} \mathrm{k} \\
& +\frac{42}{960}\left(\mathrm{~s}_{\mathrm{SW}} \mathrm{~s}_{\mathrm{NW}}+\mathrm{s}_{\mathrm{SE}} \mathrm{~s}_{\mathrm{NE}}\right) \mathrm{h}^{3} \mathrm{k}^{2} \\
& +\frac{22}{960}\left(-s_{S W} s_{N E}-s_{S E} s_{N W}\right) h^{3} k \\
& +\frac{59}{960}\left(t^{2}{ }_{S W}+t^{2}{ }_{S E}+t^{2}{ }_{N W}+t^{2}{ }_{N E}\right) h k^{3} \\
& +\frac{74}{960}\left(-t_{S W} t_{N W}-t_{S E} t_{N E}\right) \mathrm{hk}^{3} \\
& +\frac{42}{960}\left(\mathrm{t}_{\mathrm{SW}} \mathrm{t}_{\mathrm{SE}}+\mathrm{t}_{\mathrm{NW}} \mathrm{t}_{\mathrm{NE}}\right) \mathrm{hk}^{3} \\
& +\frac{22}{960}\left(-\mathrm{t}_{\mathrm{SW}} \mathrm{t}_{\mathrm{NE}}-\mathrm{t}_{\mathrm{SE}} \mathrm{t}_{\mathrm{NW}}\right) \mathrm{hk}^{3} \\
& +\frac{137}{1440}\left(s_{S W} t_{S W}-s_{S E} t_{S E}-s_{N W} t_{N W}+s_{N E} t_{N E}\right) h^{2}{ }^{2}{ }^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{75}{1440}\left(s_{S W} t_{S E}-s_{S W} t_{N W}+s_{S E} t_{N E}-s_{S E} t_{S W}+s_{N W} t_{S W}-s_{N W} t_{N E}\right. \\
& \left.+s_{N E} t_{N W}-s_{N E} t_{S E}\right) h^{2}{ }^{2} \\
& +\frac{33}{1440}\left(-s_{S W} t_{N E}+s_{S E} t_{N W}+s_{N W} t_{S E}-s_{N E} t_{S W}\right) h^{2} k^{2} \\
& \int_{y=-k}^{k}{\underset{X}{x=-h}}_{h}^{f} f_{c}^{2}(x, y) d x d y=\frac{155}{280}\left(z_{S W}^{2}+z_{S E}^{2}+z_{N E}^{2}+z_{N W}^{2}\right) h k \\
& +\frac{106}{280}\left(z_{S W} z_{S E}+z_{S W} z_{N W}+z_{S E} z_{N E}+z_{N W} z_{N E}\right) h k \\
& +\frac{38}{280}\left(z_{S W} z_{N E}+z_{S E} z_{N W}\right) h k \\
& +\frac{261}{840}\left(z_{S W} s_{S W}-z_{S E} s_{S E}+z_{N W} s_{N W}-z_{N E} s_{N E}\right) h^{2}{ }_{k} \\
& +\frac{155}{840}\left(-z_{S W} s_{S E}+z_{S E} s_{S W}-z_{N W} s_{N E}+z_{N E} s_{N W}\right) h^{2}{ }^{2} \\
& +\frac{91}{840}\left(z_{S W} s_{N W}-z_{S E} s_{N E}+z_{N W} s_{S W}-z_{N E} s_{S E}\right) h^{2}{ }_{k} \\
& +\frac{53}{840}\left(-z_{S W} s_{N E}+z_{S E} s_{N W}-z_{N W} s_{S E}+z_{N E} s_{S W}\right) h^{2}{ }^{2} \\
& +\frac{261}{840}\left(z_{S W} t_{S W}+z_{S E} t_{S E}-z_{N W} t_{N W}-z_{N E} t_{N E}\right) h k^{2} \\
& +\frac{155}{840}\left(-z_{S W} t_{N W}-z_{S E} t_{N E}+z_{N W} t_{S W}+z_{N E} t_{S E}\right) h k^{2} \\
& +\frac{91}{840}\left(z_{S W} t_{S E}+z_{S E} t_{S W}-z_{N W} t_{N E}-z_{N E} t_{N W}\right) h k^{2} \\
& +\frac{53}{840}\left(-z_{S W} t_{N E}-z_{S E} t_{N W}+z_{N W} t_{S E}+z_{N E} t_{S W}\right) h k^{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{287}{5040}\left(\mathrm{~s}_{\mathrm{SW}}^{2}+\mathrm{s}_{\mathrm{SE}}^{2}+\mathrm{s}_{\mathrm{NW}}^{2}+\mathrm{s}_{\mathrm{NE}}^{2}\right) \mathrm{h}^{3} \mathrm{k} \\
& +\frac{434}{5040}\left(-\mathrm{s}_{\mathrm{SW}} \mathrm{~s}_{\mathrm{SE}}-\mathrm{s}_{\mathrm{NW}} \mathrm{~s}_{\mathrm{NE}}\right) \mathrm{h}^{3} \mathrm{k} \\
& +\frac{194}{5040}\left(\mathrm{~s}_{\mathrm{SW}} \mathrm{~s}_{\mathrm{NW}}+\mathrm{s}_{\mathrm{SE}} \mathrm{~s}_{\mathrm{NE}}\right) \mathrm{h}^{3} \mathrm{k} \\
& +\frac{142}{5040}\left(-\mathrm{s}_{\mathrm{SW}} \mathrm{~s}_{\mathrm{NE}}-\mathrm{s}_{\mathrm{SE}} \mathrm{~s}_{\mathrm{NW}}\right) \mathrm{h}^{3} \mathrm{k} \\
& +\frac{287}{5040}\left(\mathrm{t}_{\mathrm{SW}}^{2}+\mathrm{t}_{\mathrm{SE}}^{2}+\mathrm{t}_{\mathrm{NW}}^{2}+\mathrm{t}_{\mathrm{NE}}^{2}\right) \mathrm{hk}^{3} \\
& +\frac{434}{5040}\left(-\mathrm{t}_{\mathrm{SW}} \mathrm{t}_{\mathrm{NW}}-\mathrm{t}_{\mathrm{SE}} \mathrm{t}_{\mathrm{NE}}\right) \mathrm{hk}^{3} \\
& +\frac{194}{5040}\left(\mathrm{t}_{\mathrm{SW}} \mathrm{t}_{\mathrm{SE}}+\mathrm{t}_{\mathrm{NW}} \mathrm{t}_{\mathrm{NE}}\right) \mathrm{hk}^{3} \\
& +\frac{142}{5040}\left(-\mathrm{t}_{\mathrm{SW}} \mathrm{t}_{\mathrm{NE}}-\mathrm{t}_{\mathrm{SE}} \mathrm{t}_{\mathrm{NW}}\right) \mathrm{hk}^{3}
\end{aligned}
$$

$$
+\frac{55}{630}\left(s_{S W} t_{S W}-s_{S E} t_{S E}-s_{N W} t_{N W}+s_{N E} t_{N E}\right) h^{2}{ }^{2}{ }^{2}
$$

$$
+\frac{33}{630}\left(s_{S W} t_{S E}-s_{S W} t_{N W}+s_{S E} t_{N E}-s_{S E} t_{S W}+s_{N W} t_{S W}-s_{N W} t_{N E}\right.
$$

$$
\left.+s_{\mathrm{NE}} \mathrm{t}_{\mathrm{NW}}-\mathrm{s}_{\mathrm{NE}} \mathrm{t}_{\mathrm{SE}}\right) \mathrm{h}_{\mathrm{k}}^{2}
$$

$$
\begin{equation*}
+\frac{19}{630}\left(-s_{S W} t_{N E}+s_{S E} t_{N W}+s_{N W} t_{S E}-s_{N E} t_{S W}\right) h^{2}{ }^{2} \tag{B.6}
\end{equation*}
$$

The inelegant nature of these results is perhaps a little disappointing, but it is easy to verify that they are correct when the function being approximated is itself quadratic. If the analogy with the one dimensional elements still holds, then the expression for integrated squared difference should be very much simpler.

