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PART I



SUMMARY

00l. This thesis describes the design, development and testing of a
distributed parameter hydraulic system simulation program based on
the method of characteristics, and is intended to extend and
complement the work being carried out at Bath University on the

computer aided design of fluid power systems on small computers.

002. The first part of the thesis is an extensive literature
review of distributed parameter techniques and related topics, and
represents a stock-taking of current simulation methods and their

applicability to fluid power system modelling.

003. The method of characteristics is a numerical technique for
analysing wave propagation effects in the time domain. A general
program structure was designed whereby various systems could be
analysed by subroutines modelling the behaviour of individual
hydraulic components linked together by pipe models based on the

method of characteristics.

004. General aspects of the program operation were tested by
simulating a hydrostatic transmission, good correlation was
obtained with analytical results, and with a lumped parameter
simulation. More specific problems of component modelling were
investigated by simulating a Barmag type, 3 port pressure

compensated flow control valve.

005. The program was applied to the analysis of pump generated
pressure ripple. Good agreement was obtained with experimental
results demonstrating the ability of the method of characteristics,
as programmed, to accurately predict high frequency effects in
hydraulic systems. The program providing an alternative tool for
analysing fluid borne noise, which is especially suitable for

situations where transient effects are important.

006. The method of characteristics is not ideal for general

hydraulic system simulation and the recommendations for future work



include a scheme for incorporating it into the existing lumped
parameter simulation language (HGSP) developed at Bath

University.

N
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1. INTRODUCTION

101. As increasing demands are made of hydraulic systems in terms of
efficiency and controllability the hydraulics engineer can no longer
rely on steady state design and past experience. To remain

competitive and to reduce costly hardware development time the

designer must venture into the field of dynamic analysis and ultimately
computer simulation. Any dynamic system consists of elements which
obey certain physical laws such as continuity, Newton's second law,
compressibility, etc. A system is represented as a number of
analytical expressions based on these laws and digital simulation

involves solving this set of expressions numerically.

102. The classical computer approach is to rearrange the analytical-
expressions into a set of first order differential equations which

are then solved using a numerical integration technique. The

classical approach lacks versatility and is generally only useful for
small system simulations. A major disadvantage ié that the addition

of any components to the system involves reformulating all the equations

and re-programming.

103. For an engineer modular programming is the most suitable approach.
A system is presented to the computer as a number of modules, each
module containing a typical function such as; a first order system,

a limit, a hysteresis function etc. The user no longer has to synthesise
and manipulate a.complete set of equations. Each module contains
functions describing the behaviour of elements within the system and

- the computer software links up the modules to obtain the overall system

performance.

104. Development of general purpose dynamic system simulation programs
began in the early 1950's and over the years a number of languages has
been issued for use under various operating systems, each offering
certain specific facilities [l.l p 1.2]. Early programs were attempts
at emulating the solution procedure of an analogue computer but on a
digital machine, with all the advantages of increased capacity and
versatility that digital computing has to offer. Subsequent conceptual
innovations led to visualising dynamic systems as discrete change models

or as continuous change models, with separate groups of languages based
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on those concepts. A continuous change model is one where the system
is considered to be a continuous flow of information handled in total,
whereas a discrete change model handles information in discrete
packages determined by components or elements or sub-systems. The
type of language adopted would depend on the problem being analysed.
Today probably the most commonly known simulation language is CSMP
(Continuous Systems Modelling Program) which is available at most
large computer facilities. CSMP is compatible with standard Fortran
functions giving a very powerful problem orientated language [1.3].
However, general languages are not ideal for the rather more specific
task of simulating fluid power systems. Many of the modules provided
by the language are not required, whereas modules representing

certain common hydraulic components are not available [1.4]. Further-
more the increasing number of powerful mini-computers in industry has
fostered the desire to perform serious simulation work on these
machines. The large storage requirements of general purpose languages,

portions of which are redundant, discourages their use on small computers.

105. A logical progression is the development of programs in which
the modules represent the characteristics of fluid power components
such as pumps valves and motors rather than abstract mathematical
functions. With regard to hydraulic system simulation the method used
to link component models is of fundamental importance in the
construction of a general program. Linking is essentially the transfer
of information within the program such that the contribution of each
module to the overall performance is compatible with the contribution
of every other module. The physical links between compcnents in
hydraulic systems are pipelines, and in this respect the programming
method reflects the physical structure of the system, because the

linking procedure depends on the method chosen to model the pipelines.

106. When a pipe is treated as a simple reservoir of compressible
fluid, neglecting wave effects, the pressures and flows are then related
by a simple first order differential equation which may be solved
simultaneously with all the other equations describing the system. The
properties of the system are considered to be lumped together hence

the name lumped parameter modelling or linking. Since information is
handled en masse lumped parameter programs come into the category of

continuous change systems.
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107. A more sophisticated pipe model is one which takes into account
wave propagation and various dissipative mechanisms. This involves
solving the waterhammer equations, the pressures and flows are no longer
simply a function of time but also depend on the location within the
pipeline. The major methods of solution are reviewed in Chapter 3

and are given the general name of distributed parameter models since

the properties of a pipeline are distributed along its length. Like-
wise the properties of system components are distributed about a net-
work of pipes. A simultaneous solution is complicated therefore
numerical methods tend to deal with components sequentially and so

rmay be categorised as discrete change models.

108. The purpose of this project was to investigate the potential use
of distributed parameter linking within a general purpose hydraulic
system simulation program specifically designed for use on small
computers. In the early 1970's the MacDonnel Douglas aircraft
corporation issued a set of modular programs to analyse all aspects

of aircraft hydraulic system performance [1.5]. One of these programs,
HYTRAN (hydraulic transient analysis), is a distributed parameter model
which is based on the method of characteristics, a technique for
solving the waterhammer equations. HYTRAN is an extremely large and
sophisticated package providing facilities rearely required outside the
aircraft industry. However this prompted interest in using the method
of characteristics on mini-computers, with the intention of contributing
to the work being done at Bath University in the field of hydraulic
system simulation. Currently a fully interactive simulation package
(HGSP) is being developed at the fluid power centre, Bath University
DJ6]. The program uses lumped parameter linking and has been designed

for use on the DEC PDPll/34 mini-computer.

102. The major part of this thesis is devoted to the development of a
method of characteristics based program structure and to specific tests
and simulations performed using the program. Initially the program was
tested by simulating a hydrostatic boat transmission for which lumped
parameter simulation results were available. Further tests were

carried out by simulating a three port pressure compensated flow control
valve (Barmag type) with particular emphasis on the numerical aspects

of solving the comnonent equations. Also a model was developed to
simulate the effects of flow ripple produced by hydrostatic pumps. The
purpose was to create a time domain model of pump generated pressure

ripple in pipe systems. Cenerally freguency domain models are used
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but these have certain disadvantages when transient conditions arise.
The final stage of the project ccnsists of nroposed schemes for
including pipe models based on the method of characteristics in the

HGSP package to increase its capacity and versatility.

The layout of the thesis is as follcws:-

110. Chapter two is an extensive review of the major methods of
modelling pipelines with distributed parameters, outlining the
obsolete arithmetical and graphical procedures, with a more detailed
account of modern frequency domain methods and the method of
characteristics. Finite element techniques are mentioned although

these are normally used for more complex problems in fluid dynamics.

111. Chapter three deals with certain problem areas encountered in
fluid power systems, namely fluid friction, cavitation, minor losses
etc., and how the distributed parameter methods are modified to cope

with these difficulties.

112. The main features of the Bath University simulation package HGSP
are described in chapter four. A brief discussion of the MacDonnel

Douglas programs is included.

113. Chapters five, six and seven describe the work con the transmission

model, the valve model and the pump ripple model respectively.

114. Chapters eight and nine contain a general discussion, conclusions
and recommendations for the future. lMore specific conclusions relating
to the various simulations are found in the chapters describing those

simulations.

115. The development of programs has been an essential part of the
work described. However in order for the programs to be of maximum
use to other researchers and engineers they have lpresented as

|a separate section (part II of this thesis) and are written up in the form

lof a users manual.
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2. MODELLING HYDRAULIC TRANSMISSION LINES WITH DISTRIBUTED PARAMETERS

201. The flow of a compressible fluid in a distensible pipeline is

described by considering continuity and momentum. The resulting

pair of equations are known as the water hammer equations.

2.1 Water hammer equations

dynamic (momentum) equation 1 3p + 3dv + viv +

p 9x ot 9x
2fvivl = o (2.1)
d
continuity equation v op + czgz_ +
p 9x ax
l3p = o0 (2.2)
p 9t

202.

The water hammer equations can be found in a number of text books;

3Bl ' B2$, and are a special case of the Navier Stokes equations.

Their derivation is based on a number of assumptions.

1

The flow is isothermal or has relatiwly small temperature
gradients, a valid assumption in the case of liquid flows

at relatively low velocities.

The flow is one dimensional. Valid for liquids

flowing in relatively rigid tubes.

The static pressures does not fall below the liquid vapour
pressure, in other words cavitation is not permitted
anywhere within the pipeline, furthermore the pipe must

run full at all times.

This assumption is frequently violated in practical
hydraulic systems. Cavitation and aeration are common
problems. When aeration is slight the water hammer
equations may still be used provided the wavespeed c
is altered to take account of the presence of air
bubbles. Vapourous cavitation may manifest itself as

a region of two phase flow, a vapour bubble or column
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separation. Several authors have developed techniques
to take cavitation into account and this work will

be discussed in greater detail below.

Pipes are of circular crossection. The bulk modulus of
the fluid and the Young's modulus of the pipe material

are assumed constant.

The derivation of the water hammer equations includes
the compressibility of the fluid and pipe wall
distension, but the effect should be limited such that
the liquid density and the pipe diameter do not change
by more than approximately 1% an assumption which is

valid for liquids flowing in relatively rigid pipes.

The stresses in the pipes are below the elastic limit
of the pipe wall material, so that no plastic deformation

occurs.

In fact recent work by Youngdahl et al.[Z.l] has shown
how the effect of plastic deformation on fluid transients
may be taken into account. This effect is important

in analysing the progress of a pressure transient through
nuclear power plant, but in fluid power applications it
is irrelevant since a pipeline which has been plastically

deformed is considered to have failed.

The pipe and the liquid are perfectly elastic. The
implication of this assumption is that no energy is
lost as a result of repeatedly straining the fluid and
pipe. The only energy dissipation mechanism taken into
account by the water hammer equations is the viscous
shearing at the pipe walls due to fluid friction. This
assumption is valid when dealing with metal pipes but
raises doubt for flow through hydraulic hose. A hose is
a complex structure consisting of a polymer base rein-
forced by a textile or wire braid. Under dynamic
conditions hoses display certain visco-elastic
properties which assist in the dissipation of energy.

A theoretical model for wave propagation through fluid
filled hydraulic hose has been developed by Longmore
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[2.2] and will be discussed further in Chapter three.

203. Before describing the various techniques used to solve the
water hammer equations it is interesting to note the physical

significance of the varjious terms in both equations.

Dynamic equation 13 + 3v + vv + 2fviy] = 0
p 9x ot ox d
Potential Acceleration Friction
gradient over element
over
element
R . 2
Continuity equation v dp + cov +19p = O
p 9x ax p ot
e sat® s
Net inflow into Accumulation of
element flow within element
(compressibility)

The friction factor f used in the momentum equation is defined

by the Darcy formula for pressure loss due to fluid friction.

Darcy equation Apf = 4f£.lpv2 (2.3)
a 2

204. Early work on unsteady fluid flow assumed that the friction
factor for unsteady flow was the same as that for steady flow. A
sufficiently accurate assumption for large diameter pipes and low
frequency transients. Under unsteady conditions pipe wall friction
does depend on the frequency of the disturbance. At high frequencies
in small diameter pipes the friction factor is considerably higher than
that predicted by steady state formulae, this results in the rapid
attenuation of high frequency transients and models using steady

state friction factors have under certain circumstances been found to
be severely under damped. Techniques have been developed to model
frequency dependent friction, these depend to a certain extent on

the methods used to solve the water hammer equations and are discussed

in Chapter three.

205. A disturbance propagates down a pipeline at the wavespeed ¢
which is the acoustic velocity for the fluid. Wavespeed depends on
the bulk modulus and density of the liquid and is therefore affected

by pressure, temperature, the gas content of the liquid and the
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elasticity of the pipe walls. The variation of bulk modulus and density
with temperature and pressure is a property of the fluid and data is
usually available [2.3]3B32. Empirical formulae have been published
which allow values of bulk modulus and density to be calculated for
mineral . hydraulic oils at any operating temperature and pressure
[2.4 2.5].

206. TFor a liquid flowing in an infinitely rigid pipe the wavespeed

is determined by the |following equation.

c = (Bf/p)% (2.4)

Pipe wall elasticity reduces the wavespeed and may sometimes
be accounted for by using a modified value of bulk modulus in

equation (2.4).

¢ = (8y/p)" (2.5)

BE is the effective bulk modulus and depends on the f£luid bulk
modulus Bf and the pipe wall elasticity. The distension of the pipe
is a function of the Young's modulus of the pipe material and the
stresses generated in the pipe wall during the passage of a transient.
The stresses in turn depend on the pipe geometry (thick wall, thin
wall, composite) and the degree of constraint applied to the pipe.

Various cases are well documented in standard texts 331 B2£.

207. A general expression for the effective bulk modulus of a thin

walled metal pipe is

Bg = 1 + Gd (2.€)

BF TE

Cl is a factor which takes into account the effect of the

constraint applied to the pipeline. It is a function of Poisson's
ratio only. In general Poisson's ratio effects are small compared

to other factors affecting wavespeed and C, is usually taken as unity

1
except in cases where extreme accuracy is required.
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208. The presence of air bubbles in the fluid greatly decreases the
effective bulk modulus and hence the wavespeed. A further effect is
that the rapid compression and decompression experienced by the
bubbles under unsteady conditions results in energy dissipation and a
consequent attenuation of the transient. The effects of aeration have

been studied by a number of authors gBl ’ BZE, [2.6 v 2.7].

209. The simultaneous solution of the two water hammer equations with
suitable boundary conditions would allow the calculation of pressure
and flow at any instant in time at any point along the pipeline.
Unfortunately the water hammer equations are classed as quasi-linear
hyperbolic partial differential equations and as such cannot be

solved analytically. Over the years a number of techniqueshave been
developed to get around this problem, these include graphical,

numerical and simplified analytical methods.

2.2 Arithmetic methods

210. Early work in analysing unsteady flow was directed at solving
surge problems in civil engineering systems. The operation of
valves and pumps could cause large pressure transients and consequent
rupturing of pipelines. 1In 1893 Joukowsky [2.8] published his
analytical and experimental work on the effects of water hammer in
the St. Petersbourg water distribution system. The arithmetic
technique known as the Allievi interlocking equations was developed
by Lorenzo Allievi in 1903 [2.9]. An analytical solution was
obtained for the water hammer equations by ignoring friction and all

non linear terms.

211. The ccavective terms, vdv/3x in the dynamic equation and

(v/p) (3p/3x) in the continuity equation, are generally small provided
that the flow velocity v is small compared to the wavespeed c.
Neglecting friction can only be justified in cases where the frictional

pressure drop is a small fraction of the meanstatic pressure.

The resulting equations are:-

dynamic equation 13 + 3v = 0 (2.7)
p ox ot
continuity equation czaz_ + 13p = o (2.8)

9X b 3t
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Civil engineers usually express pressures as heads (P = pgh)

and the original equations were presented in this form;

dynamic equation ov. = - goh (2.9)
ot 9x

continuity equation 9dv = -g 3h (2.10)
X cz ot

Differentiating 2.9 with respect to x and 2.10 with respect to
t and combining gives the classical form of the wave equation
. 2 2.2,
wave equation 3"h = ¢ 3"h (2.11)
2

2 2

ot ax

The wave equation has an analytical solution defined by the

Reimann equations

Reimann head equation h = h + F(t + 5) + f<t - 5)

C C

(2.12)

Reimann velocity equation v

f/t - x (2.13)
("2

212. The functions F(t + §) and f<t - 5) have the dimensions of head

I
<
(o]

)
o |Q
/'Q

ct

+
0 %
~——

|

c c

and represent pressure waves travelling at wavesbeed c, upstream and
downstream respectively. The Allievi interlocking equations are
obtained by eliminating the functions F and £ from the Reimann equations
and producing a family of equations which can be solved, with the
boundary conditions, in a series of steps, the solution from one step
being used in the next step and so on. The derivation of the inter-
locking equations is clearly presented by Fox 3Bl£ pages 30-36. This
technique was extensively used until the 1930's, however it was

cumbersome when dealing with networks or complicated hydraulic controls

and was replaced by graphical methods.
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2.3 Graphical methods

213. The Reimann equations involve four variables; pressure or head,
flow velocity, distance along the pipe and time. Changes in pressure
and velocity are caused by the passage of a wave travelling along the
pipe at the wavespeed c. The location of a wave can simply be

calculated by:-

X = xo + c(t - to) (2.14)

where x is the location of the wave at time t and X is the known
position of the wave at a previous time tg. By using this simple
relationship between time and distance it is possible to manipulate the
Reimann equations into a form such that the pressure or head is

expressed as a pair of straight line functions of flow velocity.

h . -h = +tc v, , -v, ) (2.15)

214. Equation (2.15) represents two straight lines, in the hav plane,
of equal but opposite slope. The line of positive slope represents

a wave travelling upsteam, the line of negative slope represents a
wave travelling downstream. Movement along one of these lines implies
not only movement in the h~v plane but also movement in the x~t

plane as the wave progresses down the pipe. If the pressure and flow
characteristics of the hydraulic components, which form the boundary
conditions, are plotted on the h~v plane it is possible to follow the
progress of a transient through a system and obtain a plot of the
pressure and flow with respect to time at various locations in the
system, in other words, to obtain the transient response of the system.

%Bl Fox page 39-542.

215. Graphical techniques were developed by Angus [2.10], Schnyder
[2.12] and Begeron [2.11] in the 1930's. Further details of these
methods may be found in a number of texts; %Bl , B2, B4i.

216. Graphical methods were a considerable advance in the analysis of
surge. Although they were based on the frictionless Reimann equations
it was possible to approximate frictional effects by lumping the
frictional pressure drops at one end of a pipeline and treating it as

a throttle. Greater accuracy was obtained by having several throttles
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along the length of the pipe, however this made graphical analysis
extremely complicated and time consuming. Graphical methods were
capable of dealing with difficult boundary conditions and remained

in general use up to the early 1960's when computer based techniques
took over. A number of papers dealing with graphical analysis were
presented at the 1965 I.Mech.E. symposium on surges in pipelines,

[2.13 ’ 2.14]. Graphical analysis can be, and has been computerised,
[2.15], however other techniques such as the method of characteristics,

are more powerful.

217. It is worth repeating that both the arithmetic methods and the
graphical methods were developed for large scale civil engineering
applications and they were manual techniques requiring a great deal of
skill and labour to produce the quality of results needed for the design
of large piping systems. A simultaneous study was being carried out

by electrical engineers for the solution of electrical transmission line
problems. The basic equations for wave effects in fluid pipelines are
very similar to those used for electrical transmission lines, and the
techniques deveioped by electrical engineers were adopted in the study

of fluid lines primarily in control engineering applications.

2.4 Frequency domain methods

218. The basic theory of wave effects in electrical transmission

lines was advanced by Lord Kelvin in 1885 and was developed further
byHeaviside in the late 1880's. Constantinesco first applied this theory
to liquid pipelines in 1922 ;Bsz. Early work by Wood 1973 and Rich 1945
used Heaviside's operational theory to develop pipe models with
linearised friction, Iberall in 1950 included viscosity and heat transfer
effects [2.16]. In adapting the electrical theory to the analysis of
fluid transmission lines two different methodologies were developed,
however both were based on the same principals. Namely, various
assumptions were made, depending on the complexity of the model,

enabling an analytical solution to be found using Laplace transformation,

in other words the solution was found in.the frequency domain.

219. The distinction between the two methodologies during their course
of development is not clear cut. However with particular reference to
fluid power systems, one method is directed at the analysis of fluid
borne noise and the other method led to the block diagram representation

of a fluid pipeline for control engineering purposes.
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220. Noise analysis is the study of a steady oscillation caused by
a forcing function such as the flow ripple generated by a positive
displacement pump. The method does not provide any information about
the initial transient conditions which exist before the steady
oscillation is established, this technique is called the Impedance
method. The block diagram approach proposed by Ezekiel and Paynter in
1956 [2.17] is concerned primarily with treating a pipeline as a
component which may be included in a block diagram of a dynamic system.
Considerable work has been done on finding the inverse Laplace transforms
for various block diagram pipe models with the aim of predicting

transient responses.

2.4.1 The block diagram approach

221. A pipeline affects the system to which it is connected only in
so far as the pressures and flows vary at the ends of the pipe. The
internal behaviour determines end conditions but is of no interest to
the analyst, consequently the pipe may be represented as a black box
with pressures and flows at its inlet and outlet, (Figure 2.1). This
is commonly called the two port four terminal representation. A '
mathematical relationship is required between the four variables so
that the component block can be expressed as a transfer function or a
combination of transfer functions. Models have been developed which
take account of linearised friction, there are also those with viscosity
and heat transfer effects [2.16]. These more sophisticated models
follow the same format as the lossless case. However the mathematics

of the transfer functions is much more complicated.

222. The solution of the lossless linearised water hammer equations
(2.7) and (2.8) are expressed as a set of time difference formulae 3B6

page 86% which may be manipulated into the form.

Po (t) + onO (t) PI(t - Tp) + ZOQI (t - Tp) (2.16)

- - -z - .17
PI(t) ZOQI(t) Po(t Tp) oQo(t Tp) (2.17)
Where z is called the characteristic impedance of the pipe
e}
(z = pic/A) and Tp is the time taken for a wave to travel the length
o ;

of the pipeline
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223. Equations (2.16)and (2.17) describe the progress of waves in a
pipeline and the physical significance of the terms may be demonstrated
by noting that PI(t - Tp) is the function PI(t) delayed by TP the time
required for a wave to travel the length of the pipeline. In Laplace
notation a time delay is represented as e_TS, where T is the delay

time and s is the Laplace operator. Hence the function PI(t - Tp)

—TpS

may be written as PI(t)e and similarly for all other functions in

(t - T ).

P
224. In more general terms the delay term is written as e-F(s),
where T'(s) is called the propagation operator. For a lossless line
I'(s) = Tps = 1s/c. Using the new notation equations (2.16) and
(2.17) may be rewritten. Omitting the (t) since all the variables in

PI' Po’ QI and Qo are evaluated at time t.

e—T(s) =T (s)

Po + aOQ,o = PI + ZOQIe (2.18)
_ -T'(s) _ -T (s)
Pr- ZQQI = P,e ZoQoe (2.19)

Equations (2.18) and (2.19) may be represented as a block
diagram provided that any two variables are known so long as they do
not occur at the same end of the system, this givesrise to four
possible configurations (Figure 2.1(b)), where the known variables are
treated as inputs to the component block and the unknown variables

as outputs.

225. Considering configuration III (Figure 1.1(b))}, QI and PO are

known, therefore equations (2.18) and (2.19) may be rearranged as

follows: -
26 becomes ZQ = (P_+2Z2Q )e-r(s) - P (2.20)
o ©° I o1 o
» _ _ =T (s) (2.21)
27 becomes PI = (Po ZOQO)e + ZoQI

The block diagram from configuration 3 may be drawn directly
from equations (2.20) and (2.21) (Figure 2.1(c)). Similar block

- diagrams may be drawn for the other three configurations [2.16].
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226. In general all the properties of the pipeline are described

by the characteristic impedance and the propagation operator. For a
lossless line these terms are a real function and a pure time delay
respectively. For more sophisticated models with friction, viscosity
and heat transfer, the overall form of the block diagram remains the
same however the characteristic impedance becomes a complex function
and the propagation operator models attenuation of the wave as well

as time delay.
227. Computer models based on the block diagram representation may
be included in high level simulation languages such as CSMP (continuous

system modelling program) [?.18].

2.4.2 The impedance method

228. The fundamental cause of fluid borne noise in hydraulic systems
is the pulsating flow generated by positive displacement pumps or
motors. Pumps produce a mean flow level with a superimposed periodic
fluctuation. Fluid borne noise is defined as the magnitude of the
pressure fluctuation produced as a result of the flow ripple
interacting with the hydraulic system. The flow fluctuation is
therefore the forcing function to which the system reacts, the ripple
waveform is usually quite complicated however it can be split up by
Fourier analvsis into a series of sine waves, the fundamental being at
the pumping frequency. The pressure ripple produced can be calculated

by adding the system response due to each harmonic.

229. The theory to be presented is based on the simplified water

hammer equations with linearised pipe friction [2.19] .

dynamic equation -3dp = p 39 + Q.R. (2.22)
9x A 3t

continuity equation -39 = é_gg. (2.23)
ox B 3t

By analogy with electrical engineering the following terms are

defined:-
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L is called the coefficient of inertance; equivalent to
electrical inductance,C is called the coefficient of capacitance;
equivalent to electrical capacitance,R is defined as the pressure drop/
unit length/unit flow under laminar flow conditions and is equivalent
to electrical resistance. The assumption of linear friction is justified
by noting that the flow ripple is a small perturbation about a mean

level.

230. Equations (2.22) and (2.23) can be combined to give a pair of

wave equations:

379 = ¥ (2.24)

dp = yp (2.25)

which have a general solution

P = Fe—Yx + Her (2.26)
0 = 1 (Fe ¥ - B (2.27)
z
(@)
2.5
‘where y = (RCs + LCs") (2.28)
L
z, = [®+Ls)/cs] (2.29)

¥ is called the propagation constant,zo is called the characteristic
impedance of the pipe. By analogy with electrical engineering,
impedance is defined as Z = P/Q, where P and Q may be vector

quantities.

231. Equations (2.26) and (2.27) are essentially very similar to the
Reimann equations. The physical significance is best appreciated by
considering the frictionless case. When friction is neglected

Yy = s/c and ZO = pc/A. In this case the expressions e-Yx and

e+Yx becomes ezsf , the former represents a delay of x/c, in other

words it describes the progress of a wave in the direction of increasing

X, the latter represents a delay of X/c. The minus sign may ke
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visualised as a reversal of direction, the expression e therefore
represents a wave moving in the direction of decreasing x. The
constants F and H represent the magnitudes of the waves and can be

evaluated for a particular set of boundary conditions.

232. As a matter of interest it can be shown that if the value of x
is set to zero and £ to signify conditions at pipe inlet and outlet
respectively equations (2.26) and (2.27) can be manipulated into
exactly the same form as equations (2.18] and (2.19) in the previous
section which shows that the mathematical basis of the block diagram

approach is identical to that of the impedance method.

233. A pair of eqﬁations for pressure and flow at any point in the
pipeline can be developed by considering the generalised system shown
in Figure (2.2). The hydraulic system at either end of the pipeline

is represented in terms of source impedance and termination impedance,
the input is the known flow Q . By considering the boundary conditions
the constants F and H are eliminated from equations (2.26) and (2.27)

giving the following expressions.

P = Q.2 -YX -y (22 - x)

o S____:tJLgﬁéYl (2.30)
a + Zo/ Y1 - PpP e
Z
s
—-Yx -y (22 - x)
Q = Qg e T¥ - Ppe Y
‘ ) (2.31)
(1 + zo/ ) 1-o.p.0
Z
s
where Pp = ZT - Zo and Py = ZS - ZO
ZrIl + Zo ZT + ZO

I and pp are thelreflectioncoefficientsat the source and at the
termination respectively. These coefficients give the relative
magnitude of the reflected wave compared to the incident wave. Equations
(2.30) and (2.31) are quite general and apply both to harmonic and to

transient disturbances-
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. 234, When considering harmonic inputs the propagation constant ¥y

is replaced by the expression (o + jw/c), this is equivalent to
replacing the Laplace operator s by the term jw, i.e. performing a
Fourier transformation. The term o is the attenuation due to friction
and thé term jw/c models the delay and gives a measure of the phase
change as the wave progresses along the pipe, w is the frequency of

the forcing function Qs'

235. For harmonic disturbance the pressure equation (equ. 2.30)

becomes

P = 0z e—axe-ij/

C
s% +pTe

-a (28 - x)e-jm(ZE - x)/c
—2a1e—j2w£/c

+ : -
(1 Zo/z ) 1 pT pe

S (2.32)

Equation (2.32) may be used.to calculate the pressure ripple
at any point x in the pipe produced by the input flow fluctuation. As
mentioned before the flow ripple can be expressed as the sum of a
number of harmonics, usually 10 harmonics is sufficient. Each
harmonic may be expressed as a vector with amplitude and phase
|QR|eijt, Qr is the magnitude of the Rth harmonic and w_, is its

frequency. Substituting IQRleijt for Qg in equation (2?32) the
response of the pipe to the Rth harmonic is calculated giving the Rth
harmonic of the pressure ripple. Repeating the calculation for all
the flow harmonics gives a series of pressure harmonics which when
added vectorially give the resultant pressure ripple waveform.
Generally the frequency spectrum of the pressure ripple is more use-

ful in noise work than the actual ripple waveform.

236. Although equation (2.32) uses complex numbers and appears

quite complicated it is relatively easy to evaluate by computer. The
difficult part lies in finding values for the flow source ripple and
the source and termination impedances. The values of Qs and Zs vary
from pump to pump and are usually determined experimentally [2.20 P
2.21]. The termination impedance is the impedance of the rest of the
hydraulic system as seen by the pipe being analysed. In work on noise
ratings for pumps the termination is usually a simple orifice, however
for more complex systems evaluation of the termination impedance

presents considerable problems.
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2.5 The method of characteristics

2.5.1 Modelling a pipeline

237. The method of characteristics is a technique where the two partial
differential water hammer equations are converted into four total
differenfial equations which are then solved numerically. The

technique was devised by B.Reimann in 1860 and was applied to the

study of surface flow and unsteady flow of gases by J. Massau in the
1890's. 1Initially the development of the method of characteristics was
closely related to that of the graphical techniques. Essentially the
early formulations of the method of characteristics were equivalent to
the Schnyder-Bergeron graphical methods. 1In 1954 Gray [2.22]
demonstrated the relationship between characteristic methods and graphical
methods and presented a technique for using characteristics to solve
surge problems in pipelines, the computation was performed by hand. By
the middle of the 1960's computers were applied to the method of
characteristics [2.23 ’ 2.24]. The power of the technique was
demonstrated and it began to replace graphical analysis in civil
engineering. Over the years various improvements were made to the
computational technique to allow convenient and accurate solution of
surge problems [2.25 , 2.26 , 2.27 , 2.28]. The general acceptance
of the method was shown by the 1972 B.H.R.A. International Conference
on pressure surges, where a number of papers presented work based on the

method of characteristics [2.29].

238. The ability of the method of characteristics to handle non-
linearities, friction, cavitation, etc. has 1led to its use in many
fields. When studying the flow of gases thermodynamic effects may be
included by considering the equation of state when deriving the
characteristic form. {Bl page 147}. However this is not usually
required when dealing with the flow of liquids. A detailed development
of the method of characteristics will be given here since the technique

forms the basis of the work described in this thesis.

239, The two partial differential equations may be expressed as four
ordinary differential equations which define the propagation paths of
waves and the variation of pressures and flows along the paths of the

waves.
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" The water hammer equations

dynamic 19 + 3v + vdv + 2fvivl = O (2.1)
p 9x ot 9x d

continuity v 3p + cz_al + 13 = 0 (2.2)
p 90X ox p ot

Characteristic form of the water hammer equations

forward compatibility _1dp + dv + 2fvlv] = O (2.33)

equation pc dt dt d

backward compatibility -1 dp + dv + 2fvlv] = 0 (2.34)

equation pc dt dt d

forward characteristic dx = v +c (2.35)
dt

backward characteristic 25_ = v-~-cC (2.36)
dt

The derivation of the characteristics form of the water hammer

equations is given in a number of texts 3Bl , B2, B7$.

240. Equation (2.35) and (2.36) define what are called the
characteristic lines in the time distance plane (Figure 2.3). Equation
(2.35) describes the progress of a wave in the direction of increasing
x, it defines the curve AB in Figure (2.3) which is called the forward
characteristic from A. At any point along this line pressure and flow
conditions are related by equation (2.33). Similarly equation (2.36)
describes the progress of a wave in the direction of decreasing x, it
defines fhe line AC in Figure (2.3) which is called the backward
characteristic from A. At any point along AC pressures and flows are
related by equation (2.34). Equations (2.33) and (2.34) are called

the compatibility equations, or the characteristic equations.

241. 1In effect this means that equations (2.35) and 2.36) define the.
location in time and space of waves propagating from a given point and
equations (2.33) and 2.34) define the way in which the pressures and

flows vary with time along the path of these waves.
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242. The characteristic lines are curves because in real systems
the flow velocity v and the wavespeed ¢ are not constants. However
for a great many hydraulic applications flow velocities are small
compared to wavespeed and furthermore the variation in wavespeed is

small, in which case the characteristics can be defined as follows.

forward characteristic dx = +c (2.37)

dt

!
4

backward characteristic ax (2.38)

dt

Equations (2.37) and (2.38) are straight lines in the time-~
distance plane. This simplification is equivalent to neglecting the
non-linear v3v/3x term in the dynamic equation of water hammer and

the (v/p) (3p/2x) term in the continuity equation.

243. To solve the compatibility egquations consider the effects of
waves propagating from two separate points R and s in a pipeline
(Figure 2.4). The forward characteristic from R intersects the back-
ward characteristic from S at point P, therefore at point P the

two compatibility equations apply simultaneously and may be solved

by writing them in finite difference form.

(2.33) becomes:- _}jPP -~ PR) + (vP - vR) +
pc
2vaRlvR| At = O (2.39)
d
(2.34) becomes:— - _ijPP - PS) + (VP - vs)
pc
2vaSIVS| At = O (2.40)
d
Forward characteristic Ax = +c (2.41)
At
Backward characteristic Ax = -c (2.42)
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It is assumed that the values of pressure, flow velocity and
friction factor are known at points R and S, (P

r le P ’ v and

R’ 'R s’ Vs

fg are known) these are the initial conditions or the results of
previous calculation. Therefore equations (2.39) and (2.40) can be
solved for PP and Vpr the pressure and flow velocity at point P.
Hence a knowledge of flow conditions at two points in a pipeline make
it possible to calculate the pressures and flows at an intermediate
point a time interval At later, where At is determined by the wave-
speed in the pipe and distance apart of the two points at which
conditions are known. This provides a basis for modelling pipelines

and linking component models in a system simulation.

244, Generally the compatibility equations are solved by using a first

order finite difference approximation, it is possible to use a second
order however this involves iteration. A method known as Roberts
technique [2.24 page 45] can be used to give second order accuracy
using first order formulae and an extrapolation procedure. This is

more efficient than using a second order finite difference formula
directly. However for most problems a first order method is sufficiently

accurate.

245, Expressing the characteristic equations in finite difference
form implies that the solution of a system will be carried out at
discrete points in the time distance plane. To model a pipeline it is
necessary to define a number of equispaced calculation points along

the length of the pipe at which pressures and flows will be evaluated.

246. Consider a pipe connecting two components which is divided into
a number of Ax intervals (Figure 2.5). If at time t pressure and
flows are known at points A, B, C, D, and E, characteristics with
gradients At/Ax = t1/c may be drawn from these points. Where these
lines cross at B', C¢’, and D’ at time t + At, two compatibility
equations apply so pressures and flows may be calculated. At the ends
of the pipeline at points A’ and E', only one characteristic line
passes through each point and so only one compatibility equation applies.
Therefore to obtain a solution at A and E’ the boundary conditions of
the components must be considered. At each boundary there are two
unknowns, pressure and flow velocity, but only one compatibility
equation, the component model therefore must either supply the value

of one of the unknowns, or supply another equation which may be solved
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simultaneously with the compatibility equation for both the unknowns.
Once conditions at a’, B', C', D’ and E' have been established the
procedure described above may be repeated to calculate conditions a

further timestep At later, and so on for. as many timesteps as required.

2.5.2 Modelling a system

247, The steps taken to calculate the pressures and flows in a pipe-
line with components forming boundary conditions can be extended

directly to model a complete system.

248. Consider a system of three components linked by pipes Figure
2.6a. Each pipe is divided into a number of Ax intervals. The system
is represented on the time distance plane in Figure 2.6b. A grid is
drawn on the t-x plane so that the intersection points indicate where
the characteristic lines cross and therefore where direct calculation
of pressure and flow is possible. (For clarity only a few of the
characteristic lines have been included in Figure 2.6b.) To obtain

a complete solution for the system at a given time level, the pressures
and flows must be known at each calculation point of the previous

time level. Conditions at interval points in each pipe are calculated
by solving the two intersecting compatibility equations at each point.
Conditions at boundary points are obtained from the component models.
The ways in which components are modelled depend largely on the
complexity of the mathematics required to describe the perfbrmance

of the component and the complexity of the mathematics in turn depends
on the applicétion and the interests of the analyst. A more detailed
discussion on the treatment of components will be given in the next

section.

249, The simulation process is performed on a computer by repeatedly
calling subroutines which model the components and pipes. A call to
the subroutine for component 1 evaluates pressures and flows at
calculation points A and M. Similarly the subroutine for component 2
solves for conditions at D and E and the subroutine for component 3
solves for conditions at H and I. A single pipe modelling subroutine
is used to calculate conditions at all internal points in the pipelines.
A separate call to the subroutine is made for each pipe. A sequence
of call statements to component subroutines and the pipe subroutine
calculates conditions throughout the system at a given time level.
The solution then progresses one time step, the sequence of calls is

repeated, using values from the previous time level to set up the
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compatibility equations and the component equations. The order in
which the subroutines are called is not important since the individual
pipe or component subroutines do not require any information being

calculated by other subroutines at a given time level.

250. The simulation starts with the system in a steady state at time
level 1, where the pressures and flows at all calculation points are
known. A disturbance is now initiated, at say component 1, which
propagates from component 1 at the wavespeeds in pires 1 and 3. The
heavy dotted line plots the progress of the transient through the
system. The points marked with a cross are locations in the t-x plane
where pressures and flows are first altered by the disturbance, at
points below the dotted line no effect of the disturbance is felt.
Components 2 and 3 are unaware of events happening at component 1
until the wave reaches them. The method of characteristics models the
time delay in the effect of a disturbance in the time domain, as do
the now obsolete arithmetic and graphical methods, as opposed to the
frequency domain methods where delay is implied as a phase shift at a

given frequency.

251. The scheme described above for modelling systems shows the
essential feature of a method of characteristics simulation. Certain
features of real systems require a more complicated treatment and
some of the different ways of applying the method of characteristics

are outlined in the next section.

2.5.3 Different formulations of the method of characteristics

252. The condition that each pipeline in the system be divided into
an integer number of & intervals does present certain problems. The
more Ax intervals there are in a pipe the more accurate the pipe model.
However the choice of a Ax implies a choice of At since Ax/At = tc.
A small Ax implies a small At and therefore a large number of steps
required to execute a simulation of a given duration, so as usual
increased accuracy is paid for by increased execution time. Generally

the choice of timestep is made by selecting the shortest pipe in the

system which is to be modelled with distributed parameters and dividing
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this pipe into a minimum of two Ax intervals. Then, on the basis

of the value of wavespeed in that pipe the timestep At is calculated.
Usually all pipe models operate to the same timestep so that when the
solution of each pipe and component is advanced one step the results
are synchronised. Using the value of At the corresponding valué of Ax
in each pipe can be calculated, it is very unlikely that the length of
each pipe will be exactly divisible by the value of Ax to give an

integer number of intervals.

253. This problem may be resolved in several ways. The pipe length
may be altered to allow an integer number of intervals, alternatively
the wavespeed may be slightly altered to give a value of Ax which is

an exact integer divisor of the pipe length. Both these simple methods
introduce inaccuracies into the simulation by altering the pipe period.
The error is relatively easy to calculate beforehand and the user can

select a value of At which gives acceptable errors.

Trikha [2.27] proposes a method where different timesteps are
used in each pipe thereby completely circumventing the problem of
awkward pipe lengths. The discrepancy between timesteps being
compensated for in the boundary component models. Another method for
accommodating different pipe lengths is a more sophisticated way of
solving the integrated compatibility equations, and is called the
method of specified time intervals. This method is also capable of
dealing with a slight variation in wavespeed and can use the more
accurate characteristic equations dx/dt = v b ¢ (equations 2.35 and

2.36) {81, B2$.

254, The time distance plane is divided into a regular rectangular
grid (Figure 2.7). The purpose of the method is to find the values of
the pressures and flows at the nodes of the grid. With reference to
Figure (2.7), assuming all conditions are known at the nodes of the
grid at time level 1 , i.e. at points A, B, and C. The two
characteristic lines passing through P intersect the grid between A-B
at R and B-C at S, this is because the grid is deliberatly drawn with
At less than Ax/(v + c¢). The values of pressure and flow at R and S
are obtained by linear interpolation. By solving the compatibility
equations, based on the values at R and S, the conditions at P are

calculated.
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255. The method of specified intervals may be applied in several ways
depending on the required accuracy of the solution. Initially the
gradient of the characteristics is calculated on the known value of v
and c¢ at node B, using this value of gradient the intersection points

R and S are found, values of pressure and flow are interpolated and

the conditions at P are found. For increased accuracy an iterative
process can be devised where the characteristic gradient is updated

by values of v and ¢ at point R for the forward characteristic and
values of v and c at point S for the backward characteristic. The new
gradients define new intersection points and repeated interpolation and
calculation of conditions at P is required. Alternative schemes use
averaged values of v and ¢ at points P and R for the forward characteristic
gradient and similarly averaged values at points P and S for the

backward characteristic gradient.

256. Specified intervals is a very powerful method however it must be
applied with great care. The strength of the technique is in its
ability to handle different characteristic gradients at all nodes in
the t-x plane and thereby take account of different pipe lengths and
varying flow velocities and wavespeeds. The disadvantages are the
obvious complications in computing and the possibility of instability.
The condition that At < Ax/(v + c) is known as the COURANT

and LEWY stability criterion. Referring to Figure 2.7, if the
stability criterion is not satisfied the characteristic gradient will
intersect outside A-B, making interpolation impossible. Interpolation
and iteration produce numerical errors which introduce an artificial
damping to the solution. Higher order interpolations are possible,

these improve accuracy at the expense of added complication.

257. Several other formulations of the method of characteristics have
been developed, each has certain advantages under specific
circumstances. One major technique is known as the characteristic
grid which avoids interpolation by calculating the solution at
irregular positions in the time distance plane. However, results
presented in this way are awkward to use and some interpolation is
necessary. STREETER and WYLIE B2 describe the method and discuss
its advantages and disadvantages with respect to a regular

rectangular grid method.
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258, Irrespective of which formulation of the method of characteristics
is used it is necessary to model components which form the boundary

conditions.

2.5.4 Component modelling within a method of characteristics system

simulation

259. As mentioned before only one integrated compatibility equation
applies at a pipe boundary and this is an equation in two unknowns,
pressure and flow. To make a solution possible either one of the two
unknowns must be specified, or another eqﬁation must be supplied which
relates pressure and flow. The approach adopted depends largely on
the complexity of the component and the specific interest of the
analyst. Component models can be divided into three broad categories;
steady state models where the component behaviour is described by
algebraic equations, simple dynamic models where differential equations
can be expressed as algebraic finite difference formulae, and more
complicated dynamic models where finite difference integration is
inadequate and a more sophisticated numerical integration technique

must be used.

(a) Steady state models

260. Steady state models are used in circumstances where the

component response is very rapid compared to the system response,

its dynamic effects are negligible and it may be considered to act
instantaneously. In general the steady state performance of any
hydraulic component can be expressed as an algebraic relationship
between pressures and flows at the ports of the component and various
internal parameters decribing the physical structure of the component.
Each pipe connection supplies the model with a compatibility equation
which in its finite difference form is an algebraic equation. The
simultaneous solution of the algebraic component equations with the
relevant compatibility equations defines the conditions of pressure and
flow at the component as determined by the interaction of the component

and pipeline.

26l. The method used to solve the simultaneous equations depends on
the complexity of the situation. For very simple systems of three or
four linear equations it is possible to solve the equations by hand

and obtain expressions for each of the unknowns. These expressions

may be programmed directly into a component model subroutine.
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For linear sets of equations with a large number of unknowns, the
equations may be expressed as a matrix and solved using a standard
matrix solving technique such as Gaussian Elimination. Where the
equations are non linear a numerical non linear equation solver (Newton
Raphson) may be used, or the equations may be linearised using small
perturbations. Each component has to be considered on its own merits
and the solving technique chosen on the basis of accuracy, ease of

programming and computer time required to obtain a solution.

(b) Simple dynamic components

262. The basic integration step length for a method of characteristics
system simulation is the value of At selected by considering the
shortest pipe in the system. For some dynamic components this value of
At may be sufficiently small to give reasonably accurate simulation
using a Simple Euler, or a Backward Euler integration. Under these
circumstances the differential equations describing the dynamics of

the component may be expressed as algebraic finite difference equations,

and the solution performed as described above.

(c) Complicated dynamic components

263. When component dynamics are described by a stiff system of
differential equations simple explicit integration techniques are
inadequate. More sophisticated methods are required and expressing
the integrated equations in algebraic form is not feasible. In this
case the component model subroutine simply supplies a value of one of
the required unknowns which enables the other unknown to be calculated
directly from tﬁe integrated compatibility equation. The following
simple scheme describes one way of interfacing a dynamic component

model with a method of characteristics pipeline model.

264. Consider a case where a component with complex dynamics is
connected to one pipeline. Figure 2.8a.. The interaction between the
pipe and component may be represented as a transfer of information. 1In
this erample solving the component equations yields a value of pressure
and solving the pipe compatibiiity equation gives a value of flow.
Figure 2.8b shows how the integration schemes for pipe and component
may be interfaced. The end of the pipe is shown on the t~x plane,
conditions at O and S are known and the pipe integration step length

is At. The simplest approach to adopt would be to consider the flow
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Qt as a constant over one At interval as far as the component model is

concerned. Using the known values of P_ and Qt the component equations

t
could be integrated in a number of steps resulting eventually in a

value of pressure at time t + At, (P ). At time t + At the

t + At
compatibility equation associated with the backward characteristic
from S applies at the boundary. Using the now known value of Pt + At

in the compatibility equation allows Qt + At to be calculated and so
the boundary condition is fully defined. Accuracy may be improved by
updating the value of Q at every integration step. In figure 2.8b,

the end of the first integration step 6t, coincides with a backward
characteristic from point A. Conditions at A may be interpolated from
known values at points O and S. Solving the compatibility equation
associated with the characteristic from A gives a new value of Q

which may be used in the next component integration step. This process

may be repeated for as many steps as are required to integrate ‘over the

At interval.

265. In this scheme the integration technique used is immaterial,
a great many numerical integration methods have been developed and
the choice depends on factors such as; accuracy required, computing

time, complexity of the algorithm and so on.

2.6 Other numerical methods

266. There are a wide variety of finite difference methods which may
be used to solve the water hammer equations directly, without conversion into
the characteristic form. STREETER 1?.25] describes a typical method
called the centred implicit method and compares it to the method of
characteristics. The method involves dividing a pipeline into a number
of cells or elements, where each cell is described by two finite
difference equations. To obtain a solution for the pipeline over one
timestep all equations describing the cells plus two boundary conditions
have to be solved simultaneously. The equations are non linear and

are usually solved using a Newton-Raphson technique. The implicit
method allows various values of At and Ax to be used throughout the
simulation and it does not suffer the restriction that At € Ax(v + c)

as does the method of characteristics, also friction is modelled
extremely accuiately. However the implicit method does not simulate
sharp transientsaccurately and it can suffer from instability. From a
computing point of view the method of characteristics is simpler to

program and more ecoromical for the same values of Ax and At.
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267. There are many similar methods such, as the Lax-Wendroff method,
the leap frog method etc. etc. However Fox Bl expresses the opinion
that for water hammer problems the method of characteristics using

specified intervals is superior.

268. Finite element analysis is another method which is finding wide
acceptance in fluid mechanics. Originally developed for structural
analysis it was recognised that the method is applicable to a wide
range of problems in continuum mechanics. Equations in fluid dynamics
such as the fundamental Navier Stokes equations or the more specific
water hammer equations describe the continuous variation between para-
meters such as pressure, flow, etc. The analytic solution would involve
finding an expression which allows, for a given set of boundary
conditions, the values of pressure, flow, etc. to be calculated at any point
in the pressure~ilow~time~distance plane (called the solution field).
Such an expression would be acontinuous soclution. Unfortunately no
such analytical expression is available. In the finite element method
the solution is carried out by dividing the solution field into a
number of elements where the mathematical description of each element
is considerably simpler than the mathematical description of the whole
field. The solution is no longer continuous but is limited to nodes
located on the element boundaries where the values of independent
variables are evaluated. The properties of each element must be known
so that it is possible to express the variation of an independent
variable in terms of the properties of the element and the values of
the variables at the nodes. One strength of the finiteelement method
is that it can handle a large number of independent variables
simultaneously by expressing them in matrix form and manipulating them

using matrix algebra.

269. Once the behaviour of each element is known, the overall solution
is obtained by noting that a node is generally common to a number of
elements, therefore the solution of these elements must give the same
values at the common node. Also certain nodes are located at the
boundaries of the system where boundary conditions of pressure and flow,
etc. will be imposed. The continuity condition at common nodes and

the boundary conditions are expressed mathematically by assembling the
individual element matrix equations into an overall system matrix
equation, and the solution of this equation gives values of the

independent variables at each node. A good introduction to finite
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element analysis is given in several text books 3B8 - Blli.

270. Finite elements is a very powerful computer method which is
best suited to very complex multidimensional problems. The solution
of the one dimensional form of the water hammer equations is too

simple a problem to warrant using such an advanced technique.
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3. DIFFICULTIES ENCOUNTERED WHEN MODELLING PIPELINES

3.1 Frequency dependent friction

301. Frictional pressure drop is due to energy dissipation caused
by viscous shearing of the fluid. In both laminar and turbulent
flow the shearing occurs in the boundary layer very close to the
pipe walls. Zielke I}.l] explained the unsteady frictional effect
as follows: The boundary layer and the fluid at the centre of the
pipe are affected differently by a time varying pressure gradient.
Frictional forces are dominant in the boundary layer, inertia forces
are small, therefore the velocity of the fluid near the pipe wall
is in phase with the pressure gradient fluctuation. At the centre
of the pipe inertia forces dominate and so it is the acceleration
of the fluid rather than the velocity which is in phase with the

pressure gradient fluctuation.

302. A sudden change of pressure gradient (high frequency effect)

will first alter the fluid velocity in the boundary layer increasing
the shear stress before there is a significant change of fluid
velocity at the pipe centre. Rapid changes of flow velocity in the
boundary layer increase energy dissipation, but because the layer is
very thin, the mean flow velocity is unaffected. This is why high
frequency components of a disturbance are attenuated more rapidly

than low frequency components. Steady state friction equations

neglect the velocity fluctuations at the pipe wall basing their
calculations on the mean flow as a result frictional energy dissipation

under unsteady conditions is underestimated.

303. Early work on unsteady flow was concerned with water hammer
analysis in large bore pipelines usually carrying water, frictional
pressure drops were small and the steady state friction equations
gave adequate results. The development of fluid control systems
with small diameter pipes carrying viscous fluids (oils) required
accurate modelling of friction. An associated problem was frequency
dependent compliance due to heat transfer in pneumatic lines.
Iberall (1956) and Nichols (1962) derived frequency response
characteristics of fluid lines with frequency dependent friction and

heat transfer. Brown 1962 [3.2] extended the work to obtain the
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transient response.

304. Their models were based on a one dimensional form of the

Navier Stokes equation

v 1 3 r avx - Bvx = 1 39p

o (3.1)

r odr P 09X
|(suffix O indicates time averaged value)
Vo is the axial velocity of the fluid. Radial velocity components
are negligible. This equation is one dimensional only in pressure,
i.e. it is assumed that the pressure is constant at a crossection.
Changes in velocity profile are described by the avx/ar term. This

equation is only valid for small amplitude laminar disturbances.

305. The wave equations given in the previous section are:-

2 2 .

99 = Y70Q (2.24)

8x2

3%p = y%p (2.25)
2

ox

and may be written in the form:-

_ 2
Q = _1 a9 (3.2)
7 (s) Y(s) 9x2
2
po= 1 22 (3.3)

Z(s) ¥Y(s) Bx2

since vy =\/Z(s) Y(s)

Z(s) is the series impedance of a unit length of line and represents
momentum effects. Y(s) is the shunt admittance of a unit length of
line and renresents compressibility effects. The characteristic

impedance used in the previous section is given by [:Z(s)/Y(s)]lz and
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the propagation operator T'(s) is given by T(s) = 12\/2(5) Y(s) =
Y-

306. Brown took a fluid pipeline as a series of tiny elements of
length dx‘inside which the fluid is considered incompressible (Figure
3.1) with shunt admittances in parallel to take account of
compressibility. By taking Laplace transforms of equation (3.1) and
finding a general solution in the s domain then combining with equation

(3.2) and (3.3) Brown obtained expressions for Z(s) and Y(s)

s 1 - Ni@aﬂsho)
o

zZ(s) = L (3.4)
)
¥(s) =.Cs 1+2(p-1) Jl(ja‘/: (3.5)

. Cv

. gos . gos
o]
\Y \Y
o o

Equations (3.4) and (3.5) are exactly the same as those
derived by Iberall and Nichols except theirs have jw substituted for
s. In this work we are concerned primarily with pipes carrying
liquids in which case Cp/Cv=~1 and the expression for Y(s) is greatly

simplified to:-

Y(s) = C s (3.6)
o

where
2

Co = Ta po
B

307. The characteristic impedance and the propagation operator can
be evaluated using the expression for Z(s) and Y(s) (equations (3.4)
and (3.6)). And then the pressures and flows in the pipe can be

evaluated using equations (2.18) and (2.19) of the previous section

-T'(s)

(s zZ_ Qe (2.18)

P + 2 = P
o} OQO I



(2.19)

The procedure for obtaining a solution in the frequency domain
involves substitution of jw for s and representing equations (2.18)
and (2.19) as a 4 terminal 2 port network. The transfer functions

for such an approach are given by Goodson and Leonard [2.16].

308. Calculating the transient response is considerably more difficult.
The characteristic impedance is given by a complicated expression

which makes analytical inverse Laplace transformation impossible.
Therefore the solution given by equations (2.18) and (2.19) cannot be

transformed to the time domain directly.

308. To make an analytical time domain solution possible Brown used
a simplifying equation for the Bessel functions in expressions (3.4)
and (3.5). He derived approximate expressions for the characteristic
impedance ZO and the propagation operator TI'(s) which are only valid
for high frequencies or short transient times. Brown only considered
the response of a semi-infinite line, in other words, only the
behaviour of waves travelling in the downstream direction was taken
into account. This approach is valid either for very long lines or
for short transients where the disturbance at a particular point _
has died down before any reflections have had time to return. The
high frequency approximation made inverse Laplace transformation
possible and expressions were derived for pressure transients due to

an impulse and step input.

For a semi-infinite line equation (2.18) and (2.19) become

P _ T (s)
downstream = e (3.7)

Pupstream

The approximation gives good results for non dimensional
frequencies a2w/v2=lo. Which implies that the responses are only

accurate for the high frequency components of the input function.
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Holmboe and Rouleau (1967) [3.3] presented experimental results

independantly verifying Brown's approach.

310. 1In 1965 Brown and Nelson extended this work to cover the entire
frequency range [3.4] Simplifying expressions were used for the
Bessel functions in the high frequency and low frequency ranges

making analytical solutions possible. The mid frequency range could
not be simplified and a numerical procedure was used to.convert the
frequency response results to step response in this range. The authors
stated that this "proved to be a very complex and tricky business".
Again the results only applied to semi-infinite lines, however examples
were given of how reflections can be taken into account by super-

position.

311. A different approach to transients was tried by Oldenburger and
Goodson (1964) [3.5]. The work in this paper deals only with pipe
models incorporating linear friction although in the discussion the
authors show how their technique can be applied to pipes with frequency
dependent friction. The solution of the water hammer equations is
presented as a transfer matrix with hyperbolic functiomns, this is
another way of representing a 4 terminal two port network I?.lG].

The transfer matrix can be combined with suitable boundary conditions
to give an overall transfer function for a simple system consisting of
a pipe with some sort of terminations, the technique is described in
references [3.5 and 2.16]. The system transfer functions are in
terms of hyperbolic functions. Oldenburger and Goodson express the
hyperbolic terms as an infinite series of products. Retaining only a
few terms of the infinite products gives an approximate transfer
function which can be inverse Laplace transformed to obtain the

transient response of the system.

312. Unlike Brown's technique this approach takes account of reflected
waves automatically, however, as Brown pointed out in the discussion

to this paper, the number of terms required in the approximation depends
on the band width of the solution required. The larger the band width
required the more terms are required in the infinite products which
makes inverse Laplace transformation very involved and results in

complicated expressions for the transient response, therefore this
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method is only practical in cases of narrow band excitation.

313. Later that same year (September 1964) D'Souza and Oldenburger
E3.6] presented a set of frequency response expressions derived from
the solution of the same one dimensional form of the Navier Stokes
equation as used by Brown. It was concluded that the dynamics of a
line are characterised by the parameter a.(w/v)%, and when this tends
to infinity as in the case of high frequency oscillation of a low
viscosity liquid in a large diameter pipe, the friction may be
neglected in the frequency response analysis. Unfortunately although
the paper describes experimental verification of the theoretical

5

expressions no indication is given for a value of a.(w/v) ° which is large

enough to be considered infinite for practical purposes.

314. Also in 1964 Foster and Parker [3.7] developed their theory
for the frequency response of a hydraulic pipeline. The work was

based on the one dimensional form of the Navier Stokes equation
equation (3.1) , however the equation of continuity and momentum

were used in the following form.

Momentum -93p = p'dW + k'¥ (3.8)
ax ot

Continuity -3¢ = 1 3p (3.9)
ox BE ot

This is the standard form of the water hammer equations with
linear pipe friction, equivalent to equations (2.22) and (2.23) in
the previous section. The p’ term is an apparent density and takes
account of inertia effects under oscillatory flow and k' in the
oscillatory friction factor representing the effects of viscosity.
The values of p’ and k' are determined by the parameter a(uu/\));z
denoted by ha. Three ranges are considered; low frequency or high
viscosity where ha<l, high frequency or low viscosity where ha2loO,
and a transitional stage for values of ha between one and ten. The
variables p' and k' are evaluated using different expressions in each
of the three frequency ranges, thus making equation (3.8) equivalent
to the one dimensional Navier Stokes equation. This approach to

modelling fluid friction is now widely used in noise analysis work
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using the impedance method.

315. oOver the years various approximate analytical techniques were
tried for transient simulation. Brown's and Olderburger's methods
were considered cumbersome and Karam (1972) EB.Q] proposed a simple
model for calculating the step response of semi-infinite lines. Three
frequency ranges were defined and by inverse transforming the simplified
frequency response expressions in the high and low frequency ranges
Karam obtained an function in the time domain for the pressure ratio
between an upstream and downstream station for a step input. No
transform was available for the mid-frequency range and it was assumed
that the low and high frequency results would overlap to cover the mid
range. Karam's expression was fairly simple and could be used to
calculate the response of a line without the aid of a computer. 1In
1973 Karam and Leonard [3.9] proposed a simple model for a finite

line with arbitrary terminations. They considered the three dominant
characteristics of a transmission line as: the delay of a signal, its
attenuation, its dispesion of high frequencies. The model was proposed
in the form of a 4 terminal 2 port network figure (3.2). Lumped
resistance is used at the upstream port and the characteristic
impedance is treated as a constant although strictly it is a function
of time. This assumption is justified under some conditions and
experimental verification was presented, however the generality of

the model is weakened and results could be no more accurate than

those calculated from a frictionless model (Trikha's comment).

316. Further refinements were published by Karam and Tindall (1975)
[3.10]. The line resistance and the time constant of the lst order
lag in figure (3.2) were non-dimensionalised and their values adjusted
empirically until a best fit was obtained between the results of the
approximate model and those of a more complete model. The approximate
solution covered slow transients, where friction was determined by a
non dimensional form of the steady state equations for laminar and
turbulent flow, and fast transients, where resistance was approximated
by an empirical equation. The authors conceded that no criterion was
available to judge what was a fast transient and what was slow, and
the only model to their knowledge which automatically handled fast and
slow transients was that propuosed by Trikha (this model is discussed

further below). However the claim was made that given suitable



transitional criteria their model would be more economical in

computation.

317. The difficulty of calculating transient response by analytical
methods prompted the development of numerical techniques for use with
the method of characteristics. 2Zielke (1968) [3.1] used from

boundary layer theory, the equation of motion for parallel axisymmetric
flow of an incompressible fluid to derive a friction term for unsteady

laminar flow.

82v +13wv=-13v = 1 3p (3.10)
dr r 9r v ot vp 909X

dp/dx is the pressure gradient producing the unsteady flow

fluctuations, therefore 3p/3x is a function of time.

318. The partial differential equation (3.10) is Laplace transformed
to yield an ordinary differential equation in the s domain. This has
an analytical solution which expresses the transform of flow velocity
as a function of the transformed pressure gradient'and some Bessel
functions. By manipulating the solution in the s domain Zielke
obtained a transform which relates the wall shear stress to the
acceleration of the fluid. The acceleration is taken as the rate of

change of mean velocity at a crossection.

Inverse Laplace transformation yields the following expression:-

t
To(t) = 4pvwv(t) + 2pv av(u) .W(t - u)du (3.11)

a a ot

To is the frictional shear stress at the pipe wall. V(t) is
the instantaneous mean velocity at a crossection. The first term on
the right hand side of equation (3.11l) represents the steady shear
stress dﬁe to the mean velocity, the second term is the unsteady
shear due to fluctuations in the mean flow. W is a known function of
dimensionless time 1t (1 = (v/az)t) and can be calculated from a

series for a given value of t. The second term is in the form of a
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convolution integral which can be visualised as certain weights

being given to past velocity changes to calculate their contribution
to the total shear stress. Once the frictional shear stress is known
the corresponding frictional pressure drop/unit length can easily be
calculated by Pf = 2To/a.

319. If the method of characteristics is used to calculate the transient
response, then the flow history at a number of calculation points is
known and equation (3.11l) can be expressed in finite difference form
where the convolution integral is expressed as the summation of a
series of terms containing previously calculated flow values. Zielke
gives a criterion to help judge how many terms are required in this
series, or in other words, how many values of the previous flow
velocities have to be stored at each calculation point, this number
can be quite high. For an average viscosity hydraulic oil (30cS)
flowing in a 12 mm pipe with an integration step length At of 0.001
sec, about 100 values of flow have to be stored for each calculation
point. The smaller At gets the greater the number of flow values
required. Large systems or fast acting systems where At has to be
small can require huge amounts of computer storage when modelling

unsteady friction in this way.

320. Brown (1969) [3.11] reformulated Zielke's method in a more
general form and extended its application in conjunction with the
method of characterist;cs to cover a class of problems represented
by semi hyperbolic partial differential equations. He applied the
method to frequency dependent heat transfer as well as friction,
however the method still used weighting functions and needed a
considerable amount of computer storage. It was not until 1975 that

a practical formulation of Zielke's method was made available.

321. Trikha [3.12] developed an approximate expression for the
weighting function W(t1) which decreased the required computer storage
quite dramatically. The weighting function was approximated by the
sum of three exponential functions, this reduced the storage require-
ment to only four values at every calculation point along the length
of a pipe. Comparison with frequency domain methods showed that

Trikha's approximate method starts to loose accuracy for values of
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the dimensionless parameter a(w/\))lz greater than 150. For an average
viscosity hydraulic oil (30cS) flowing in a 12 mm diameter pipe this
corresponds to a maximum frequency of about 3000 Hz. If accuracy is
required at higher frequencies more terms can be used to approximate
the weighting function. Trikha's work is described in greater detail

in the program documentation for the fluid friction subroutine.

322. All the work described so far is based on the direct or indirect
solution of the one dimensional form of the Navier Stokes equation,
and as such only applied for small amplitude disturbances in a laminar

flow.

323. Frequency behaviour with turbulent flow was investigated by
Brown, et al. in 1969 [3.13]. The analysis was semi-empirical and
quite complicated. Solutions were presented for three frequency
ranges employing a two or three region boundary layer model (three
region model required at high frequencies). Expressions for various
break frequencies were given to indicate which model was most
suitable in a given frequency range. The results were presented in

the frequency domain.

324. Wood and Funk (1970) [?.14] presented a simpler single boundary
laver model for transient analysis of turbulent flow. It was assumed
that all viscous effects occurred in a laminar boundary layer at the
pipe wall whilst there was slug flow in the centre of the pipe. A
knowledge of flow history was required and in this respect the model
was similar to Zielke's and Trikha's models for laminar flow. A
further paper in 1974 [3.15] applied the single boundary layer model
to sinusoidal disturbances.

325. Trikha [}.12] suggested, with reservations, that since frequency
dependent losses occur in the boundary layer, equation (3.11) could be
used to model frequency effects under turbulent flow provided that

the 1lst term of the RHS, the steady state laminar shear is replaced by
the corresponding equation for the steady state turbulent shear. With
the implicit assumption that the contribution of unsteady shear is

the same for both laminar and turbulent flow. As a first approximation
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this approach seems reasonable allowing turbulent flow some degree
of frequency dependance although experimental verification would be

required before this method could be used with confidence.

3.2 Vaporous cavitation and gas release

3.2.1 Introduction

326. All liquids contain dissolved gases, the amount held in
solution depends on the respective properties of the liquid and gas
and on the pressure, called the saturation pressure, at which they
were exposed to one another. For most fluid power applications

the gas in question is air, predominantly nitrogen, dissolved at
atmospheric pressure. If at any point in the system the static
pressure drops below the saturation pressure a certain amount of air
will come out of solution in the form of bubbles. The process is
not instantaneous and the condition of low pressure must be
sustained for some time before bubbles appear. Likewise when a

gas bubble passes into a region of high pressure re-solution takes
a finite time. Generally the rate of gas evolution is faster than
the rate of solution and in most of the work discussed below it is

assumed that once a gas bubble has formed, it does not re-dissolve.

327. Vaporous cavitation results only when the static pressure in

a system drops below the vapour pressure of the liquid. Local béiling
occurs and a vapour bubble is evolved very rapidly. The collapse

of a bubble when it passes into a region of high pressure is also

very rapid giving rise to large local pressures. Should bubble
collapse occur near to a metal surface the pressures generated can

be sufficiently violent to knock grains of material from the surface
producing the easily recog¢gnisable cavitation damage often seen on
propellers, in turbomachinery and in high pressure valves. The

almost instaﬁtaneous nature of bubble evolution and collapse
distinguish cavitation from aeration. The former is very violent
producing high frequency pressure fluctuations which cause significant
damage and produce a sharp crackling noise. The fluctuations are

localised and rapidly damped out by frequency dependent friction, and
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it has been shown, have little effect on the overall transient
propagation in the system. Aeration is a more gentle phenomenon
characterised by a hissing noise, local effects are not so drastic
however the persistence of gas bubbles once evolved affects the

wavespeed and causes significant changes in the transient behaviour.

328. The vapour pressure of hydraulic oils is very low thus vaporous
cavitation is almost inveriably preceeded by some degreé of gas release
which has often led to the confusion of the two phonomena. The
formation of bubbles be they gas or vapour depends on the presence

of microsopic nuclei, either particles of contaminant or tiny gas
bubbles in the fluid or attached to the pipe walls. Tests have shown
that in the absence of micronuclei liquids can sustain considerable
negative pressures or tensions. It is fair to assume that in
industrial hydraulic fluids there are always sufficient micronuclei
present to ensure that cavitation or air release will always occur

if pressures are low enough.

329. This section deals with two areas of system modelling where
cavitation and aeration may affect the accuracy of a simulation.
Firstly flow in pipelines where the presence of bubbles affects the
wavespeed and the dynamic energy dissipation. And secondly in flow
through small orifices where the interchange between static head
and velocity head as the fluid accelerates may result in very low
local pressures and the evolution of vapour and air bubbles despite
the fact that the nominal upstream.and downstream pressures are

well above the saturation pressure.

3.2.2 Cavitation in pipelines

330. In 1967 Baltzer [3.16] proposed a model based on the method of
characteristics where a vapour cavity manifested itself as a long
bubble which did not entirely fill the bore of the pipe such that
there was a volume of liquid below the bubble with a free surface.

The solution procedure involved treating the pipe as a system with
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regions of full pipe flow and regions of free surface flow. The
model was tested against an experimental set up where the flow in a
pireline was disturbed by the rapid closure of a valve, the fluid
downstream experienced a rapid decrease in pressure a low pressure
wave propagated down the pipeline to a volume tank which reflected
a high pressure wave back to the valve. The study predicted the
first high pressure peak accurately but the phasing and amplitude

of subsequent peaks was in error.

331. Weyler et al [3.lj]published an improved model in 1971, taking
account of the diffusion of air into the vapour cavity. Energy
losses due to repeated expansion and contraction of the bubble were
treated as a dissipative mechanism analagous to fluid friction.
Employing the method of characteristics the bubble expansion rate
and internal pressure were used as velocity and pressure boundary
conditions for the regions where the pipe ran full. Baltzer's and
Weyler's models were concerned with the flow of water plus dissolved

air in long (100 ft. to 300 ft.) pipelines.

332. A study by Swaffield (1972) [3.18] on a pipeline carrying
aviation kerosene treated the cavity formed as column separation
rather than a region with free surface flow. The method of
characteristics was used with the cavity expansion and pressure as
boundary conditions. Two models were considered, one where the cavity
was pure vapour, the other where the cavity was a mixture of vapour
and air. Experiment showed that the vapour plus air model was more
accurate. The evolution of gas was governed by Henrie's Law which
does not take account of the rate of evolution only the amount of
gas released at a given pressure. Driels' 1973 l?.l9], improved
Swaffield's model by including the rate of gas release using the
Schweitzer and Szebehely exponential formula. The amplitude and
occurrence of the first pressure peak was predicted accurately
however amplitude and phase errors were experienced with subsequent

peaks.

333. A more complicated model by Wiggert and Sundquist 1973 [3.20]
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improved accuracy for the entire transient solution. Vaporous
cavitation was assumed to manifest itself as column separation
whereas .the gas released was treated as small bubbles uniformly
spread through the liquid. A momentum equation was derived for the
gas-liquid mixture which was converted into three characteristics in
the time distance plane. Two of these characteristics were the
normal fluid flow characteristics described in chapter 2, the third
characteristic was associated with a compatibility equation relating
pressure and void fraction. Void fraction is the ratio of the
volume of free gas to the volume of the gas-liquid mixture. This
compatibility equation was combined with the ideal gas law and a
polytropic gas equation and was integrated along the relevant
characteristic. Terms within the momentum equation related the rate
of gas release using a diffusive bubble growth model attributed to
Bousinesque (1905). Column separation due to vaporous cavitation
acted as boundary conditions to sections of pipe carrying two phase

flow.

334. An alternative method of solution was adopted by Karam 1974
[3.21] by re-working Driels' model into a 2 port - 4 terminal
network and including the effect of frequency dependent friction.
However since the system for which Driels' model was developed was
very slow, a period of 1/2 second, the inclusion of frequency
dependent friction has no effect on the accuracy of solution.
However Karam's model is quite general and can be used for modelling

higher frequency transients.

335. All the above models dealt with the flow of water or kerosene

in long pipelines at relatively high Reynold's numbers. The transients
were slow and the air released had significant effects. Work by

Edge 1975 [3.22] showed that in well designed fluid power systems any
air released is flushed out of the system in the first few minutes of
operation and thereafter aeration has little effect on the transient
behaviour. Yamaguchi et al., 1977 [3.23], investigated column
separation in the flow of hydraulic oil at low Reynold's numbers and

high frequencies (approximately 750 Hz). One conclusion from their
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study was that if a cavity was small and collapsed instant’y on the
arrival of a high pressure wave the influence of the cavity on the
period of the transient was negligible. This implied that =he
velocity of the cavity-liquid interface was the same as the fluigd
velocity in the absence of a cavity and the diffusion of gzses into
the cavity was negligible. Since the transients are fast znd the
cavity small, it is reasonable to assume that dissolved air does

not have time to leave solution.

336. In the light of these findings and those of Edge a very simple
cavitation model was adopted for the programs developed in thig
thesis. At any point in the system if the calculated pressure is
negative vaporous cavitation is assumed to be taking place, the
program resets the pressure to zero, however the flow velocity and
the wavespeed are not modified. The vapour pressure of most ojils is
very low and setting the pressure to zero introduces negligible
error. Physically the model implies a total absence of aeratinnp

and represents a vapour cavity which does not impede the progréss of

a wave.

3.3.3 Flow characteristics of valves under cavitating conditinns

337. Generally flow through orifices is characterised by & square

law formula of the form;

3.12

Where Pu and PD are pressures ﬁpstream and downstream c¢f the
orifice and Cd the discharge coefficient. As a liquidpassesthrough
an orifice it forms a vena contracta where flow velocity is
considerably higher than in the upstream and downstream regions,
Consequently the static pressure at the vena contracta is reduced by
the velocity head (pV2/2) required by Bernoulli's equation. There
may be some pressure recovery such that the pressure at the decwnstream

gauge is higher than at the vena contracta. A condition arise: where

although the downstream pressure is well above vapour pressure,



cavitation is occurring at the vena contracta. Researchers in this

field have defined a cavitation number o¢;

_u Db 3.13

which is the ratio of the static pressure opposing cavitation to the
dynamic pressure trying to produce it. McCloy and Martin 3B12$

introduce the concepts of cavitating flow in orifices.

338. The pressure recovery from the vena contracta depends on the
geometry of the flow path and the location of the downstream pressure
gauge. A number of researchers have investigated flow through
different types of orifice and have established criteria for the
inception of cavitation in terms of a critical cavitation number.
Lichtarowicz et al._[3.24] considered flow through long tube orifices
and established equations for the discharge coefficient in terms of
the cavitation number. MacLellan et al. [}.25] investigated flow
through an idealised spool valve, and Stone [3.26] loocked at flow
through poppet type valves. Many other papers were published dealing
with various orifice configurations [3.27 , 3.28 , 3.29]. The
papers by Stone and MacLellan revealed that the discharge coefficient
of the orifices tested was very dependent upon the geometry of the
downstream chamber. MacLellan changed the position of a downstream
boundary wall and observed the flow pattern. Of particular importance
was whether the flow formed a free jet, was attached to one of the
boundary walls or formed a laminar separation bubble. Cavitation was
initiated in the shear layer that formed the surface of the separation

bubble.

339. The purpose of this literature search was to try and establish

a pattern whereby the discharge coefficient of an orifice in a
simulation program could be predicted for various pressure differences
across the orifice for both cavitating and non cavitating flow. Most
of the published tests were performed with idealised orifices. 1In an

attempt to find some correlation between published results and the
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behaviour of real hydraulic components a short series of tests was
carried out on a poppet type restrictor valve and a sharp edged
circular orifice. The results of these tests were inconclusive and
no correlation could be found with published results. In the absence
of an extensive test program to establish trends for various types of
fluid power valves, if such trends do exist, there is no reliable

way of accurately predicting the discharge coefficient of a particular
valve. If it is felt that the flow characteristics of a valve have an
important effect on the performance of a system, at present only
experimental determination of the discharge coefficient over a wide

range of pressures is possible.

3.3 Minor losses, bends and pipe vibration

340. Minor losses are relatively easy to deal with when using the
method of characteristics. Contractor [3.30] pointed out that
localised losses which occur at changes Pf crossection or at T
junctions, etc. may be treated as component models which introduce
discontinuities of pressure between pipelines. Generally only
steady state losses are known, the validity of using these losses in
high frequency flow is doubtful, however it serves as a reasonable
first approximation which ensures that at least the final steady

state achieved will be accurate.

341. Bends present a different problem since the loss is not
concentrated but is distributed along the length of the bend.
Classical wave theory states that if the diameter of a pipe is small
compared with the wave length of the transient the wave propagation
in a curved pipe is the same as in a straight one. However tests by
Swaffield [3.3IJ have shown significant reflection from bends.
Dimensional analysis by Swaffield revealed the reflection and
transmission coefficients were independent of all physical parameters
except the bend geometry. Reflections of some 6% were obtained from
pipes with a bend radius to pipe diameter ratio of three. The paper
attracted several contributions to the discussion and mechanisms were
proposed to account for the unexpectedly large reflections. The

analysis resulted in empirical formulae for determining reflection
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coefficients in terms of pipe geometry. However viscosity was not
included in the dimensional analysis and therefore it cannot be
judged whether these formulae may be used for low Reynold's number

flows encountered in fluid power systems.

342. In their frequency response analysis of pipe flow D'Souza and
Oldenburger 1964 [3.6] developed a model taking account of the
longditudinal vibrations of the pipe wall. Experimental validation
showed that pipe wall vibration was significant if the frequency of
wall vibration was close to the transient frequency of interest.
Thorley 1969 [3.32] found evidence of a precursor wave in the

liquid ahead of the main water hammer wavé caused by and lagging
slightly behind the longditudinal tension wave in the pipe wall.
Longmore 1977 [2.2] has produced and verified a frequency response
model for the vibration of double steel braid hydraulic hoses, taking
account of the different Young's modulii of the reinforcements in

the axial and in the radial directions and of the energy dissipation
in the hose material. The losses in the hose were found to be more
than four times greater than those in steel pipes of similar dimensions.
Washio et al. 1979 [3.33], have developed a frequency response model
in terms of hyperbolic operators for metal pipes and include pipe wall

dissipation.

343. For most applications involving fluid flow in metal pipelines

the natural frequency of the pipe wall is considerably higher than the
highest frequency transient of interest and therefore the pipe vibration
may be ignored. However hydraulic hoses present an important

additional dissipative mechanism at audible frequencies and future

work may require formulating Longmore's model in the time domain for
solution with the method of characteristics. A similar approach to

that employed by Zielke and Trikha for dynamic friction may be possible

here.
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4, HYDRAULIC SYSTEM SIMULATION PROGRAMS

401. Two highly develored hLydraulic system simulation programs are

of particular interest; HYTRAN (MacDonnel Douglas), based on the method
of characteristics and designed for dynamic analysis of aircraft
hydraulic systems; and HGSP (Bath University) a more general, user
orientated program using lumped paraméter linking. The recommendations
for future work (Chapter 9) are concerned with the EGSP package, there-
fore the structure and operating procedures of the program are described

here in some detail.

402. Bond graphs and large scale simulation techniques are mentioned
in the last section of this chapter. Although these are not strictly
fluid power simulation programs they are important methods and should

feature in a review of modelling techniques.

4.1 HYTRAN (Hydraulic Transient Analysis)

403. HYTRAN (hydraulic transient analysis) is one of a group of

programs issued by the MacDonnel Douglas aircraft corporation. The

other programs are SSFAN (steady state flow analysis) and HSFR (hydraulic
system frequency response)}. SSFAN calculates the steady state pressures
and flows throughout a system under any loading conditions. An

iterative procedure is used whereby flows are varied to obtain a
pressure balance throughout the whole system. HSFR calculates the

system frequency response up to the lOth harmonic using a form of the

impedance methed [1.5].

404. HYTRAN itself is a very large program really only suitable for

use on mainframe computers. The test program included in the
documentation requires 320K Lytes of*%torage on a CDC machine (equivalent
to 80K words at 4, eight bit bytes per word). By comparison, at the time
of writing, the Bath University school of engineering PDP1l1/34 had a
total storage of 64K bytes. HYTRAN uses program SSFAN to set up

initial conditions therefore the format of data storage has to be
compatible with the solution procedures used by both »rograms. Within
HYTRAN the method of specified intervals is used with the method of
characteristics and solution requires koth iteration and interpolation.
The component models are solved with a 4th order Runge Kutta

integration routine E4.1 ' 4.2]. The program structure is modular

* core storage
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and different system models can be contructed from a library of
component model subroutines. At present the library contains mainly
specific aircraft hydraulic components. The program library and
facilities for input/output and program alterations are not as

advanced as those offered by the HGSP package.

4.2 HGSP (Hydraulic General Simulation Program)

405. The strategy behind HGSP was to develop a simulation language
or package which would allow engineers with no formal training in
computér programming or mathematical modelling to simulate a wide
variety of hydraulic systems. And to provide facilities whereby,
with the minimum of effort, the user could change various parameters,
or by adding or subtracting components could alter the system
configuration. The resulting package is fully interactive, the user
operates from a terminal (visual display unit VDU) and is invited by
the computer to enter details of the system to be analsyed. At
every stage the opportunity is provided to alter input data either to
correct errors or to change the system configuration. Output of
results is selected by the user and can be in graphical or tabular
form. The entire package can be supported by a mini-computer with
64K bytes of store [1.6]. As far as the user is concerned the
preliminary work for simulating a system involves studying the
component model documentation, selecting suitable models and correctly
specifying the links between the models. The package itself writes
the simulation program and supervises all input and output, Fig. 4.1

shows the important features of the package.

406. The main program controls interactive input and output and sets
up the storage of data and results. Once all the data describing a
given system has been input and no further alterations are required a
simple command is invoked +to run the program generator. The generator
produces all the specific program coding, in particular it writes

the system description routine which is a sequence of call statements
to component model subroutines. A further command

starts the integrator which from then on automatically controls the
entire simulation. At each step of the solution the integrator calls
the component models in the sequence specified by the system
description routine. The outputs from the models are integrated
simultaneously and the results are loaded into storage arrays via the
output subprogram. Final display of results'is specified interactively

by the user.
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407. The integrator uses a modified form of Gears algorithm for
solving mathematically stiff systems, i.e. systems with widely
varying time constants. Gears algorithm is a variable timestep,
variable order differential equation solver. The order and the
timestep employed are automatically varied throughout the solution
to minimise computing time yet maintain acceptable accuracy. Generally
a differential equation solver handles equations of the form

EZi = f,(t,yl,yz,y3,....,y ) i = 1,n 1

; i n
dt

where at time t the values of y,k are known, f£; are known functions,
i

thus the state variables dyi/dt may be evaluated and integrated to

give values for yi at time t + At. In the HGSP package state

variables are evaluated by calls to the component model subroutines.

408. A component is generally a multiport element (Figure 4.2), each
port is associated with a link to another component model. A link
represents two parameters, an effort and a flow, one of which is an
input to the model the other an output, the choice is arbitrary.
Effort parameters are defined as pressures, forces and voltages;
flow parameters are defined as flows, velocities and currents. The
product of effort and flow is power, therefore each link represents

a power bond between one component and another. Power bonding is a
useful concept for establishing cause and effect relationships in a
form suitable for computer manipulation and has resulted in a whole

field of study called Bond Graphs (see below).

409. Before a component model can be solved all the inputs must be
known. Since inputs to one model are the outputs from another it

is clear that the order in which the component subroutines are called
is critical. Therefore the program generator examines each link and
works out the correct order when writing the system discription
routine. However when preparing the simulation the user must ensure
that the outputs from one model are compatible with the inputs to all

adjecent models and vice versa.

4.3 Bond graphs and large scale simulation techniques

410. Bond graphs are a formal mathematical system for defining the
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topography of any dynamic system. Originally the concept of power
bonds was used to establish a cause and effect relationship. However
the development of the bond graph language has reached a state of
mathematical abstraction that any system may be modelled provided

analogous properties to efforts and flows may be identified.

411. A graph is a collection of elements bonded together. Multi-

port elements are nodes on the graph, ports are defined as places where
an element can interact with other elements. Bonds are formed when.
pairs of ports are joined together. Basic elements are seen as;

sources of effort, sources of flow, capacitances, inertances etc. etc.

412. Rosenberg and Karnop [4.3] give a good introduction to the ideas
behind the bond graph language. The field is quite extensive and
continuously expanding as new applications are found. Gebben [4.4]
published a bond graph bibliography for the years 1961-1976, a section

of which deals with applications in hydraulics.

413. Large scale system simulation techniques arebased on state-space
theory. A system is represented in matrix form as an aggregate of many
sub-systems, and manipulative procedures are available to facilitate
altering the interconnection of these sub-systems. The technique has
several advantages over transfer functions and bond graphs. Iyengar
and Fitch [4.5 ’ 4.6] discuss the method and its application to

fluid power systems.

414. Bond graphs and the large scale simulation techniques are
complicated and require considerable mathematical skill and programming
knowledge. And therefore in this respect they do not satisfy the

criterion for user orientated system simulation programs.
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5. HYDROSTATIC TRANSMISSION MODELS

501. The purpose of modelling the hydrostatic transmission systems
described in this section was to test the performance of the system
simulation program devised, based on the method of characteristics.
Initially it was intended only to model a transmission used to drive a
boat. However a stability problem was encountered and the process of
identifying the instability included modelling a simple open loop
transmission. This transmission was analysed using basic control theory
and the theoretical solution was compared with the numerical solution
produced by the method of characteristics program and good agreement

was obtained.

502. The boat transmission system had been analysed numerically by
Huckvale EL]J using lumped parameter theory. Huckvale's work served
as a yardstick by which the method of characteristics program could be
judged. The response of the system and the pipe lengths were such

that wave effects were not expected to affect the performance and close

agreement was expected between the two simulation methods.

5.1 Simple open loop transmission

503. The transmission consists of a constant speed prime mover driving
a variable displacement pump which supplies flow to a motor connected
to an inertia plus viscous friction load. (Figure 5.1 ) The initial
steady state for the system was with the pump turning at prime mover
speed but deswashed and generating no flow. The motor and load were
at rest, the pipes and tanks were pressurised at 5 bar to minimise
cavitation at the pump inlet. The system was disturbed by a ramp
increase in swash, from zero to full swash in 0.25 seconds. The
consequent transient was computed and the results are shown in Figures

(5.3) and (5.4), fluid friction was ignored.

504. The simulation programme included the following component

model subroutines Figure (5.2).

PUMP Method of characteristics model of a hydrostatic
pump

PIPE Pipe model using the method of characteristics

MOTOR Method of characteristics model of a hydrostatic

motor
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SOURCE Method of characteristics model of a constant
pressure flow source
SINK Method of characteristics model of a constant

pressure flow sink

CONST Constant speed prime mover model
LOADCH ‘ Simple inertia load model
ZEROF Zero friction model

The main program structure and each subroutine is described in detail
in the program report, part II. All system data is presented in

appendix 5.1.

505. Since a relief valve model was not included the maximum pressures
developed are very high, 606 bar on the first overshoot and 193 bar on
the second, Figure 5.4. The load speed graph (Figure 5.3) gives a
better inaication of the system dynamics and is a typical an order
response. The iogarithmic decrement formula was used to calculate

the damping ratio using values of overshoots measured from the graphs.
Likewise the damped natural frequency was measured directly from the
graphs, the value of 15.1 rad/sec being the average of several periods.
The damping ratio could not be calculated exactly because of the
limited accuracy of the plots but was found to be in the range 0.176-—

0. 210.

506. An analytical solution was found for the system, the analysis
(presented in appendix 5.2) neglects the pump inlet and the motor outlet
pipes, these operate at low pressure and have negligible effect on
overall system dynamics. They are only included in the computer
simulation because the pump and motor component model subroutines require

both inlet and outlet pipelines.

507. Comparing the analytical results with the computer simulation:

Computer Analytical Percentage
Solution Result Error
damped natural 15.1 rad/sec 15.3 rad/sec 1.3%

frequency

damping ratio 0.176-0.210 0.186 -5.3%/+12.93%
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These results indicate that for this system the computer solution
is stable and accurate, the errors quoted above can be attributed

mainly to plotting inaccuracies.

5.2 Closed loop hydrostatic boat transmission

508, The boat drive modelled is a conventional closed loop hydrostatic
transmission powered by a governed diesel engina (Figure 5.5). All
system parameters including the propeller characteristics are given in
appendix 5.3. Values were taken from Huckvale's program, certain
parameters however were unavailable, such as pipe diameters, for these
realistic estimates were made. A steady state model was used for the
crossline relief valve and boost pump circuit. It was assumed that
the boost pump could maintain a constant pressure at point A in the
circuit irrespective of flow demand. For computing convenience the
action of the circuit is represented by two separate but identical
components called JUNC, one located in the supply line the other in
the return line. Since the circuit is symmetrical this treatment is
valid provided both lines are not above relief valve pressure

simultaneously.

509. The simulation program included the following component model

subroutines (Figure 5.6).

PUMP Method of characteristics model of a hydrostatic
pump

PIPE Pipe model using the method of characteristics

MOTOR Method of characteristics model of a hydrostatic
motor

JUNC Method of characteristics model of a crossline

relief valve and boost pump circuit
ENGINE Governed diesel engine model
BOAT Load model of a propeller driven boat

All of which are fully described in the program report, part II.
Fluid friction effects were found to be negligible and the results
presented were produced by a program using the 'zero friction'

subroutine, ZEROF.

510. The initial steady state of the system was with the pump at

zero swash turning at prime mover speed, zero boat velocity and zero
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propeller speed. The pipes were at boost pressure (5 bar) and flow was
assumed to be zero, the leakage flow through the pump and motor at 5
bar pressure was considered negligible. The system was disturbed by
putting the pump to full swash in 0.25 seconds. The results of system
simulation are given in Figures (5.7) to (5.11). On each graph the

solutions from Huckvale's program are shown for comparison.

511. The pressure trace from the method of characteristics program
is slightly underdamped, but in general good agreement is obtained
indicating that the program is performing correctly..

Comparison of computer times is difficult since both programs were
run in baﬁch mode. Furthermore Huckvale's program was written
specifically to model the boat transmission whereas the method of
characteristics program was more general and therefore used different
programming techniques. Nevertheless an indication of relative

computing times is useful.

512. The lumped parameter program used 15 seconds of computer time
per second of system simulation time. The method of characteristics
program required 80 seconds of computer time per second of simulation.
All computer times are quoted are for programs run on the ICL 470 main
frame machine at Exeter. Therefore bearing in mind the conditions
mentioned in the preceeding paragraph the lumped parameter program

for this system is the faster by a factor of approximately five.

513. The cause of the instability mentioned in the introduction was
traced to the load model subroutine. The thrust developed by the
propeller is a function of several interrelated parameters. 1In
particular the propeller efficiency and thrust coefficient are both
functions of the advance ratio which is the ratio of the boat speed

to the speed at which the propeller would move through the water if it
was a perfect screw with no slip. Graphs were supplied describing the
relationships and these were stored by the computer as data arrays.
Each individual array element held the value of the dependent variable
(thrust coefficient or efficiency) corresponding to a particular value
of the independent variable (advance ratio). There are two ways of
handling data supplied in this form. A function may be fitted to the

data and values of the dependent variable calculated for any input
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value of the independent variable, or interpolation may be used to
obtain values lying between the stored data points. The latter method
was chosen and to keep the program as simple as possible a linear
interpolation method was used, and it was this which caused the
instability; With linear interpolation there is a discontinuity of
gradient at each data point which was acting as an input to the system
causing spurious oscillations. A more sophisticated smoothed
interpolation method eliminated the discontinuities of gradient and

completely cured the problem.
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6. SIMULATION OF A 3 PORT PRESSURE COMPENSATED FLOW CONTROL VALVE

6.1 Introduction

601l. This chapter describes the development of a method of
characteristics model of a 3 port pressure compensated flow control
valve. The model is based on data obtained from a Barmag valve by
Baker [ﬁ,l]. The purpose of the work was to gain experience in
modelling a fast acting component and to investigate methods for

solving a set of non linear algebraic and differential equations.

602. A numerical method was used which involves linearising all

the equations and solving them at each timestep to predict a solution
which is then used to improve the linearisation and produce a’ set

of corrected results. A number of tests was performed to prove the

accuracy and stability of the numerical method.

603. The spool-chamber mechanism within the valve was analysed
theoretically to identify the effect of the damping restrictor on
the spool response. The results of this analysis were useful in
understanding the effect of the restrictor on the overall valve

performance.

604. An unsuccessful attempt was made to match the results of the
method of characteristics program with those of a lumped parameter
simulation. The difficulty lay in reproducing the lumped parameter
response of a rather large inlet volume using the method of
characteristics. Essentially the problem was not in the valve model
but in attempting to simulate a system for which the method of

characteristics pipe model was not suitable.

6.2 The Valve Model

605. The main features of the Barmag valve are shown schematically
in Figure (6.1). The valve tries to maintain a constant flow through
the preset orifice by altering the restriction in the return line

using a compensating spool. Spool movement is determined by the
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balance of forces due to the inlet and outlet pressures and spring
compression. Dynamics of the spool and damper are taken into accdunt
by the computer model. Inlet and outlet pipelines are modelled using
~ the method of characteristics, the dynamics of the return line are
neglected and a constant pressure is assumed to act at the exhaust
port. Valve behaviour is described by the following set of

the inlet and outlet

equations in seven unknowns: P_, PO, v

I 1’ Vo'

pressures and flow velocities respectively; x, the valve spool

position Pc' the spring chamber pressure and QT, the bypass flow.
Force balance on compensator spool

(PI - PC)A = Mx + fx + Kx + Fc (6.1)

Bypass flow (exhaust flow)

_ 1.3 ~ ) _
QT = 0.0514 (x) /g}PI PT).51gn(PI PT) (6.2)
p

Flow through preset orifice

_ 1.3 .
Apovo = 0.06251(y) /g}PI Po).sz.gn(PI PO) (6.3)
P

Continuity
A, vy - Ap v -Q, = O (6.4)
Spring chamber volume (damper)

KLIN(PO - Pc) +Ax = V_,._.P (6.5)

Inlet pipeline

1 (PI - PR) + (vI - vR) + 2f§vavR|At = 0 (6.6)
pc
I dI
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Outlet pipeline

- 1 (PO - Ps) + (VO - vs) + 2fsvs|vs|At = 0 (6.7)
DCO a
o

606. The coefficients of equations 6.1 to 6.3 were determined
experimentally by Baker [b.i] and equation 6.5 was derived from data
supplied by Baker. A more detailed account of the derivation and the
computer solution of these equations is presented in the computer

program documentation for subroutine BARMAG ((part I1).

607. The valve equations are a mixture of linear and non lihear
algebraic equations, plus first and second order differential
equatiops. The solution procedure adopted was to convert the mixed
set of equations into a set of seven linear algebraic equations which
could then be solved simultaneously. The differential equations 6.1
and 6.5 were directly converted into linear form by writing the
differential terms in finite difference form, which is effectively
simple Euler integration. The orifice equations 6.2 and 6.3 were
linearised using the theory of partial differentiation (small
perturbations). Normally a linearisation is only valid for small
excursions about a fixed operating point. In a transient situation
where the system starts at one steady state, is disturbed and eventually
settles down at another steady state a straight forward linearisation

is inadequate.

608. Consider the square law pressure-flow relationship at an orifice,
Figure 6.2. Taking point 1 as the initial steady state, linearising

gives gradient G Solving the straight line equation defining line

Gl simultaneousl; with the other component equations will give a
solution at point 2 1lying somewhere along line Gl. As the solution
progresses by one timestep a new linearising gradient is calculated,
this is the gradient at point 2" on the non linear curve. The new
gradient is applied at point 2 and the system is solved again to
give new values of pressure and flow at point 3 which lies on

gradient G and so on. Therefore as the simulation progresses the

2’
calculated values diverge from the correct solution which should

be somewhere on the non linear curve.
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609. Two similar methods may be used to minimise the divergence and

therefore improve the accuracy of the linearised solution.

(i) Backward Euler approach.

Solve the linearised set of equations for value P2

lying on gradient G Calculate a new value of

1-

gradient GZ based on the value of P, but this time

2
apply the gradient at point 1 and solve the
system of equations again for P; p Q3' where
hopefully these values are closer to the non

linear curve than the first solution.

(ii) Trapezoidal rule approach.

In this case rather than apply gradient G2 at
; is calculated

which is the average of Gl and G2 and this is

applied at point 1 to give an improved solution.

point 1 , a third gradient G

610. Both these methods provide increased accuracy however the solution
from the linearised set of equations does not satisfy the non linear
set of equations exactly, although the error is very small. From an
engineering point of view it is important that flow continuity is
maintained at the valve. Therefore as a final adjustment at each time-
step the calculated values of pressure and spool position are sub-
stituted back into equations (6.2) and (6.3) to recalculate the bypass
flow and the outlet flow, these values are then used in the continuity
equation (6.4) to recalculate the inlet flow. The adjusted values
serve as intial conditions for the next timestep in the system solution.
In this way flow values are forced to satisfy continuity and the
linearisation errors are distributed amongst the four remaining unknown

parameters.

6.3 Accuracy Tests

6ll. As a first check on the accuracy of this method an error analysis
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subroutine, (ERRAN) was written. N.B. Subroutine ERRAN performed a
number of very specific diagnostic tasks in addition to the test
described below, as such it was considered that the routine would not
be of general interest and so has not been included in the computer
program report. In general if the solution of a set of simultaneous
equations is substitued back into the original equations and if the
equations balance then the solution is the correct one. The purpose
of the error analysis subroutine was to show that the values obtained
from the linearised set of equations also satisfy the non linear set
of equations. This was done by evaluating the two sides of each
equation and comparing them. However due to linearisation errors an
exact balance is not obtained. The error was defined as the
difference between the LHS and the RHS expressed as a percentage of

the mean value of both sides.

612. Equations (6.2), (6.3) and (6.4) were not included in the
analysis since the solution procedure forced these equations to
balance exactly. The remaining equations were tested, equations

(6.6) and (6.7) had to be recast since the RHS is zero and the
comparison of values very close to zero is meaningless. Both sides of
equation (6.5) tend to zero as the system approaches steady state,
nothing can be done about this, nevertheless the error analysis is
valid under transient conditions. The subroutine sampled the
calculated results over a number of specified intervals and printed

out the percentage errors.

613. 1In the ranges tested the errors in equations (6.1), (6.6) and
(6.7) were of the order lOHS%, and for equation (6.5) generally of

the order 10-2%. From this it is concluded that the solution

procedure yields a set of values which adequately satisfies the
original non linear set of equations chosen to describe the

performance of the valve. Both the backward Euler and Trapezoidal

rule linearisation corrections were tried and gave satisfactory results,
the Trapezoidal method was selected for use because it was marginally

more accurate.

614. The error analysis shows that the solution calculated satisfies
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the component equations, this does not necessarily mean that the:
integration of the differential equations is accurate or stable. A
rough check is to halve the solution timestep and if the calculated
values do not change significantly then the solution at the larger
timestep is considered adequate. A more rigorous test can be applied
which is sometimes known as Richardson extrapolation. It can be shown
(appendix 6) that when a numerical integration method is behaving

correctly the following condition is satisfied.

C(At) - c(2at) . 1 (6.8)
C(2At) - C{4At) P

Where C(At) is the computed value at a given instant in time
using an integration step length At, and C(2At) is a value at the
same instant in time using a 2At, etc. The index P is the order of
the integration method which in this case is one for first order

simple Euler.

615. For the Barmag valve the situation is somewhat more complicated
since the solution is in terms of seven variables, that is the
solution is represented by a point in seven dimensional space.
Nevertheless equation 6.8 still applies where the numerator c(At) -
C(2At) represents the distance between the points which define the
solution with timestep At and 2At respectively. Similarly the

denominator is the distance between points.

6l6. Equation 6.8 was evaluated at three instants in time, giving
values of 0.36, 0.56, and 0.46. Generally values between 0.35 and
0.65 are considered acceptable. So this test gives a reasonable

indication that the numerical method used is well behaved and does

not introduce any numerical instabilities.

6.4 The System Modelled

617. The Barmag valve subroutine was tested by simulating an
idealised system (Figure 6.3). A pump is treated as a constant flow
source connected to the valve by 5 m of hose. Flow passes through

the valve, through the length of rigid pipe to the load. The load
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represents an actuator which is extending at constant speed, producing

a constant load pressure, which then runs into an obstruction causing
rapid increase in pressure to another constant level. For this system
the input was a fast ramp of 21 bar to 40 bar load pressure in 0.00l
seconds, true step changes of large amplitude apart from being physically

unrealistic can cause numerical problems.

618. The program used to simulate this system is shown as an example
in the computer program report, all the subroutines used and the
program structure are discussed there in detail. Values of all the

system parameters are present in the program listing.

619. A typical set of results is shown in Figures 6.4 to 6.7. The
most noticable wave effects are seen in the inlet pressure trace

(Fig. 6.4) where the irreqularities correspond to wave reflections in
pipe 1 arriving back at the valve. The flow (Fig. 6.5) is less
sensitive to waves and the spool position graph is very smooth. The
spool velocity however (Fig. 6.7) does exhibit high frequency
oscillations which coincide with the arrival of waves at the valve.

It is difficult to say if these oscillations are a physical phenomenon
or a numerical effect. Altering the timestep has little effect on
these oscillations, and what differences may be observed are probably

due to the graph plotting routine.

620. Apart from the checks on accuracy and stability a number of tests
was carried out to investigate the effect of varying certain parameters,
with the ultimate intention of tuning the model to fit experimental
results. Certain system parameters such as the spool mass, spool

area, spring stiffness, etc. could be measured accurately and were
therefore considered invariable. Early program runs showed that the
inlet and outlet pipes had a significant effect on the system
performance, however the pipes are considered as separate components
and not a part of the valve. Attention was focused on those parameters
which could only be estimated, in particular the linearised flow
coefficient KLIN and the viscous friction coefficient f. KLIN is a
function of damping restrictor area and discharge coefficient and its
derivation is based on a number of assumptions. Preliminary test

showed that KLIN had a significant effect on the valve response,

however an investigation of these effects by repeated runs of the
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simulation program was considered to be too expensive. Instead a
theoretical analysis of the spool and damper mechanism was performed,
and the results of this analysis gave useful indications of how
alterations of KLIN would affect the overall response.

6.5 Analysis of the spool-damper mechanism

621. Taking the spool and damper as a small sub-system (appendix 6.2)
it can be shown that the transfer function between Po (input) and x
(output) is third order and therefore has a characteristic equation

of the form.

2 2 _
(1L + Ts) (s™ + ZCwns + w, ) = O (6.9)

Where the time constant T, the damping ratio Z, and the natural
frequency w are functions of flow coefficient KLIN' viscous friction

£, spool mass M, etc. etc.

622. Unfortunately the nature of the transfer function is such that
direct algebraic expressions cannot be found for T, £ and 0, in terms

of KLIN and other physical parameters. The problem was circumvented

by using a numerical approach. A computer program was written to
perform the root locus analysis of the simple third order characteristic
equation. The damping ratio, time constant and natural frequency were
calculated from the position of the roots. The program looped around
incrementing the value of KLIN in fixed steps between preset limits and
calculating the corresponding values of T, Z, and w, .

3

13 to 190 x,]_O_1 .

623. KLIN was incremented over the range 10 x 10~
The variation of the time constant and the damping ratio is presented
in Figure (6.8), the natural frequency remained constant. As KLIN

is decreased, i.e. the damping restrictor is closed off, the time
constant increases and the damping ratio decreases. This is as
expected because in the limit when the orifice is completely shut off
the time constant will be infinite and the enclosed ;olume will act as
a fluid spring with very little energy dissipation to provide damping.
The graphs should only be used as indicators of trends since the
theoretical analysis is concerned only with a small sub-system, whereas

the true response of the spool and the whole system is determined by
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a much larger set of parameters.
624. A similar root locus analysis was performed to check out the
effects of viscous friction. However later work showed that this

parameter is not important in the system described below.

6.6 Matching Results

625. The final stage in the development of the Barmag subroutine was
an attempt to match the output of the method of characteristics
program to the results of a simulation performed by Baker using a
lumped parameter model of the system shown in Figure (6.3). Baker's
model neglected the volume of the outlet pipe and assumed that the
input step in pressure acted directly at the valve outlet. Further-
more the volume of the inlet pipe was very large, 30 litre. Neverthe-
less it was felt that by altering parameters in the method of
characteristics program the effect of the outlet volume could be
minimised and wave effects could be made insignificant by using a very
short inlet pipe so that a reasonable comparison .could be made with
Baker's works. 1In fact it proved impossible to obtain a good match.
Baker's response is shown in Figure (6.9) compared with the best

response available from the method of characteristics program.

626. The parameter KLIN was varied and the effect predicted in

Figure (6.8) was observed. As KLIN was increased the speed of
response was increased (time constant decreased) and the position of
the first over shoot was moved back (Figure 6.9). 1Initially doubling
KLIN produced a marked shift, but subsequent doubling and quadrupling
had a diminished effect. Varying the viscous friction coefficient and

spring stiffness caused little change in the overall response.

627. Baker in his work concludes that the system response is
dominated by the inlet pipe volume. To minimise wave effects in the
method of characteristics program the inlet pipe was treated as a very
short and stubby volume; 0.15 m long and 0.5 m in diameter. It is
doubtful if the method of characteristics would produce the same
response from a §olume of those dimensions as would the simple dpP/dt =

(B/V)Qc relationship. It appears therefore that the problem lies not
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in the valve model but in attempting to model a system for which the
method of characteristics is not suitable. When Baker's program is
generally available it will be possible to attempt a comparison using

a much smaller inlet volume.
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7. DEVELOPMENT OF A TIME DOMAIN MODEL OF A HYDROSTATIC PUMP INCLUDING

THE EFFECTS OF FLOW RIPPLE AT THE PUMP OUTLET

7.1 Introduction

701. The pulsatile flow produced by positive displacement pumps is

a major source of fluid borne noise in hydraulic systems. Increasing
awareness of the harmful effects of noise has prompted a great deal

of research into the design of quiet hydraulic systems. In most

cases impedance methods have been used for analysis and prediction,
these methods are very efficient but only deal with steady oscillatory
conditions. The purpose of the work described in this section is to
develop a simple time domain model of a pump which allows flow

ripple effects to be taken into account in the simulation of system

transients.

7.2 Pump Model

702. The flow delivered by any positive displacement pump can be
thought of as a mean flow level with a superimposed ripple, usually
known as the flow source ripple Qs' The mean level is a function of
pump displacement, swash setting and operating speed. Qs is more
difficult to determine, essentially its frequency depends on the
operating speed and the number of pumping elements, be they pistons,
gear teeth or vanes. Its magnitude depends on the mean system
pressure and construction details, such as valve plate timing,.
internal volume and leakage paths. A program for calculating flow
source ripple has been developed at Birmingham University D.i] .
Alternatively Qs can be measured experimentally, and is usually expressed

as a spectrum of ten harmonics of the pumping frequency.

703. A simple model for a piston pump is presented in Figure 7.1,

only effects at the pump outlet are considered, conditions at the

inlet are taken as constant. All leakage paths are lumped together and
represented by one orifice which has a linear p~Q relationship, on

the assumption that leakage flows are laminar. The pump internal
volume is modelled as a closed ended volume in parallel to the pump

outlet. Pump flow is the summation of the outputs from an ideal flow
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generator supplying the mean flow and a ripple generator simulating

the flow source ripple.

704. To simulate accurately the inductive, capacitive and resistive
elements of the pump impedance the internal volume is modelled using
the method of characteristics. As far as the computer program is
concerned the pump internal volume is treated as a second pipeline
connected in parallel to the outlet pipe. Both pipelines are shown
on the time distance plane in Figure (7.2). The pump model is based

on four equations.

Continuity of flow

QID + Qs = QR + APEVV + ApovO (7.1)

Leakage orifice
QR = KR(P0 - PT) (7.2)
Outlet pipeline (backward characteristic)

- 1 (Po - PS) + (VO -.vs) + 2fsvs|vs|At = 0 (7.3)

pco d
o

Equivalent volume pipeline (backward characteristic)

- 1 (PO - PE) + (vV - VE) + 2fEVE|vE|At = 0 (7.4)
pc
E dE

705. Equations (7.1) to (7.4) are solved simultaneously to calculate
the pump behaviour. Although the equivalent volume pipeline and its
termination are integral parts of the pump it is computationally
convenient to treat them as separate components. Their behaviour is
calculated by calls to the pipe model subroutine and a zero flow pipe

termination subroutine. Both calls are made from inside the pump
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subroutine so as far as the user is concerned he deals only with one
component model although its behaviour is determined by a number of

subroutines.

706. The flow ripple term Qs in the continuity equation is evaluated
at each timestep of the solution by summing the contribution of ten
harmonics input as data. Another approach would be to store the
ripple waveform as a number of data points, the value of Qs could then
be obtained by interpolation. It is felt that the summation of
harmonics is more. efficient since the other method requires time

consuming transfer of control to a smoothed/interpolation subroutine

Full details of the pump subroutine are given in the programme

report.

7.3 System Simulation

707. The pump model was tested by simulating a simple system as
shown in Figure 7.3. Note that the flow paths depicted by single
lines are used merely to indicate the direction of flow and may be
considered as lossless and volumeless pipes which are not included
in the simulation.

708. Extensive experimental data for this system was available from
tests carried out by Butler E&Z]. Tests had been performed using a
Reyrolle A200 pump with various lengths of the outlet pipe and various
settings of the restrictor valve. The pressure ripple waveform
produced under a given set of operating conditions was measured by a
transducer located near the pump flange, and recorded as the
amplitude and phase of ten harmonics. The experimental results were
obtained by a transducer located 2.2 cm from the pump flange. The
computed results were interpolated from pressure values produced at

computation points on either side of the transducer position.

709. The Reyrolle A200 is a seven piston unit, its source flow
ripple Qs was determined experimentally at an operating pressure of

200 bar, a mean flow of 0.7 l/sec and a speed of 153.5 rad/sec
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corresponding to a fundamental pumping frequency of 171 Hz. Qs data
is presented as 10 harmonics in table 7.1 and the ripple waveform

synthesised by adding the harmonics is presented in Figure 7.4.

710. The system was simulated for two different lengths of the
outlet pipe, in both cases the restrictor was adjusted to give the
same mean conditions as those at which Qs was determined. The pipe
and fluid properties were such that the wavespeed for the system was
1370 to 1380 m/sec. The pipe lengths chosen were selected to
illustrate a severe resonant condition with a 3.944 m length and a
non resonant condition with a 2.661 m length. The experimentally
measured pressure ripples for these pipes are presented in harmonic
form in table (7.2) and graphically in Figure (7.5). The mean level
of 200 bar was subtracted from the iipple waveforms and the scales
were expanded (Figures (7.6) and (7.7)) to make comparison with

computed results easier.

711. The Reyrolle pump has a severe back flow at an operating pressure
of 200 bar, the output flow drops very sharply to 40% of the mean
level, this disturbance occurs at a frequency of 171 Hz. The 3.944 m
pipe has a period corresponding to a frequency of 174 Hz this is very
close to resonance and results in large pressure fluctuations with a
peak to trough amplitude of 49 bar. The 2.661l m pipe has a frequency
of 258 Hz which isjust over one and a half times the fundamental
pumping frequency, the resulting pressure ripple is much less severe
with a peak to trough amplitude of 23 bar. However the third (513 Hz),
sixth (1026 Hz) and ninth (1539 Hz) pump harmonics are in resonance
with the second (516 Hz), fourth (1032 Hz) and sixth (1548 Hz) harmonicé
of the pipe period. Consequently the third pump harmonic is
particularly strong and the sixth and ninth harmonics are slightly

higher than their immediate neighbours. (Table 7.2.)

712. The purpose of the computer simulation was to develop models fo
match these experimental results as closely as possible. Full details
of the restrictor valve and the outlet pipelines were available, the
fluid properties and operating conditions were known however certain

assumptions had to be made about the pump model. The leakage flow
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restrictor and the equivalent volume pipeline were idealisations
and had no direct physical counterpart in the pump. It was assumed
that the leakage path was a pure resistance giving the pump a
volumetric efficiency of about 95%. Butler had estimated the pump
volume as 40 cc by examining drawings and Edge [3.3] suggested that
a pipe of 14 cm length and 40 cc volume would have an impedance
approximating that of the Reyrolle pump. This then formed the
starting point for the pump model.

713. The restrictor at the end of the outlet pipe was known to obey
aPp = KQl'95 law, and furthermore was known to display dynamic
effects. However as a first approximation and for ease of computing
the restrictor was assumed to obey the usual square law (P = KQ2)
and dynamic effects were ignored. The downstream pressure was
assumed to be constant.

.
714. At the early stages of the work it became apparent that although
the non resonant waveform was being predicted reasonably accurately,
the resonant condition was severely under damped, giving peak to trough
amplitudes in excess of 75 bar. 1In view of this it was felt that
the steady state square law restrictor valve model was inadequate and
a dynamic valve model was required. A suitable model was developed
based on available experimental data. Naturally this more sophisticated
model was cémputationally more complicated and more time consuming.
Therefore to try and detect any computational errors and to identify
conditions under which the simpler model could be used all tests were
carried out on both a program using the steady state valve model and

on a program using the dynamic valve model. Thus in effect four cases

were considered:-

i t
dynamic valve model resonant pipe length Case

non resonant pipe length Case

i 1 th Case
steady state valve model resonant pipe leng

=W NN

non resonant pipe length Case

A full description of the dynamic valve model is given below.

All system parameters are listed in appendix (7.1).
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7.4 Program testing and evaluation

715. The results as presented here are not in chronological order.
Initial test runs and program debugging indicated general trends, a
14 cm/40 cc equivalent pipeline was the starting point of the
simulation but it was found to produce very large amplitudes for case
3 forcing the graph plotting subroutine to adopt a different scale
to other programs. This made the comparison of graphs difficult.
For this reason the majority of tests were carried out with systems
having a 14 cm/51 cc equivalent pipeline, and a typical set of

results is shown in Figures (7.8) and (7.9).

716. Cases 1 and 3 , the resonant pipe length with dynamic and
steady state valve models respectively, are compared with experimental
results in Figure (7.8). The amplitude of the system with the steady
state valve model is about 65 bar, compared with 58 bar when using the
dynamic valve. The shape of the wave in both cases is very similar
and indicates an excessively strong first harmonic compared with the
experimental trace which has an amplitude of 49 bar and exhibits

considerably more high frequency components.

717. Comparison between results from programs coaputing the non
resonant system performance, cases 2 and 4 1is given in Figure
(7.9). The computed traces are much closer to the experimental results

and the steady state valve model program gives the closest agreement.

718. Comparison of the traces merely by the overall amplitude and
general appearance is in some cases adequate but it can be vague
especially when the waveform is complicated as in Figure (7.9). a
more satisfactory approach would be to compare the harmonic content
of each trace, various deviations from the required shape could then
be ascribed to an excess or a deficiency of a particular harmonic or
number of harmonics. Giving a precise quantitative indication of the

differences in output of various programs.

719. With this object in mind a program was written to perform the

Fourier analysis of any waveform defined by a number of data points.



85

The given waveform is expressed as the amplitude and phase of ten
harmonics directly comparable to the ten harmonic representation of
the experimental results. Simulation results were processed in this
way only in cases where it was felt that harmonic analysis would

give more insight into what was happening.

720. 1In all, two programs were developed to assist in the analysis
of simulation results; the Fourier analysis program described above
(FAN) and a harmonic synthesis program (HARM) which takes 1O
harmonics as data and synthesises the corresponding waveform. HARM
was used to generate the experimental waveforms in Figures 7.4 to

7.7. Both these programs are described in the program report.

721. The Fourier analysis of the four computed waveforms (of Figures
7.8 and 7.9) is given in table 7.3 and is presented as frequency
spectra in Figures 7.10 and 7.11. As anticipated the amplitude of

the first harmonic for the resonant system is very large, the rest

of the spectrum compares reasonably well with the experimental results.
For the system using the dynamic valve model all the harmonics have
slightly smaller amplitudes and greater phase lags than those for

the system using the steady state valve model. These are the

expected effects of the dynamic valve model. The accuracy of the
calculated phase is good for the first four harmonics then it
progressively deteriorates with largg errors in the 8th and lOth
harmonics. However the phase errors of the small amplitude higher
harmonics has very little effect on the overall waveform. This can
be appreciated by noting that an error of 180° in the phase of the
lOth harmonic corresponds to a timing error of 1/20th of the

fundamental period. So it may be concluded that the main problem lies

in the large first harmonic.

722. The amplitude and phase spectra of the non resonant system are
also in reasonable agreement with experimental results. In both
cases the amplitude of the dominant third harmonic is a little low,
but the most significant divergence between experiment and theory

h

lies in the excessively high amplitude of the 4t harmonic computed

by the system incorporating the dynamic valve model. Since a
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similar effect is not evident in any of the other spectra it seems
likely that the effect is due to some numerical interaction between
the non resonant pipe length and the dynamic valve model although
the nature of such an interaction is not obvious. Earlier proéram
tests at the debugging stage checked for numerical unaccuracies or
instabilities by halving the timestep used. Negligible differences
were observed between programs using fine and coarse timesteps
indicating integration inaccuracies and error accumulations were

insignificant.

723. A point worth noting when discussing numerical accuracy

is that the results presented here were calculated on a mean level

of 200 bar. The total non resonant pressure ripple is only a
variation of 23 bar on the mean level, i.e. a variation of 11%%.

The average difference between the computed amplitude and experimental
amplitude from Figure 19 is about 1% bar which when compared to the
amplitude alone is 6%% error, but when compared to the mean level,
which after all is the average magnitude of the numbers manipulated
by the computer, the error is only 0.75%. For the resonant case the
error compared to amplitude is about 25% and compéred to the mean
level it is about 5% (for the program using the dynamic valve model).
Computational errors of up to 5% are usually considered quite
acceptable for engineering purposes therefore the graphs presented
in Figures (7.8) and (7.9) are not bad solutions. ‘But, although it
is recognised that a resonant condition is difficult to predict
accurately one would like to simulate the waveform amplitude more

accurately than to within +25%.

724. The Fourier analysis reveals that the main sources of error
are one or two rogue harmonics rather than the cumulative effect
of errors in all the harmonics so the sequence of tests described
below is an attempt to identify the cause of the observed unaccuracies
and to obtain a best fit for the experimental results. The following

factors were examined:-

1 Pipe friction
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2 Pump leakage
3 Effects due to the dimensions of the equivalent volume
pipeline

4 Effects due to the dynamic valve time constant

7.5 Frictional effecté

725. The mean flow in the outlet pipeline is laminar, consequently
Trikha's method for simulating frequency dependent friction (dynamic
friction) may be used. This series of tests was intended to check
if friction is an important parameter in this system and if the
difference between steady state friction and dynamic friction

warrants the increased computing effort.

726. Figure (7.12) compares pressure ripple traces from programs
using different friction models in a resonant system simulation
with the dynamic valve model and a 14 cm/51 cc equivalent pipeline.
(Case 1 .) A small difference is observed between traces produced
with zero friction and those produced with steady state friction.
Using dynamic friction, however, gives a significant reduction in
overall amplitude. Nevertheless the shape of the waves indicates
that the various friction models do not alter the dominance of the

very strong first harmonic.

727. The same set of tests for a non resonant simulation (case 2 )
is illustrated in Figure (7.13). Again there is an overall
reduction in amplitude when using the dynamic valve model. The
wave shapes indicate a strong 4th harmonic independant of friction

model used.

728. Friction effects for this system are small but the use of a
dynamic friction model is justified on the grounds that any mechanism
for the reduction of amplitude in the resonant condition is useful.
The system simulations using the steady state valve model (cases 3
and 4 ) produced very similar results to those described above when

" different friction models were tried.
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7.6 Pump leakage

729. A set of programs was run for cases 1 to 4 with the pump
leakage term set to zero. The pump flow was adjusted to ensure all
initial conditions were correct. It was expected that omitting

this term would increase the overall amplitudes since the leakage flow
path gives an additional route for high pressures to leak away. As
it tﬁrned out the results from the non resonant simulations were
unaffected, the differences being so small as to be unnoticeable on
a graph. The resonant case showed a very slight increase in
amplitude of about 0.5 bar. The pump leakage, therefore, has
negligible effect on the system simulation. Naturally amplitudes
could be reduced to any required level simply by increasing the pump

leakage, however the pump model would not be very realistic.

7.7 Effects of the equivalent volume pipeline dimensions

7.7.1 Volume effects

730. The equivalent pipeline was kept at a constant iength (14 cm)
but the volume was varied, results were calculated for 40 cc, 51 cc
and 60 cc volumes. A common method of reducing fluid borne noise
is to have an expansion chamber at the pump outlet. It was there-
for expected that increasing the pump volume would significantly
decrease the magnitude of the pressure ripple. This expectation
was confirmed with the resonant system simulation (case 1). A 50
bar peak to trough amplitude was obtained with a 60 cc pipe volume
compared with an amplitude of 71 bar with a 40 cc volume. (Figure
7.14.) Once again the general shape of the waves indicates a very

strong first harmonic irrespective of the volume.

731. The situation is more complicated when examining waveforms
produced by the non resonant system (case 2), Figure (7.15). Little
change is seen in the overall amplitude but the actual shapes of the
waves indicate significant variation in the harmonic content.
Amplitude and phase spectra were generated by Fourier analysis, the

most noticeable volume effects were in the 3rd, 4th and 7th harmonics
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(Figure 7.16 table 7.4). In the dominant third harmonic the 40 cc
volume gave the most accurate amplitude prediction, and increasing
the volume to 60 cc decreased the amplitude by 1.7 bar. Again in
the 4th harmonic the 40 cc volume gave the most accurate results

but this time increasing volume gave increasing amplitude. The 7th
harmonic had a suprisingly strong amplitude when using the 40 cc
volume. A point'worth noting is that in this test the amplitude of
each harmonic shows a definite trend with increasing volume. The
amplitudes of the first and 4th harmonics increase with increasing
volume, the amplitudes of the remainder decrease. None of the other
tests where Fourier analysis was used show such clear cut trends
indicating that the volume of the equivalent pipeline is a very
important and sensitive parameter. Similar trends were not observed

in the phase spectrum.

7.7.2 Length effects

732. For these tests the equivalent pipe was kept at a constant

volume (40 cc) and the length was varied, results were calculated for
10 cm, 14 cm and 18 cm lengths. The results of the resonant system
simulation (case 1 ) are shown in Figure (7.17). Variation of

length does not have as much effect as variation of volume, the

peak amplitude is hardly affected indicating little change in the
fundamental harmonic, but the depth of the trough des vary considerably
implying changes in the higher harmonics. The 18 cm length gives the

best fit with the smallest overall amplitude.

733. Once again the output from the non resonant system is more
difficult to interpret (Figure 7.18). Fourier analysis was performed
and the resulting spectra are shown in Figure (7.19) table (7.5).

The 1% and an harmonics are reasonably accurate irrespective of the
length used. The 3rd harmonic is predicted accurately by the 14 cm
length but is over estimated by the other two lengths. The 14 cm
length alone over estimates the 4th harmonic. The only other features
of note are the strong 7th harmonic when using 10 cm and 14 cm lengths
and the strong lOth harmonic using the 10 cm length. Overall the

18 cm length gives the best fit, no significant trends are evident

and the phase spectrum shows no important features.
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734. Several conclusions may be drawn from the two tests described
above. Firstly, and probably most important, is that for the
resonant case variation of length and volume can be used to reduce
the overall amplitude of the pressure ripple, but unfortunately in
all cases the first harmonic is too strong and swamps any variations
in the higher harmonics to give the distinctive waveshape seen in

all the figures. For the non resonant system the 40 cc volume
produces the best results, unfortunately it produces the worst
results for the resonant system. Accurate prediction of a resonant
condition is more important from an engineering point of view, there-
fore a larger volume must be used. The 60 cc volume is too large
giving severe distortions of the non resonant waveform due to the very
low 3rd harmonic and very large 4th. A reasonable compromise is
achieved with the 51 cc volume, even so the 3rd harmonic is still too
low and the 4th too high although less so. The 18 cm length gives
the best fit for both the resonant and non resonant conditions. It
also gives a slightly high 3rd harmonic for the non resonant system;

so when combined with a 51 cc volume it should give a good fit.

735. In both tests the system simulation using the steady state

valve model showed the same trends.

736. The 14 cm length gives a high 4th harmonic and increasing
volume also increases the 4th harmonic amplitude in a non resonant
system. Therefore the effect noted in the 14 cm/51 cc simulation
discussed earlier appears due to a poor combination of length and
volume, rather than a numerical inaccuracy. However it is not clear
why a 14 cm length should interact with the dynamic valve model to
produce a high 4th harmonic, there is no physical explanation for
it, the pipe period of 4910 is not related to the valve break
frequency (800 Hz) by an integer number, and even if it was, there
is no reason why this should produce an amplitude increase at 684 Hz.
Although highly speculative, the most likely explanation is that

the particular timesteps and integration constants required to
handle the 14 cm pipeline combine in some way to generate an error

which manifests itself as a strong 4th harmonic.
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7.8 Effects Cue to the dynamic valve time constant

737. The final set of tests was to investigate the effects of the
dynamic valve time constant, to check if the simulation was sensitive
to this parameter. The time constant was varied giving break
frequencies corresponding to 600 Hz, 800 Hz, 1000 Hz and 1200 Hz.
(The break frequency determined by experiment was 800 Hz, see the
description of the dynamic valve model.) The results are shown in
Figures (7.20) and (7.21) in each figure only two graphs are plotted
those for the 600 Hz and 1200 Hz break frequencies, the results for

the other two frequencies lie in between the traces given.

738. 1In the resonant system simulation the first harmonic still
dominates. Fourier analysis showed the expected behaviour. As the
break frequency was increased the amplitudes of all the harmonics

also increased but only by a small amount (table 7.5).

739. The non resonant waveform showed some distortion with changing
break frequency. Fourier analysis proved this to be due, almost
entirely, to the decreasing amplitude of the 4th harmonic with
increasing break frequency. A large break frequency corresponds to

a small time constant and therefore a small integration step length
in the dynamic valve model. Since a smaller timestep tends to

reduce the 4th harmonic amplitude this supports the hypothesis put
forward above that the excessive magnitude is due to some integration
inaccuracy in the valve model. This point is discussed further in

the section describing the dynamic valve model.
740. Overall the effects of the time constant are small and there
is no justification for using any other value than the experimentally

determined one.

7.9 The best fit solution

741. The above tests have indicated that a system with a 18 cm/51 cc
equivalent pipeline would give a good fit to the experimental results.

The results of such a simulation are given in Figures (7.22) to (7.27).



742. The resonant system using a dynamic valve model produces an
overall amplitude of 52 bar, compared with an experimental one of

49 bar, giving an amplitude error of 6%. Compared to the mean
pressure level the error is 1%%. (Figure 7.22.,) When using a
steady state valve model the amplitude is 58 bar, an error of 4%
(Figure 7.23). The Fourier analysis spectra (rigure 7.24) reveal
that the first harmonic is still excessively strong and that the
reduction of the overall amplitude is due to a decrease in amplitude

of all the harmonics.

743. The non resonant system simulation using the dynamic valve
model under-estimates the magnitude of the pressure ripple (Figure
7.25) giving an overall amplitude of 20.5 bar compared with an
experimental amplitude of 23 bar, an error of 11%, with respect to
the mean pressure level this is an error of 1.25%. The shape of the
waveform is considerably better than in previous simulations because
of the reduced 4th harmonic (Figure 7.27). When using the steady
state valve model (Figure 7.26) the overall amplitude is also
under-estimated, but the overall shape of the wave is a little

better because of the more accurately predicted 3rd harmonic.

744. It cannot be claimed that the above results represent a best
fit because in the tests parameters were varied over a wide range
but in each test only three or four programs were run. Many more
program runs would be required to fine tune the results to give a
best fit. However it was felt that any further increase in

accuracy would not justify the effort and expense of more tests.

745. Before concluding this section it is appropriate to consider
a few computing aspects of the work so far. The initial conditions
for each of the simulations was a steady flow in the outlet pipe
and zero flow in the equivalent pipeline. The flow ripple was
introduced to both pipes after 0.00l sec and the system was
éimulated for 0.21 seconds to allow the transients to decay and the
steady pressure ripple to develop. All the computed traces shown

in the figures are approximately three periods of the waveform after
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a simulation of 0.21 seconds, the total simulation time was therefore
0.2275 seconds. Earlier tests had shown that with shorter simulation
times the transient had not quite settled down. The actual

execution times varied depending on the pipe lengths and the models
used in each simulation, as well as the timestep used. A summary of
parameters and simulation times for important program runs is given
in table (7.10). An approximate average computing time for a
resonant system with a 14 cm equivalent pipeline using a dynamic
valve model and dynamic friction is 2500 ETU's (ETU = Elapsed time
unit, 1 ETU = 0.25 cpu. seconds on the Exeter 470's) or

approximately 10 minutes of computing time.

746. The sequence of tests provides an opportunity of estimating

the cost of various friction models. The most general way of
presenting friction costs is the number of ETU's required to model
friction at each calculated point in the system for each timestep of
the solution. Comparison between programs shows that dynamic
friction costs on average 3.4 E-3 ETU/calc point/timestep more than
the steady state friction model and 4.7 E-3 ETU/calc point/timestep
more than the zero friction model. These figures will allow friction

costs to be estimated in future programs.

747. In the present series of programsconsidering for example a
resonant system with a dynamic valve model the following computing

times are obtained:-

dynamic friction model 2672 ETU's program 1
steady state friction model 1802 ETU's program 5

zero friction 1384 ETU's program 9

Which clearly shows that modelling dynamic friction in this particular
system accounts for half the computing time. It should »e noted

that the zero friction model sets the friction factor to zero at

each calculated point. This approach is convenient allowing the

use of the same pipe subroutine irrespective of the friction model.
However the pipe subroutine could be rewritten to to model the

frictionless case automatically with further savings in computer costs.
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748. The work described in this section demonstrates that pump flow
ripple can be successfully modelled in the time domain using the

method of characteristics. The system chosen for the simulation was

in fact a steady oscillatory system which could have been simulated more
efficiently using impedance techniques. However the purpose of the
method of characteristics solution is not to compete with well
established impedance techniques but to provide a basis for an
alternative method which may be applied in situations where other

methods cannot be used.

749. In systems using actuators the volume between a pump and the
actuator pistonvaries as the actuator extends, therefore the
impedance of the system varies making calculation using impedance
techniques difficult, requiring repeated calculation at small
increments of the piston travel. Also the system is restricted to
constant load, constant velocity extension so that the mean conditions

at the pump outlet also remain constant.

750. 1In future work the method of characteristics may be applied to
actuator systems, the variation of volume being taken into account

by updating at each timestep. The pump model presented above is
based on an experimentally determined flow ripple at a given set of
mean operating conditions, therefore the application of this model

is restricted to steadyoscillatory cases or to problems where the
transients are small compared to the mean levels and which return to
the same initial conditions. The present model could calculate

the start up transient for an actuator system provided this transient
was not too large, although modelling the ripple over the initial

stages would not be particularly accurate.

751. Using an experimentally determined flow source ripple at one
mean operating condition places a severe restriction on the useful-
ness of the model. The computation of large transients settling at
a different set of mean conditions is impossible. One possible way
of overcoming this problem for systems operating at constant pump
speed would be to store a set of flow ripple harmonics determined
at a number of mean operating pressures. So as the computation
progresses at a given timestep the current value of pressure at the

pump could be used to determine which set of flow ripple harmonics

should be used to calculate the output from the ripple generator
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for the next timestep. The decision process used in the model could
be an interpolation between harmonics at pressure levels bracketing
the current value of pressure or simply selecting the set of
harmonics at a pressure level nearest the current value. More work
is required in the future to investigate the feasibility of such an
approach. The condition that the pump speed is constant simplifies
the problem since speed variations imply frequency variations in

the ripple harmonics. However taking account of speed changes should
be possible using the same approach as for pressure changes.

Although now the flow ripple harmonics would have to be determined

at a number of different pump speeds each at a number of different
pressures, and the computation of the transient would involve
selecting the correct set of harmonics for a given current value of
pressure and speed. Which is theoretically feasible but makes for

an extremely cumbersome model. Nevertheless the method of
characteristics based approach outlined here does provide the starting
point for the analysis of various problems which cannot be handled

using classical analytical techniques.

7.10 Restrictor valve model including dynamic effects

752. Experiments have shown that the impedance of the restrictor
valve is not constant but obeys a transfer function such that;

(Ref. 7.4)

_T = G(s) (7.5)

ZTSS

Where ZT is the instantaneous valve impedance at any frequency
and ZTSS is the steady state impedance. G(s) depends on the mean
operating pressure and at 200 bar it approximates to a first order
lag with a break frequency of approximately 800 Hz (see Figure 7.28

and table (7.9)). Equation (7.5) may therefore be written as

z - 1 (7.6)

N
=]

7SS 1 + Ts
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The steady state flow equation for this valve is given as
1
0 = Pn (7.7)
s :

Wheren = 1.95, K

NI is a constant and P is the pressure drop

across the valve.

753. Impedance is defined as the ratio of pressure to flow (2 =

P/Q). Therefore from equation (7.7) the steady state impedance is:

=
w0
n
D

Which when substituted in equation (7.6) gives:

Z = P
1

n
+
KNLP (1 Ts)

but ZT is the instantaneous relationship between pressure and flow

therefore the above equation becomes

1o |
=Bt

KNLP (L + Ts)

Rearranging and substituting d/dt for the Laplace operator s,
yields the dynamic flow equation for the restrictor valve.
L 1
Q = P o+ x 1™ a (7.8)
s o —. :
dt

n

754. This expression reverts to the steady state flow equation when
db/dt is zero. The physical implication of equation (7.8) is that

with a rapidly increasing pressure drop across the valve, the flow,



at a given instantaneous pressure, is greater than one would expect
from the steady state equation. In other words the pressure lags

the flow.

755. Funk et al (7.5) developed an unsteady flow equation for an

orifice of the form

P = 00 + ___o & | 7.9
2(cdao) 2 (cdnom/2) ? at
N—
S. State Dynamic effect
effect

This implies that with a high rate of change of flow, the flow
through the valve at a given instantaneous pressure is smaller than
one would expect from the steady state equation, therefore the

pressure leads the flow.

756. An equation of the same form as (7.9) can be generated
following the procedure described above but with the first order lag
in equation (7.6) replaced by a first order lead. Experimental
evidence shows that for this particular valve Funk's equation is not

suitable.

757. The computer model for the restrictor is based on the solution
of two equations, the valve equation derived above and the forward
characteristic equation of the pipe connected to the valve. Down-
stream pressure is considered constant therefore only one pipe
equation is required. The time distance plane representation of the

valve model is given in Figure (7.29)

valve equation

1 1
"y (H'- 1)
BorVr T KPP " RuTP de (7.10)

dt
n
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forward characteristic

1 (P, - P) + (v, - VR) + 2vaRl VRI At = O (7.11)
pC
I
dI
where P = (PI - PT)

758. One solution is to express the dp/dt term as a finite difference,
linearise equation (7.10) and solve the two equations simultaneously

for PI and Ve The Barmag valve model illustrated the difficulties

that can arise from linearisation under transient conditions. Although this
particular system oscillates about a mean value and therefore
linarisation would be adequate it was felt that for the sake of

generality an alternative approach should be tried.

Equation (7.10) can be rearranged as follows:- .

1
ap = PprVi -~ KNLPn
dp (7.12)
at 1
(n - 1)
X P
n

Assuming the solution has reached a particular time level t and

the values of PI(t) and VI(t) are known, equation (7.12) is used to

calculate the value of dp/dt. Integration then yields a value of P

a timestep Ato later (P ) and consequently a value of

(£ + At )
(e}
p . . , . , .
It + At ). This new value is now substituted in ecuation (7.11)
to give a value of vi(t + Ato). Thus the solution has progressed one

timestep.

759. A wide variety of techniques is available to perform the
integration of dp/dt, the simplest and easiest to apply being the
Simple Euler method. However to maintain accuracy the timestep AtO
must be sufficiently small. For a first order system it should be
less than one hundreth of the time constant. The method of

characteristics by its very nature imposes a timestep At on the



system simulation, if At is less than the required AtO all is well and
the valve equation may be integrated directly in one step. If however
At is greater than Ato one step integration would be inaccurate,

consequently the integration scheme has to be suitably modified.

760. A break frequency of 800 Hz corresponds to a time constant of

2 x lO_4 seconds, hence for the valve being considered an integration
timestep of Ato = 2 x lO'_-6 seconds is required. The method of
characteristics timestep is approximately 5 x lo_5 seconds so direct
one step integration is not possible. The procedure used is similar

to the one described in chapter 2.

761. The method of characteristic timestep is divided into an
integer number of timesteps AtO each less than _1 th of the time
constant. Similarly Ax the distance between piégocalculation points
is divided into an integer number of intervalsAAxo. The forward
characteristics which apply at the nodes between each AxO interval
intersect the time axis at the nodes of the Ato intervals (Figure
7.30). Each of the new forward characteristic equations is based on
values of PR(i) and VR(i) which are obtained by linear interpolation
between the known values of PR and VR at the calculation point

located a distance Ax from the valve and the values of P and

I(t)
vI(t) at the valve itself. The integration procedure is the same

as described above, equation (7.12) is used to calculate dp/dt, thus it
is integrated over one timestep Ato giving a value of PI(t + Ato),
which in turn is substituted in equation (7.11) (based on

1 v
suitable values of PR(I) and R(i)

) to calculate the flow velocity
VI(t + Ato), the procedure is repeated until the complete interval

At has been integrated.

762. The integration is automatic and is set up by an initialisation
subroutine called before the start of the simulation. The restrictor
model decides whether or not a multiple timestep integration is

required and behaves accordingly. The numerical accuracy of the model
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was checked by substituting computed values back into equations (7.10)
and (7.11), the errors detected were acceptably small. However the
sequence of tests carried out to find the best fit system simulation
indicated that there may be some numerical problems in the dynamic

valve model.

763. The tests investigating the effect of the dynamic valve time
constant in a non resonant system, showed a marked reduction in the
4th harmonic amplitude as the time constant was decreased, (break
frequency increased). The amplitudes of all the other harmonics were
affected to a much lesser degree (table 7.7). Decreasing the valve
time constant increases the number of Ato timesteps required to
integrate between the time levels used in the method of characteristic
solution of the pipes. The increased number of timesteps implies an
increase in numerical accuracy. On the basis of tests carried out

it is impossible to state categorically that this is the reason

for the increased accuracy in predicting the 4th harmonic amplitude,
too many questions are unanswered, in particular why should numerical
inaccuracies manifest themselves as an inaccurate 4th harmonic.
Nevertheless the tests point to an area of uncertainty and future
applications of the dynamic valve model should include tests which
vary the number of integration steps used to check the effect on the

integration scheme described above.
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8. DISCUSSION AND CONCLUSIONS

8.1 Introduction

801. The more general aspect of this work has been an extensive
literature review on dynamic system simulation techniques and
related topics with particular emphasis on their application to
fluid power systems. The method of characteristics emerged as
the most suitable technique for modelling wave propagation in
liquid pipelines in the time domain and it proved to be a
convenient mechanism for linking component model subroutines.
Other techniques although in some cases more accurate or more
efficient are restricted in their application. The method of
characteristics is extremely versatile and even in its most

simplified form is capable of giving good results.

802. From the outset this project was intended to complement
the simulation program HGSP being developed at Bath University.
(N.B. the latest developments in HGSP, now renamed GHSP, are
described in Ref. 8.1.) Some general points may be made about
the respective advantages and disadvantages of lumped parameter

and distributed parameter hydraulic system simulation programs.

803. The fundamental difference between the two approaches has
been pointed out in chapter 1, lumped parameter simulation models
compressibility; friction and fluid inertia can only be dealt with
in a crude way. The method of characteristics models wave

propagation and handles sophisticated friction models with ease.

804. More specific differences arise when considering the solution
procedures adopted for the two approaches. Lumped parameter
programs can use centralised integration with the potential of using
very sophisticated integration routines such as Gear's algorithm

for stiff systems. The number of state variables which may be
integrated simultaneously imposes a certain limit on the size of a
system model. This however is not usually a great restriction since

the ratio between time constants of hydraulic components can be very
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large and it is possible to eliminate state variables by assuming
these components act very quickly and are therefore instantaneous,
or act very slowly and are therefore constant. The elimination

of extreme state variables also reduces the system stiffness,
leaving on}y state variables in the range which the system

designer feels may affect a particular aspect of system performance.
The situation is somewhat complicated by the fact that some systems
are inherantly stiff and the fast and slow time constants cannot

be eliminated. (Ref. 8.2.) Variable multiple step integrators
tend to be sensitive to discontinuities which must be detected and
negotiated by interval halving and restarting (Ref. 8.1), this all
complicates the integration process. Problems may be avoided by
replacing an instantaneous change in the gradient or in the value
of a parameter by a rapid but continuous function, at the expense
however of introducing stiffness. Due to the centralised integrator
the construction of a system program requires careful ordering of
the component model subroutines. For a general purpose program a
complex sorting routine is required (program generator). Storage
reéuirements increase as the square of the number of statevariables

since the integrator handles data in matrix form.

805. Method of characteristics programs are limited to simple,
usually explicit integration methods if the integrator is included

in the component model. More advanced integrators may be used in

the form an external subroutine, but increased integration

efficiency and capability must be balanced against time lost due to
transfers of control and any interfacing required between the
integration method and the method of characteristics. If integration
is distributed amongst the component models there is in principal

no limit to the system size which may be simulated, however there are
practical restrictions relating to computing-time and computer
storage. Storage requirements increase linearly with the number of
components and because of the sequential nature of ‘the solution,

sorting of component models is not necessary.

8.2 Operational status of the method of characteristics program

develoged
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806. The program consists of a general stfucture which may be used
to model a variety of systems by using the appropriate component
model subroutines. At present the program is not user orientated,
to model a given system the user has to write data input and output
coding and a specific main program following the format specified in
the program report ( :part II). No alterations are required to the
component model subroutines, except possibly changes to the array
dimension statements if the user desires to minimise storage
requirements. Standard fortran and single precision arithmetic is
used throughout, and the use of facilities specific to a given
installation or operating system has been avoided. The aim was to
produce a structure which could easily be converted into an inter-
active user orientated program. The data storage and manipulation
is organised with this in mind and since a sorting routine is not
necessary the task would be relatively easy although a considerable

volume of interactive coding would be required.

807. The programs produced are intended for use on small computers,
however the logistics of designing and testing a large complicated
program precluded the use of a mini-computer for program development.
Initially all computing work was performed on the South Western
Universities Computer Network, primarily on the ICL 470's at

Cardiff and Exeter, all programs were run in batch mode. Later work
was carried out on the Avon Universities Multics system} an inter-
active facility. However, except for Fourier analysis, the programs
were too large and time consuming to be run economically in the

interactive mode.

808. No general quidelines can be given as to the computer times
required by the method of characteristics program, since too many
factors affect execution time. The time requirements for each

specific simulation are discussed in the relevant chapters.

809. The storage required for the program plus the component model

subroutines but excluding data arrays averaged at 20K words, which
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on a two byte per word machine such as the PDPII, translates to
40K bytes of store. The development programs used very large

(24K word) data arrays, the majority of this was used for diagnostic
purposes and was therefore redundant. A generous estimate of data
storage for an average 10 pipe (100 calculation point per pipe),
and 10 component system is 7500 words, that is 15K bytes. Thus

a reasonably sized system simulation would require approximately
55K bytes of store, well within the capacity of most computer
installations. An additional 6K bytes is required if the dynamic
fluid friction model is used. If necessary savings can be made by
overlaying. In particular the initialising routines are called
only once and may be written out to disc without incurring any

penalty in terms of execution time.

810. The library of tested component model subroutines is presented
in the program report ( part II). Other subroutines have been
prepared but have not been tested in system simulations. These
include; a branch point where up to 10 pipes meet, a check valve,

a two port flow control valve, an actuator plus load model and a

linearised orifice model.

8.3 Discussion of the method of characteristic program

811. The program is based on a simple form of the method of
characteristics using a constant timestep and a fixed regular grid
with no interpolation. The characteristic equations are integrated
using a first order finite difference method. Fluid friction can

be simulated by steady state or frequency dependent models. All
dynamic components are integrated using Simple Euler, where necessary
an interpolation is used to interface the method of characteristics

timestep and the component timestep.

812. The integration techniques used were found to be adequate for
the systems simulated. Simple Euler integration plus interpolation
proved easy to program, test and debug, however for more complex
components such as the Barmag valve the method was found to be

intractable. The addition and deletion of equations was awkward
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and time ccnsuming. From the point of view of component model
development where frequent changes of component equations is
anticipated a centralised integrator may be more practical. Since
the largest timestep is defined by the method of characteristics
there is little advantage in using higher order variable timestep
integration methods which can accurately solve the boundary
conditions using larger timesteps. One is only concerned with
integration accuracy when components require a smaller timestep than
that imposed by the method of characteristics, and for this purpose
the integration techniques discussed above are adequate. However,
the recommendations for future work, namely the interfacing of HGSP
with the method of characteristics, include a scheme where a
centralised integrator uses timesteps greater than the method of
characteristics timestep. This is primarily to avoid tampering
with the existing integrator set up for HGSP, but it may prove
advantageous to impose a limit on the maximum integration step

length.

813. The method of characteristics provides an excellent frame-
work for a system simulation program. The pipelines isolate each
component model and allow the use of a wide-choice of solution
methods for each boundary. It is possible therefore to custom
build a system model with different solution methods employed at
each boundary, esach method matched specifically to the requirements
of its component model. To a large extent this is what has been done
in this project, the problems encountered indicate that a general
approach to modelling boundary conditions would be more practical
in the long term. Lumped parameter modelling techniques as used

in the HGSP package have advantages which are complementary to the
method of characteristics program. The centralised integrator
provides a general way of solving boundary conditions and the large
library of component models is a useful resource for setting up
boundaries consisting of one or more components. Rather than

developing a separate user orientated package based on the method of
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characteristics with its own component model library it is more
practical to incorporate the method of characteristics into HGSP
to make use of all the facilities already available. Two schemes

for such a marriage are proposed in chapter 9.

8.4 Summary of conclusions

814. The transmission system simulations (chapter 5) served as a
test of the general program structure and gave good agreement with
theoretical analysis and lumped parameter simulation. The program
was sensitive to numerically generated gradient discontinuities in
the load model and a 'smoothed' interpolation routine was required
to prevent spurious oscillations. Computing times were
approximately five times greater than those of the lumped parameter

program.

8l5. The Barmag flow control valve simulation investigated the
modelling of fast acting components and involved developing a
linearised integration method for the set of non linear,

discontinuous component equations.

816. The pump model with flow ripple examined the feasibility of
using the method of characteristics to model high frequency pressure
ripple, i.e. fluid borne noise in hydraulic systems. The study was
based on a semi-empirical pump model which was tuned to fit
experimental results. Experimental correlation was good and the
model behaviour was consistent with real physical effects. The
simulation also provided an opportunity for evaluating the
performance of the frequency dependent friction subroutine and

testing the effect of a dynamic restrictor valve model.

817. This project has shown that a simple form of the method of
characteristics is adequate for the simulation of fluid power systems
even at high frequencies. The limiting factor om program performance
is not the pipe model or the friction model but the boundary conditions

imposed by components. Simple integration of components is perfectly
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adequate but can be time consuming when developing models. The
method of characteristics is suitable for system simulation on
small computers but is not ideal for a general purpose simulation
package and a marriage with the lumped parameter technique as used

in HGSP is the more practical solution.

818. A promising area of study is the modelling of fluid borne
noise in the time domain by the method of characteristics. Future
work could include the development of a specific program and library

of components orientated towards this application.
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9. RECOMMENDATIONS FOR FUTURE WORK

9.1 Introduction

901. Two possible ways of incorporating distributed parameter pipe-
line models into the HGSP package are discussed in this chapter. 1In
both instances the pipeline model is based on the method of

characteristics.

(1) Development of a pipe model which fits into the
existing HGSP program structure as simply another
component model subroutine. Except in this case
the pipe performance is not determined by
integrating the compressibility equation using
Gear's algorithm. Instead, as far as HGSP is
concerned, the pipe is treated as a steady state
model without any need of the centralised
integrator. The solution of the pipeline
compatibility equations, i.e. finite difference
integration, is performed inside the pipe model

subroutine.

(ii) Development of a new program structure where the
HGSP package is used to determine the boundary
conditions for a network of pipes modelled using
the method of characteristics. Essentially this
would be a method of characteristics program
structure, similar to that described in the
program report ( .part II) with the HGSP package
acting as a sophisticated mechanism for creating

and solving component models.

Approach II is considerably more ambitious as it would involve
stripping down the HGSP package, making it subordinate to a new
program structure and rewriting large portions of the interactive
input and output coding. Approach I has more potential in the short

term since major changes to the HGSP structure are not necessary.
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9.2 APPROACH I: Development of a distributed parameter subroutine

for use in HGSP

902. The practical feasibility of the procedures outlined here cannot
be fully appreciated until actual attempts have been made at
programming the subroutine. Therefore the scheme proposed below
should only be considered as a description of the problems anticipated

and possible solutions to those problems.

903. The basic principles of interfacing the method of characteristics
with component models using more complicated integration have been
discussed in chapter two and applied in chapter seven to thé dynamic
valve model. To summarise; the pipe behaviour is defined by the finite
difference form of the compatibility equations, with two unknowns,
pressure and flow. At all internal calculation points the two
compatibility equations apply simultaneously and may be solved directly
for both unknowns. However, at the boundaries only one equation applies
and so the boundary component must specify one of the unknowns to

allow the other to be calculated.

904. The solution scheme for HGSP is illustrated by considering as an
example a pump connected via a long pipeline to a relief valve (Figure
9.1). The outputs from the pump and relief valve models are flows
which act as inputs to the pipe model which returns values of pressure
to both components. The situation is shown on the time distance

plane in Figure (9.2).

905. Assuming the solution is complete at time level 1, conditions at
all internal points may be calculated directly for the next time level.

(time = At + Atc, where t_ is the fixed timestep due to the method

c
of characteristics.) The boundary conditions cannot be calculated
until the pump and relief valve pressures are known at time t + Atc.
Gear's algorithm proceeds with a variable timestep which may be larger
or smaller than that used for the method of characteristics. When
smaller timesteps are used the pipe model outputs (Pp and PRV) are

calculated using the procedure explained in chapter two. Finally when

the solution exceeds time level 2 the output from the component models |
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(QRV’ QP) may be interpolated to give exact values at time t + Atc.

Now the compatibility equatiogs at the boundary may be used to calculate
PRV2' sz, hence completely specifying the solution at time level 2.

If the Gear's algorithm timestep is greater than that used by the
method of characteristics boundary flow values at all intermediate time

levels may be calculated directly by interpolation.
906. The computing problems and requirements may be listed as follows:-

(a) The HGSP program structure is such that the pipe sub-
routine is called every time the integrator calls the
system description subroutine, which may be several
times per timestep. This is because Gear's algorithm
is a variable order predictor - corrector method.

The pipe model on the other hand has to call sub-
routines for calculating all internal conditions and
friction factors, but only at fixed intervals. There-
fore the current value of time, according to the
integrator,is required as an input each time the
pipe routine is called, plus a system of flags and
conditional statements to ensure that transfers of

control only occur at the correct times.

(b) HGSP uses interactive data input subroutines to
specify component parameters. The corresponding
routine for the pipe model must include facilities
for calculating theApipe wavespeed, for setting up
a suitable timestep and for working out the

" necessary number of calculation points and the
initial conditions at each point. In HGSP
individual component data which does not change
as the solution progresses is stored in an array
named CON. Time varying data is transferred via the
subroutine argument list. The vipe model however
will contain time varying data which is of no
interest outside the routine, this data must be
stored in arrays and suitable coding will have to

be inserted in the main program to set up the
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necessary common block storage.

{c) Since the pipe appears to be a steady state model
the output pressure (Pp, PRV) are not considered as
state variables. Consequently the program generator
will assume that their values are not known at the
start of the simulation and will work out the calling
sequence in the system description routine
accordingly. This may result in problems so the
presentation of the model should be carefully
examined to ensure that the program generator is

not confused.

9.3 APPROACH II: Development of a new program structure

incorporating HGSP

907. The design of a completely new program structure based on the
method of characteristics and incorporating HGSP probably represents
a logical next step in the development of a versatile user orientated
simulation language. The task is considerable and it would be
impossible at this stage to propose a scheme for such a program.

However some advantages are immediately apparent.

908. The HGSP component model library is very comprehensive.
Individual components could be used directly and more complex boundaries
consisting of several components could be created using the program
generator. Since the individual components or clusters of components
are separated by distributed parameter pipelines, the integration is
performed sequentially rather than simultaneously. The maximum
system size which may be handled is no longer limited by the capacity
of the integration algorithm or the core storage of the computer.
Provided the largest cluster of components and the adjoining pipes is
within capacity, the rest of the system may be temporarily written
out to disc. The potential for overlaying would not be so great when
using a distributed parameter pipeline simply as a component model.
Naturally overlaying is paid for by increased computing time, however
often this is not the most important consideration. The ability to

handle large and complex system simulations on a relatively modest
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computer is a definite advantage.
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3 prog 220% KLIN=5.00E-11
4

30
prog 2300 KLIN=200E-10
L
25}
TIME (S)
0 0.1 0-2 0-3 0.4 0-5

FIGURE 6.9 COMPARISON BETWEEN LUMPED PARAMETER AND
METHOD OF CHARACTERISTICS PROGRAMS
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At OUTLET PIPELINE

PIPELINE EQUIVALENT TO
PUMP INTERNAL VOLUME

FIGURE 7.2 TIME-DISTANCE PLANE DIAGRAM FOR
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RESTRICTOR
PUMP MODEL VALVE
— T T T T /17 OUTLET PIPE
-
EQUIVALENT VOLUME
I PIPELINE L]
ZERO FLOW PIPE
| | TERMINATION
[ '

FIGURE 7.3 SYSTEM SIMULATED TO TEST THE PUMP MODEL
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PRESSURE
(BARI 1
20

16 -EXPERIMENTAL RESULTS
-DYNAMIC VALVE MODEL
-STEADY STATE VALVE MODEL

12

1 2 3 8 9 10 HARMONIC NO

FIG.7-10Q AMPLITUDE SPECTRUM RESONANT SYSTEM
(Ucm/51cc EQU. PIPE)

PHASE (
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20
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-20

-60
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-1.00

FIG.7 10b PHASE SPECTRUM
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PRESSURE (BAR)

10 HARMONIC NO

FIG. 7.11a AMPLITUDE SPECTRUM NON RESONANT SYSTEM
(Ucm/51cc EQU. PIPE)

PHASE
-16 0

+180

EXPERIMENTAL RESULTS
160 DYNAMIC VALVE MODEL

+STEADY STATE VALVE MODEL
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FIG. 7-11b  PHASE SPECTRUM
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10 HARMONIC NO.

FIG. 719a AMPLITUDE SPECTRUM VOLUME EFFECTS
NON RESONANT SYSTEM
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FIG.7 19b PHASE SPECTRUM
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PRESSURE
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-EXPERIMENTAL RESULTS
sDYNAMIC VALVE MODEL
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FIG. 724a AMPLITUDE SPECTRUM RESONANT SYSTEM
(18cm/51cc EQU, PIPE)
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FIG. 724b PHASE SPECTRUM
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PRESSURE .BAR'

10 HARMONIC NO

FIG. 727a AMPLITUDE SPECTRUM NON RESONANT SYSTEM
(18cm/51cc EQU PIPE)
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FIGURE 7-28 BODE PLOT OF RESTRICTOR VALVE
IMPEDANCE AT 200 BAR
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Outlet pipe from pump P L/

) /\ul P

X

(+ve flow direction)}

T
P,V t+At T
FORWARD
CHARACTERISTIC
At
PR‘VR t _!_

FIGURE 7-29 RESTRICTOR VALVE ON TIME-DISTANCE PLANE

At
P v taat
- B
FORWARD —{Prvq); — ith INTEGRATION
CHARACTERISTICS
- At
A
- — 2nd INTEGRATION
—_ — 1st INTEGRATION-
pRrVR /
I [ I ] I | I -
L Ax i

FIGURE 7-30 MULTIPLE STEP INTEGRATION SCHEME
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SUBROUTINE
TO SOLVE FOR

INTERNA. POINTS

PUMP PIPE
MODEL MODEL
GEARS
INTEGRATION
ROUTINE

PIPE FRICTION
MODEL

RELIEF VALVE
MODEL

FIGURE 91 SCHEME FOR INTERFACING THE METHOD OF
CHARACTERISTICS WITH HGSP.

TIME

BACKWARD
CHARACTERISTICS

TIME LEVEL 3

TIME LEVEL 2

TIME LEVEL 1

PUMP BOUNDARY

FORWARD
CHARACTERISTICS

RV

RV3

RV

RELIEF VALVE
BOUNDARY

FIGURE 92 SYSTEM SHOWN ON THE TIME-DISTANCE PLANE
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Qs DATA REYROLLE A200 (7 PISTON)

MEAN PRESSURE 200 bar
MEAN FLOW 0.7 1/sec
PUMP SPEED . 153.5 rad/sec (1466 rpm)
HARMONIC FREQUENCY AMPLITUDE PHASE
NO (Hz) (1/sec) (degrees)
1 171 0.0758 -24
2 342 0.0550 +33
3 513 0.0538 +78
4 684 0.0439 +136
5 855 0.0424 ~167
6 1026 0.0337 -120
7 1197 0.0314 -60
8 1368 0.0270 -8
9 1539 0.0253 +46
10 1710 0.0224 +99

TABLE 7.1 EXPERIMENTALLY DETERMINED Qs DATA FOR THE

REYROLLE A200 PUMP
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NON RESONANT PIPE LENGTH 2.661 M (DYNAMIC VALVE MODEL)

EXPERIMENTAL 14 cm/40 cc 14 cm/51 cc 14 cm/60 cc
RESULTS PROG. NO. 14 PROG. NO. 2 PROG. NO. 18
3.73 3.67 3.76 3.86
2.21 1.89 1.81 1.75
= 5.83 5.88 4.80 4.17
g, 2.80 3.56 4.19 4.66
g 1.29 1.17 1.07 0.99
E 1.81 1.72 1.37 1.18
g 1.71 2.76 1.96 1.50
0.68 0.57 0.50 0.46
0.77 0.67 0.54 0.46
0.52 0.59 0.42 0.34
37 . 41.5 44.2 43.7
-41 -35.9 -30.8 -31.4
11 9.2 15.2 13.2
. 173 -177.1 -177.2 169.0
% 116 123.9 137.2 135.9
. 169 165.9 -177.0 -178.0
0
8 -59 -85.6 -86.0 -96.1
- :
-94 -77.8 -53.8 -54.5
-34 -27.8 -0.6 -1.1
48 31.7 58.6 56.3

TABLE 7.4 FOURIER ANALYSIS NON RESONANT SYSTEM, EQUIVALENT PIPE-

LINE VOLUME EFFECTS




180

NON RESONANT PIPE LENGTH 2.661 M (DYNAMIC VALVE MODEL)
EXPERIMENTAL 10 cm/40 cc 14 cm/40 cc 18 cm/40 cc
RESULTS PROG. NO. 22 PROG. NO. 14 PROG. NO. 26

3.73 3.55 3.67 3.49

2.21 1.97 1.89 2.02

5- 5.83 6.38 5.88 6.37
a8 2.80 2.89 3.56 2.71
§ 1.29 1.29 1.17 1.28
> 1.81 2.01 1.72 1.68
g 1.71 2.64 2.76 2.00
0.68 0.70 0.57 0.56

0.77 0.89 0.67 0.44

0.52 1.09 0.59 0.19

37 42.3 41.5 43.2

-41 -35.5 -35.9 -34.7

11 12.6 9.2 14.4

9 173 -169.9 -177.1 ~169.3
= 116 125.5 123.9 126.9
g 169 170.0 165.9 171.9
2 -59 -47.5 -85.6 -70.0
-94 -74.6 -77.8 -72.9

-34 -22.6 -27.8 -20.1

48 61.0 31.7 31.1

TABLE 7.5 FOURIER ANALYSIS — NON RESONANT SYSTEM, EQUIVALENT PIPE-

LINE LENGTH EFFECTS
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Z

HARMONIC NO. FREQUENCY HZ AMPLITUDE EI' (dB) PHASE (DEG)
TSS
1 171 -0.72 -15
2 342 -1.83 -20
3 513 -1.21 -30
4 684 -2.73 -41
5 855 -3.61 -47
6 1026 -4.01 -58
7 1197 -4.15 -57
8 1368 -3.74 -49
9 1539 -5.51 -68
10 1710 -5.51 -75

TABLE 7.9 DYNAMIC CHARACTERISTICS OF RESTRICTOR VALVE
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APPENDIX 5.1 OPEN LOOP HYDROSTATIC TRANSMISSION SYSTEM DATA (14 KW APPROX.)

WALL YOUNG'S 2
DIA (mm) LENGTH (m) THICKNESS (mm) MODULUS (N/m")
PIPE 1 33 1.0 2.5 1.165 x 10°t
1
PIPE 2 17 4.0 1.5 1.165 x 10 1
PIPE 3 17 1.0 1.5 1.165 x lOll
PUMP DATA
displacement DP = 5.16 x lO—3 1/rad
slip loss coefficients KLP = 3.25 x lO—13 mS/Ns
KTP = 6.50 x 10 > m°/Ns
torque loss coefficient KVP = 3.60 x 10—2 Nm/ (rad/s)
inertia IPM = 0.1 Kg m2
MOTOR DATA
displacement DM = 7.73 x 10—3 1/rad
slip loss coefficients KM = 4.87 x 10_13 mS/Ns
KTM = 9.75 X 10_13 mS/Ns
torque loss coefficient KM = 5.39 x lO“2 Nm/ (rad/s)
inertia M = 0.14 Kg m2
LOAD DATA
load inertia = 0.44 Kg/m2
viscous friction = 0.63 Nm/(rad/sec)
INITIAL CONDITIONS
All pipe pressures 5 bar Pump speed = 2100 rpm

load speed = O
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APPENDIX 5.2 DYNAMIC ANALYSIS OF SIMPLE TRANSMISSION SYSTEM

System equations

Pump £low % pump = ¥p Pp ¥p T Kup * Kpp)® 1

Motor flow QI MOTOR — “m Dm X + (KLM + KTM)P 2

Compressibility Q = dp 3

A
BE dt

where P is the system pressure and V is the volume of the system

pipeline. All other parameters are defined in appendix 5.1.

The above set of equations can be represented as a block diagram
(Figure 1 ) and a transfer function can be obtained between xP and

W .
m

Wy = K 4
— 2
X (s™ + 2zw_s + w_2)
m n n
where
K = w B_.D D x
p E p m™m 5
\" IL
2;wn = BE KTS IL + fLV 6
v IL
2 . f + (D X )28
wno = £ By Kpg mm’ E 7
v IL

where



= + + + 8
Krs T e T K T Kow t Fm
Substituting values from appendix 5.1 into expressions 6 , 7
and 8 allows values of damping ratio C and natural frequency W to

be calculated.

The damped natural frequency is given by the expression

For the transmission system in question the following values

were obtained

0.186
15.3 rad/sec

damping ratio ¢

damped natural frequency w
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APPENDIX 5.3 CLOSED LOOP HYDROSTATIC BOAT TRANSMISSION DATA

PIPE DATA
WALL YOUNG'S 2
DIA (mm) LENGTH (m) THICKNESS (mm) MODULUS (N/m")
PIPE 1 17.0 1.1 1.5 5.98 x 10™°
PIPE 2 17.0 3.3 1.5 5.98 x 10°°
PIPE 3 17.0 3.3 1.5 5.98 x 10°°
PIPE 4 17.0 1.1 1.5 5.98 x 10°°
PUMP DATA
displacement DP = 5.16 x 10°  1/rad
slip loss coefficients KLP = 6.07 x 10_13 mS/NS
kTP = 1.21 x 102 ;5/ne
torque loss coefficient KVM = 1.92 x 10 2 Nm/ (rad/sec)
2
inertia IPM = 0.1 Kg m
MOTOR DATA
displacement DM = 7.73 x lO_3 l/rad
- 5
slip loss coefficients KIM = 9.09 x 101>  m”/Ns
- 5
KTM = 1.82 x 10 2 g /Ns
torque loss coefficient KVM = 2.89 x 10_2 Nm/ (rad/sec)
2
inertia IM = 0.14 Kg m
BOOST PUMP AND RELIEF VALVE DATA
Boost pressure PB = 5.0 bar
Relief valve cracking
pressure PCRV =200 bar
Check valve cracking
pressure PCNR = 1.0 bar
-9 3 2
Relief valve gradient GRV = 4.0 x 10 (M~ /s)/(N/m”)
-9 3 2
Check valve gradient GNRV = 4.0 x 10 (M /s)/(N/m"™)

PRIME MOVER AND LOAD DATA

Prime mover and load characteristics are given in Figures 1 and 2
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Prime mover inertia IE = 1.0 Kg m2
Propeller diameter PDIA = 0.411 m
Frontal area of boat AB = 0.85 2
brag coefficient CDh = 0.3 -
Propeller inertia IP = 0.3 Kg m2
Mass of boat BMS = 5000 Kg

INITIAL CONDITIONS

All pipe pressures 5 bar

Initial pump speed 2068 rpm (2100 nominal) Initial pump torque = 7.79 Nm
Initial load speedAO m/s

Initial propellor speed O rad/sec
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APPENDIX 6.1 TEST FOR INTEGRATION ACCURACY AND STABILITY

RICHARDSON EXTRAPOLATION

In general for a Pth order numerical integration method the.
following relationship applies, and is a measure of the numerical

errors produced.
T - c(h)= Kh® 1

where T is the true solution, c(h) the computed solution with

step length h and K is some constant.

Therefore T - c(2ho) ~ 2p hOPK 2
T-c(h) ~hFx 3
O O
- N p
T -clhyy)~_1 h°"K 4
,P
thus
_ o wP._ P, P _
c(h, o) - clh) = h K EO_K__hOK(l 1) 5
2P 2P
ch) - ch )~ 2Pn k - h Px ~ 2Pn Px(1 - 1) 6
O (o] (o] (o] (o] e
P
thus
c("°73) -ch) 1 _ c(bt) - c(2t) 1 7
2p c(2At) - c(4At) 5P

c(ho) - c(2ho)

In a system where the solution is represented by i variables

(yl, Vor ¥3 eeees yi) equation 7 <can be written as
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At 2At. 2
(v -V, )

1 4 J

L e I

I

At 2At
ro-y| o2 1
20t 4At, 2
_y

) 20t 4At
['li - ll 2 2P

(yj J

o1 -

1

The term I’yAt - y2At “ 5 is called a 2 norm and represents a

distance between points in a multidimensional space.

The Barmag valve solution is in seven variables however four
of these areiof the order lO-4 (x, QT' QI' Qo) and three are of order
105 (PI, Po’ PC). The small variables would be negligible in
evaluating the 2 norm. Equation 8 1is evaluated at three instants

in time and the results are presented in table 1 .

8
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APPENDIX 6.2 THEORETICAL ANALYSIS OF SPOOL~DAMPER MECHANISM

The spool and damper mechanism was reduced to the system shown in
Figure 1. Flow through the damping restrictor was assumed to obey a

linear pressure flow relationship.
Qr = KL(Po - Pc) ‘ 1

Considering the fluid compressibility in the spring chamber

volume and a force balance on the spool yields the following equations

KL(PO - Pc) +Ax = Vc P 2

-PA = Mx + fx + kx 3

Equations 2 and 3 are shown as a block diagram in Figure 2 .
The closed loop transfer function between PO (input) and x (output)

is;

_§.= AKL 4
- P (KL + Tcs)(Ms2 + fs + k) + als

Note Tc is the time constant of the spring chamber volume only.

Tc = VC The characteristic equation of the transfer function is;
B8
s3 + M+T€£ 52 + f+TK+ A2 s + K_K = 0 5
<KL c ) (KL s ) L
T M T M T M
c c c

Any third order system can be treated as the product of a first

and second order system.

(1 + Ts)(s2 + 2zw s + w 2) 6
n n
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The purpose of this analysis was to investigate how the time
constant T, the damping ratio ¢ and the natural frequency w were
affected by varying certain parameters defining the spool-damping
mechanism. Unfortunately direct algebraic expressions could not be

found for T, ¢ and w . and a numerical approach was required.

A third order equation such as equation 5 has three roots which
may be plotted on an Argand diagram (Figure 3). T, g and w are
defined by the position of the roots. Using a numerical polynominal
equation solver the roots of the characteristic equation may be
found in terms of their real and imaginary parts and hence T, ¥ and

w may be calculated.

Computer program pl.list used the above procedure to investigate
the effect of flow coefficient KL on the spool performance. KL was
incremented thus altering the coefficients of the characteristic
equation, at each step the roots were found and the corresponding

values of T, £ and wn were calculated.
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APPENDIX 7.1 GENERAL DATA FOR SYSTEM SIMULATION USING THE PUMP MODEL
INCORPORATING FLOW RIPPLE '

PIPE DATA
Outlet pipeline Equivalent pipeline
diameter 15 mm variable
wall thickness 1.5 mm 1.5 mm
2

Young's modulus 1.165 x 10" N/m 1.165 x 10" N/m2

length 3.944 m or 2.661l m 10 cm/14 cm/18 cm
PUMP DATA

ideal flow 0.735 1/sec

number of pistons 7
leakage constant 1.7561 x 10_12(M3/s)/N/m2
speed 153.5 rad/sec

RESTRICTOR VALVE DATA

Steady state model Dynamic valve model
discharge coefficient 0.7 0.7

area 4.7605 x 107° m® 4.1485 x 10°° n?
downstream pressure 1 1

index —_— 1.95

time constant _— 1.989%E-4s
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MAIN PROGRAM STRUCTURE

INTRODUCTION

;This docupent déscribes the structure and execution of a
complete method of characteristics program. The Barmag valve
simulation is used as an example of a typical application. Component
model subroutines are documented separately. However, the data storage
and overall format of component models is discussed, to enable a user

with some knowledge of Fortran programming to write a specific

'simulation program and to develop further component model subroutines.
Certain sections of the main program are essential for the

execution of the method of characteristics and so must be included in
%all programs irrespective of the application. Other sections such as
;those dealing with the output of data or the setting of common blocks
;are not critical and may therefore be tailored to suit the users specific
‘requirements.

Data Storage

Two types of component data are defined; parameters which remain
constant throughout a simulation, called constant data, and parameters
which vary with each timestep, called dynamic data. For example the

data storage arrays for the Barmag valve subroutine are:

constant data array FCV(15,NV) held in named common block BLK35
dynamic data array FCVD(5,IT,NV) held in named common block BLK36

The majority of data transfer between the main program and various
subroutines is via named common blocks, this is faster and more

convenient than transfer through subroutine argument lists.

The argument NV is a component number which distinguishes between
components of the same type. In a system with two Barmag valves the
array elements FCV(9,1), FCV(9,2) contain the value of the preset
orifice setting for valves 1 and 2 respectively. The argument IT is
a relative time level indicator which shows the time at which a
particular parameter was calculated. For example array element FCVD(1,

5,1) contains the compensator spool position at time level 5 (say time
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= t) for valve number 1. Element FCVD(1l,4,1l) contains the value of
spool position at the previous time level (time = t-At). A system
simulation may take several thousand timesteps so it is impractical to
store every item of dynamic data. The dynamic data arrays are over-
written with new data as the solution progresses. At present the
maximum value of IT is 10, which means that at any instant the dynamic
data arrays contain the current value of every dynamic parameter plus
the values calculated at 9 previous timesteps. In fact only the
current value and one previous value are required for the successful
execution of the program. IT maximum was set at 10 simply to store
sufficient previous values for diagnostic purposes, array sizes can be

minimised by setting IT maximum as 2.

Generally the user must specify the values of all constant array
elements and the initial values of all dynamic parameters. (See below
the read data section of the main program.) For some components
initialising subroutines are called to calculate the values of constant
parameters or to initialise the dynamic data arrays. The program
documentation for each component gives details of the data arrays used
and which array elements must be assigned values by the user at the

start of the program.

Main Program

The main program structure is described in two parts; first a
general discussion of how the program works outlining the essential
features and the options open to the user, followed by a description of
the Barmag valve simulation as an example of a specific application.
The operation of the program is quite simple since the majority of
computing is executed inside subroutines. Figure 1 1is a flowchart

showing the important features.

The computing environment is set by declaration statements at the
head of the program. The data input includes a number of essential
parameters, a number of optional parameters controlling the output of
results, and all component data as specified in the documentation.
Initialising subroutines are called to calculate any data which was not

explicitly read in.
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The simulation starts by setting the indicators IT = 2, ITM = 1,
JT = 2. The function of IT has been explained above, ITM is used in
accessing data valuesone timestep previous to the current time level.
JT is used to calculate the current value of time at each step and
indicates the number of timesteps taken by the solution. A sequence of
call statements to component model subroutines calculates the system
performance at the current time level. The sequence of call statements
is called the system description. A check is made to see if results
printout is required, if so the program branches, performs the output
operations and increments the printout counters. The indicators IT,
ITM, and JT are incremented. Conditional statements determine if IT
has exceeded the maximum value (usually 10) and reset it to 1. If
IT does equal 1, ITM is set to IT maximum (usually 10). If the
simulation time limit has been reached the program stops, otherwise
it loops back, the value of time is recalculated and the sequence of
call statements is repeated. The program continues to loop until the

simulation time limit is reached.

The declaration statements at the start of the program must
include; dimension statements for all arrays used in the main program,
labelled common statements as specified in the documentation for the
system component models, any EXTERNAL statements required by plotting
routines and any REAL or INTEGER statements. The dimensions in the
labelled common statements must be the same as those of the corresponding
statements in the subroutine listings. Otherwise the program may fail
to compile, or if it does compile values will be assigned to the wrong
data locations and the program will crash. The user may have to edit
the component model subroutines to ensure that this requirement is

satisfied, This is an easy task using a standard context editor.

The following parameters control program execution and must be

assigned values at the start of the program.

TLIM - the time limit specifying the number of seconds
of simulation time required. This is not a computer
time limit, default computer time limits are set
outside the program and depend on the operating

system.
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MAXP - a number specifying the total number of pipes in
the system.

NPS ~ the number of the shortest pipe in the system.‘

FCTR ~ a factor used for artificially setting the
simulation timestep. Its function is described

in the documentation for subroutine CLPNT.

Parameters for controlling the output of results are all defined

by the user and depend on the particular output scheme required.

The initialising subroutines complete the task of setting all the
system data necessary for a simulation. The routines most commonly

used are:-

FLUID - to calculate the properties of the hydraulic fluid.
The user may omit this subroutine provided values

are assigned to the variables:-

RHO - fluid density Kg/M3
AVISC - absolute viscosity Ns/M2
BM - isentropic bulk modulus N/M2
WAVSPD - calculates the wavespeed based on the effective

bulk modulus in each pipeline. This routine may
be omitted if the user specifies wavespeeds
directly. (See pipe model documentation.)

CLPNT - sets up the entire method of characteristics
integration scheme. The computation performed
is quite complex therefore CLPNT is included in
all system simulations. .

PQIN ~ initialises all the elements of the pipe data array
(PDYN) with values of the initial system steady
state. This function can be performed by reading
data directly into the array elements, however, the
number of pipe calculation points has to be known
and this information is not available until sub-
routine CLPNT has been called. Subroutine PQIN
is very convenient especially in applications
where the user wishes to alter the integration time-

step or the initial conditions frequently.
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These subroutines must be called in the sequence given above.

Certain component models have associated initialising routines, details

are given in the individual component model documentation.

Example program - The simulation of a Barmag pressure compensated flow

control valve

Before beginning to write a simulation program the user must have
made all the engineering decisions relatihg to the simulation, selected
the necessary models and prepared the necessary data by consulting the
component model documentatiocn.’ The Barmag system consists of 5
components (Ref. 1 Main body of thesis) (Fig. 3) numbers are assigned
to components which distinguish between components of the same type.

The system description may now be written:-

CALL CFS (args, 1) constant flow source model (idealised pump)

CALL BARMAG (args, 1) Barmag valve model
CALL CPT (args, 1) - constant pressure pipe termination (idealised

actuator load model)

CALL PIPE (1, args) - pipe model, one call statement required
CALL PIPE (2, args) - for each pipe in the system
CALL ZEROF (args) - Zero friction routine which sets the

friction factor at all pipe calculation
points to zero
(where 'args' = the program defined arguments specified in the

documentation.)

The order in which call statements are arranged is not important

and does not affect the solution.

The rest of the program can be built up around the system description

by consulting the individual component model documentation.

The initialising subroutines required are WAVSPD, CLPNT, PQIN,
BARIN. Subroutine fluid in not used, the fluid data is entered directly.

Routine BARIN is associated with the Barmag valve component model

The output of results is the only section left entirely tc the

user who must decide on the results required and the frequency and



G
format of output. The output from the Barmag program consists of
printout and graph plotting. A further feature is the inclusion of a
subroutine called ERRAN which calculates the computing errors in the
Barmag model. ERRAN is called at specific intervals and priﬁts out
additional data. Certain switches (NER, NPLOT) are input at the start
of the program and used to suppress certain sections of the output.
For instance if NPLOT is set to zero no graphs are plotted. The program
includes a section which writes out for verification all the input data
and all data calculated by the initialising routines. The entire
program structure including details of the input and output is presented
as a flowchart in Figure 2 . Further details may be found in the
program listing, (Figure 5). Examples are given of a typical input

data file and a results file in Figures 4 and 6 respectively.
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CONSTANT
FLOW SOURCE

FIGURE 3

BARMAG VALVE SYSTEM SIMULATION

05 2 2 0.33333333
250 0.001

0.0060 0.0070 0.0290 0.0310 0.0875 0.0950
0.0127 1.26476e-4 0.006 6.4035e+8 5.1114
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21.00e+5 4.0000e-4
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0
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BARMAG VALVE
PIPE 1
MODEL
CONSTANT
PRESSURE PIPE PIPE 2
TERMINATION

FIGURE & INPUT DATA FILE FOR BARMAG SYSTEM
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program name bari.fortran

library classification

title simulation of barmag pressure compensated flow control

valve using the method of characteristics
fortran iv honeywell multics 20 nov
no special hardware

purpose calculation of transient response of the barmag
valve to a rapid change of load pressure

associated subroutines

component models cfs,barmag,cpt,pipe,zerof
initialising routines- wavspd,cIpnt,pqin, barin
multics subroutines - plot isetup

plot_

plot-lscale

variables

arpi plotting array (inlet pressure) n/£i2
arpo plotting array (outlet pressure) n/m2
arqi plotting array (inlet flow) n3/s
arqo plotting array (outlet £flow) n3/s
arqt plotting array (bypass flow) n3/s
artnm plotting array (time) s
ar;d plotting array (spool velocity) n/s
arpc plotting array (spring cfiamber pressure) n/m2
arxx plotting array (spool position) m
avise fluid viscosity (absolute) ns/tt2
base plotting routine argument -

bn bulk modulus n/m2
cf constant flow source model data array

cp pipe termination model data array

dt timestep ¢
fetr factor for artificially altering the timestep

fev barmag valve data (constant)

fevd barmag value d:ta (dynamic)

1 counter

iplot counter

it time level indicator

itm time level indicator

j counter

jt time level indicator

k counter

maxp total number of pipes in system

ncp number of calculation points

nepi nunber of calculation points (pipe 1)

ncp? nunber of calculation points (pipe 2)

ner error analysis switch

npler number of point to be plotted
nplot graph plotting switch

nps number of shortest pipe in systenm
pd pipe data array (constant)

pdyn pipe data array (dynamic)

FIGURE 5 PROGRAM LISTING

1980
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pin initial condition data array -
pmin laminar flow threshold pressure n/m2
rho fluid density kg/m3
til erran printout time 5
t12 erran printout time S
t21 erran printout time s
t22 erran printout time s
t3l erran printout time s
t32 erran printout time s
tet results printout time 5
time time S
tine printout increment s
tllM simulation time limit s

declaration statements

common /blkl/pd(8,2) /blk2/pin(2,2) /blk3/pdyn(3,400 ,10,2)
common /blk35/fecv(15,2) /blk.36/fcvd(5,10,2)

common /blk37/cf(2,2) /blk38/cp(6,2)

dimension arpi(500),arpo(500),arqi(500),arqo(500)

dimension arql(500),arxx(500),arpc(500),arxd(500),0rtrt(500)
external plot §setup (descriptors)

external plot_ (descriptors)

external plot §scale (descriptors)

input parameters essential to program execution
read(5,500)tlim, maxp,nps.fctr

set switches to control results printout
1p101=0

read(j,500)nplot,nplcr,tine
read(5,500)ner,tn,112,121,122,111,132

input all component data

pipe data
read(5,500) ((pd(i,J),i=1,5),j=1,2)

initial pressure and flow condition data
read(5,500)f(pin(i,j),i=1,2),3=1,2)

flow control valve data
read(5,500) (fev(i,1),i=1,14)
read(j,500) (fevd(1,1,1),1i=1,5)

pipe termination data
read(5,500) (cf(1,1),1i=1,2)
read(5,500) (cp(i,1),i=1,6)

fluid data
read(5,500)rho,avise, bfi

call initialising subroutines
call wavspd(maxp,rho,bm)

call cIpnt(nps,dt,maxp ,fctr)
call pqin(maxp,rho,avise,0,dt)
call barin(rho,avisc,pmin, l)

write out input data for verification
write (6,600)
write(6,601)tlim,tine, maxp,nps, fctr
write(6,615)ner, t11,t12,t21,t22,t31,t32
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wnle*6 ,B02)((pd(i,j),i=1,8),j=1 ,2)
wnte (6,303) ((pin(i =1,2),j=1,2)
wrile(e6 ,604) (fcv(i,n,i=1,15)
write(6,605) (fcvd(i,1,1),i=1,5)
unte(6,606) (cf(i,1 ),i=1,2)
urite(6,607) (cp(i,1),i=1,6)
write(6,209)dt,dVisc,bm,rho
write(6,616)pmin
write(6,610)
do 300 i=1,maxp
write(6,611)1
ncp=pd(6,1)
do 301 j=1,ncp
wr1le (6,61 2)j,(pdyn<k,j,1,i), k-1 ,3)
continue
continue
write(6,613)

set counters
it=2

jt=2

itm=1

set printout counter
tect=tinc

calculate current value of time
time=(jt-1)§dt

system description

call cfs(1l,1tm,dt,rho,l)

call barmag(it,itm,dt,rho,hm,pMin,1
call cpt(it,itm,dt,rho,time, 1)

call pipe(l,1t,1tm,rho,dt)

call pipe'2,it,itm,rho,dt)

call zerof(maxp,it)

check if subroutine erran is to be called
if (ner.eq.0)go to 999

1f (lime .ge.11l1.and.time.le.112)go to 20

1f (lime .ge.t21.and.lime.le.t22)go to 20
if(lime .ge.t31.and.time.le.t32)go to 20

go to 999

call errandt.dt,rho,time,tct,tine,bm,pMin)
continue

check ifdata output is required
if(time.ge.tct)go to 25

increment counters
it=it+l

Jt=jt+l

itm=it-1
if(it.gt.10)it=1
if(it.eq.1l)itm=10

has time limit been reached
if(<tlim-time).lt.dt)go to 30
go to 40
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printout results
; continue

ncpi=pd(6,1)

ncp2=pd(6,2)
write(6,614)time,pdvn(l,ncpi,it,1),pdyn(1,1,it,2),
lpdyn(2,ncpl,it,1),pdyn(2,1,it,2),fcvd(j,it, 1), fevd(l,it,1),
lfcvd(2,it,1),fcvd(3,it,1),fcvd(4,it,1),pdyn(1,ncp2,it,2)

increment counter tct
tct=tct+tinc

set up plotting arrays
if(nplot.eq.0)go to 60
iplot =iplot+l
arp (iplot )=pdyn(l,ncpi,it, 1)
arpo(iplot)=pdyn(l,1,it,2)
arq (iplot)=pdyn(2,ncpl,it, 1)
arqo(iplot)=pdyn(2,1,it,2)
arq (iplot )=fcvd(5, it, 1)
arx (iplot)=fevd(1l,it,1)
arp (iplot) =fcvd(3,it,1 )
arx (iplot) =fcvd(2,it,1 )
art (iplot)=time
If ( plot.eq.nplcr)go to 70

60 con inue

g 0 50

plo graphs
70 con 1nue
cal plot_$setup("inlet pressure","time (s)","pressure bar"
1,1, ase,2,0)
cal plot_$scale(0.0,0.275,2.0e6,5.je6)
cal plot_ (artm,arpi,npler,1,*.')
cal plot_$setup("outlet pressure","time (s)","pressure bar'
1,1 ,base,2,0)
cal plot _$scale(0.0,0.275,2.0e6,5.5¢6)
cal plot_ (artm,arpo,nplcr ,1,".")
cal plot_$setup("inlet flow","time(s)","flou m3 's",1 ,base,2,0)
cal plot_$scale(0.0,0.275,-2.0e-4,12.0e-4)
cal plot_ (artm,arqi,npler,1,%")
cal plot isetup("outlet flow","time (s)","flow m3/s",1,base,2,0)
cal plot $scale(0.0,0.275,-2.0e-4,12.0e-4)
cal plot_ (artm,arqo,nplecr,1,'.")
cal plot $setup("bypass flow","time (s)","flow m3/s",1,base,2,0)
cal plot_lscale(0.0,0.275,-2.0e-4,12.0e-4)
cal plot (artm,arqt,nplcr,1,%")
cal plot_$setup("spool position","time (s)","x m",1,base,2,0)
cal plot $scale(0.0,0.275,0.6e-3,0.96e-3)
cal plot_ (artm ,arxx ,apler ,1,''.")
cal plot_$setup("spring chamber pressure","time (s)","pc bar"
1,1 ,base,2,0)
cal plot $scale(0.0,0.275,2.0e6,5.5¢6)
cal plot_ (artm,arpc,npler,1,',")
cal plot_$setup("spool velocity ","lime (s)","velocity nm/s"
1,1 ,base,2,0)
cal plot $scale(0.0,0.275,-0.02,0.025)
cal plot_ (artm ,arxd ,npler ,1,".'N)

30 continue
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formats
500 format(v)

600 format(lh0,20x, simulation of a pressure compensuted flow control
lvalve using the method of characteristics'/lh ,20x,91('*")
1/1h0,'input data')

601 format(lhO,'system constants'/lhO,'tlim =',1pel 1.4
1/1h ,'tine =',1pel 1.4/1h ,'maxp =',i2/1h ,'nps =', 12/
11h ,'fctr =',1pell.4)

615 format(lhO,'error analysis printout constants'/lhoO,
l'ner =',i2/1h ,'til =',1pel1.4/1h ,'tl2 =',1pell.4
1/1h ,'t21 =',1pell.4/1h ,'t22 =',6lpell.4/1h , t31 ="',
llpell.4/1h ,'t32 =',1pel 1.4)

602 format(lhO,'pipe data'/1h0,15x,'dia',13x,'ap',13x,'wt', 13x,
1'ym',12x,'alp',12x%,'tncp',12x,'ws' ,12x,'err'/lh ,'pipe 1 ',
18(4x,1pell.4)/1h ,'pipe 2 ', 8(4x ,1lpell .4))

603 format(lhO,'initial pressure and flow conditions',
1/1h0,14x%,'pressure ,8x,'flow'
1/1h0,'pipe 1 ', 2(4x,1lpell.d4)/1h ,'pipe 2 ', 2<d4x ,1lpell.4))

604 format(lhO,'barmag flow control valve data'
1/1h0 ,4x,'a',12x,'m+,12x,"£',11x,'kf£',10x, 'ks',12x,'1"'
1,11x,'vsc',9x,'ad",/1h ,lpell.4,7(2x ,1pel1.4)

1 1ho,4x,'y"'",12%x,"'1sc',10x,"ipn',10x,"'opn',10x, prt',K 10x,'Min’
19x,'kor'/1h ,Ipell.4,7(2x,1pell.4))

605 format(lhOo,'flow control valve initial conditions'
1/1h0,5x%,'x"',12x,"'xd",13x,pc',13x,"'pecd',12x, " 'qt'
1/1h ,Ipell.4, 4(4x,Ipell.4))

606 format(IhO,'pipe termination data'
1/1h0,'constant flow source /1n0,5x,'q ,12x,'opn'Mh
l1lpell.4,4X,Ipell.4)

607 format{lhO,'constant pressure load'/lh0,5x,'pl', 12x,'p2"',
114x, t1',13x,'t2',13x, t3',13x,'ipn'/lh ,lpell.4,65(4x ,1lpel 1.4))

609 format(IhO, results',/IhO,'time step (dt)=',Ipell.4,' secs

1/1h ,'abs viscosity =',6Ipell.4,' ns/m2'
1/1h ,'bulkmodulus =',6Ipell.4,’ n/m2'
1/1h , density =',Ipell.4,' kg/m2')

610 format(lhO,'initial conditions')

611 format(IhO,'pipe ",12/1h ,24x,'pressure',7x, flow',68x
1'fric. fac.')

612 format(lh ,'calculation point',i2,1p3eld.4)

613 format(IhO,' time (s) pi (n/m2) po (n/m2) qi (m3/s) "
1'qo (m3/s) qt (m3/s) X (m) xd (m/s) pc (n/m2) ',
1 pcd pi (n/m2)")

614 format(IhO.Ipell.4,10(1x,Ipell.4) )

616 format(lhO,'pmin = ', 2x,Ipell.4)
closet 5)
closet 6)
stop

end



simulation of »

input data
system constants
tlim - 5.0000E-02
tine - 1.0000E-03
nps = 2
fctr = 3.3333E-01
error analysis printout constants
ner = 0
til = A.0OO0OE-03
tl2 = 7.0000E-03
t21 = 2.9000E-02
t2? = 3.1000E-02
til = 8.2500E-02
tJ2 = 9.5000E-02
pipe data
dia ap
pipe I 1.2700E-02 1.2668E-04
pipe 2 1.2700E-02 I1.2668E-04

initial pressure and flow conditions

pressure flow

pipe 1 2.51205+04 8.32945-04
pipe 2 2.10005+04 4.00005-04
barmag flow control valve data

2.54005 04 4.53005-02 2.78005+00

isc ipn

1.47105-03 8.51885-03 1.00005 +00

flow control wvalve initial conditions

xd

9.10905-04 0.00005+00

pipe termination data
constant flow source

opn
8.32945-04 1.00005+00
constant pressure load

2 t1

pi
2.10005+04 4.10005+04 5.00005-03
time step (dtI= 1.84825-04 secs
lbs viscosity = 4.97305-02 ns/m2
bulk modulus = 1.80005+09 n/m2
density = 8.70005+02 kg/m2
pnin - 9.58455+404

initial conditions

pipe 1

pressure

calculation point 1 2.31205+04 8
calculation point 2 2.51205+04 8
calculation point 3 2.51205+04 8
calculation point 4 2.51205+04 8
calculation point 5 2.51205+04 8
calf Illation point 4 2.51205+04 8
calculation point 7 2.51205+04 8
calculation point 8 2.51205+04 8
calculation point 9 2.51205+04 8
calculation point 10 2.51205+04 8
calculation point 11 2.51205+04 8
calculation pointl2 2.51205+404 8
calculation pointl3 2.51205+04 8
calculation pointid 2.51205+04 8
calculation pointl5 2.51205+04 8
calculation pointl4 2.51205+04 8
calculation pointl7 2.51205+04 8
calculation pointia 2.51205+04 8
calculation point 19 2.51205+04 8

pressure

2.10005+04

Wt

compmsnled

6.0000E-03
1.5000E-03

kff
1.40005+04

opn

2.00005+00

pc

flow

32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04
32 45-04

d

0.00005+00

t2

1.00005-03

18

flow

V¢

roiUrol

6.4035E%08
1.1432E+11

ks

8.52005+03

prt
1.00005+05

fac.
.0000F+00
.00005+00
.00005+00
.00005+400
.00005+400
.00005+00
,00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00

1.23905-03

1.

qt

t3

FIGURE 6 RESULTS OUTPUT FILE

valve

using the

alp

3.ni4d4E +00
1.50005+00

1

H 1n
10005-11

4.32945-04

3.25005+00

vsc

9.80005-06

kor
1.93195-09

In

2.00005+00

method

of

rncp

5.20005+01
7.00005+00

ad

3.82745-07

chararteristirs

5.42275+07
1.35275+03

-4.1 1R0E-01
I.45415-04



calcul a*Ion
calculation
calculation
calculation
calculation
calculation
calculation
call Illation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation
calculation

calculation
pipe 2
calculation
calculation
calculation
calculation
calculation
calculation
calculation
time (s)
1.10895-03
2.0330F-03
3.14205-03
4.06615-03
5.17505-03
6.09915-03
7.02325-03
8.13225-03
9.05635-03
1.01 655-02
1.10895-02
1.20135-02
1.31 225-02
1.40465-02
1.51555-02
1.60805-02
1.70045-02
1.81135-02
1.90375-02
2.01465-02

2.10705-02

FIGURE

L
poi ntl
poi ntg,
pointl
pointL

pointl

e S O

pointI

pi  (n/m2)

2.51205+06

2.51205+406

2.51205+06

2.51205+06

2.51205+06

2.51205+06

3.27755+06

3.37915+06

3.64425+06

3.78125+06

3.88065+06

3.98455+06

4.02475406

4.09175+06

4.10805+06

4.14835+06

4.15495+06

4.17775+06

4.18445+06

4.19535+06

4.20185+06

6 (cent-.)

TR T T S T S N N N N S N I N S SR SR SIY SIS Y

P

MR R NN NN

.5120E+06

5170E+04

.5120E+04
.5I20E+04
.5170F+06
.5I20E+06
.5120E+04
.5120E+06
.5120E+06
.5120E+06
.5120E+06
.5120E+06
.5120E+06
.5120E+06
.3I20E+04
.5120E+04
.5120E+04
.5120E+04
.5120E+04
.3120E+06
.3120E+06
.5120E+04
.5120E+04
.5120E+06
.3120F+06
.5120E+06
.5120E+06
.3120E+06
.5120E+06
.5120E+06
.5I20F+04
.5I20E+04
.5120E+04

ressure

.I000E+04
.I000F+04
.1000F+06
. I0O00E+04
.1000E+04
. I000E+04
.1000E+06

po (n/m2)

7.10005+06

~

.10005+06

~

.10005+06

~

.10005+06

~

.10005 +06

N

.10005+06

w

.21225+406

w

32665406

w

.63505+06

w

.78965+06

3.90055+06

IS

.01645+06

-

.05565+06

-

.12775+06

IS

.13875+06

IS

217955406

4.18055+06

4.19965+06

4.20115+06

4.20645+06

4.20785+06
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P

ql

@

®

®

@

®

o

o

@

IS

IS

IS

IS

w

w

w

w

.3294F-04
-3294E-04
.3294E-04
.32V4E-04
.3294E-04
.3294E-04
.3294E-04
.3294E-04
.3294E-04
.3294E-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04
.32945-04

flou

.00005-04
.00005-04
.00005-04
.00005-04
.00005-04
.00005-04
.00005-04

(m3/s)

.32945-04

.32945-04

.32945-04

.32945-04

.32945-04

.32945-04

.27405-04

.00115-04

.28945-04

.92145-04

-65465-04

.37555-04

.26765-04

.08785-04

.04405-014

.93575-04

.91825-04

.85685-04

.83895-04

.80955-04

.79235-04
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qo

IS

S

IS

-

-

IS

-

-

N

0.00005+400
.00005+400
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005 +00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00
.00005+00

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00
0.00005+00

fric. fac.
.00005+00
L00005+00
.00005%00

0
0
0
0.00005*00
0.00005 +00
0.00005+00
0.00005+00

(m3/s1

.00005 04

00005-04

.00005-04

.00005-04

.00005-04

.00005-04

.26045-04

.01465-04

.76765-05

.61075-05

.84705-05

.16285-05

97375-05

.96105-05

.93835-05

.01615-05

.95545-05

.22045-05

.21345-05

.13635-05

.17555-05

ql

IS

IS

IS

S

IS

IS

IS

IS

-

(ml/s)

.32945-04

.32945-04

.32945-04

.32945-04

.32945-04

.32945-04

.01365-04

98655-04

L11275-04
.08255-04
.03935-04
.99185-04
.86505-04
.78395-04
.63795-04
.53735-04
.41375-04
.27885-04
.16025-04
.02315-04

.90985-04

RESULTS OUTPUT FILE

©

©

©

©

©

©

©

@

®

@

@

®

<

<

<

N

N

-

N

(m)

10905-04

.10905-04

.10905-04

.10905-04

.10905-04

.10905-04

.17175-04

.02355-04

.92785-04

.75845-04

.61245-04

.46125-04

.26265-04

.10355-04

.90025-04

.73825-04

.57095-04

.37625-04

.21395-04

.02325-04

.86635-04

xd (m/s 1

5

5

5

4

-1

-8

-1

-1

-1

-1

-1

.08615-07

.47985-07

.90515-07

.11775-07

.11775-07

.33045-07

.53215-03

.48265-02

.65015-03

.74675-02

.44775-02

.87245-02

.68085-02

.84985-02

.77805-02

.77495-02

.79825-02

.73395-02

.74885-02

70045-02

.69245-02

F (n/m2)

2.

2

2

2

2

2

2

3

3

3

3

3

3

3

3

3

10005+06

.,10005+06

10005+06

10005+06

10005+06

10005+06

86595+06

96805+06

23365406

37245+06

47355+06

57955+06

62045+06

69095+06

70715+06

75025+06

75775+06

78245+06

79075+06

80345406

81135+06

'
N

w

e

@

~

IS

~

-

w

w

@

~

o

ped

.53625%03

.07245%07?

38165+02

.69085+0 3

.07245 +0"

.521 75 *0 5

.87045+08

.80095+0"

.14035+08

19765407

.8612F +08

.48555*06

.09295+07

.30725 +07

.68961*0"

.34485 +07

.89775+06

.80675+07

.99745+406

.49305 *0"

.43535+06
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INTRODUCTION TO COMPONENT MODEL DOCUMENTATION

The program documentation for each component model subroutine
provides all the information required to' include the model in a
simulation program. Also described is the mathematical basis of the
model and the method of solution. The documentation specifies the
format of the call statement, a list of arrays used in the subroutine
which are held in named common blocks and all the user defined information
which must be read in at the start of the main program. The under-
scored arguments in the call statement are defined by the main program
and should be coded exactly as presented. The remaining arguments are
user defined component numbers or switches. Named common block arrays
in each subroutine must have corresponding declaration statements in
the main program. Array dimensions depend on the number of components
in the system and in the case of pipe data on the number of calculation

points.

For example the pipe data arrays are:-—
constant data PD(8,NP)
dynamic data PDYN(3,NCP,IT,NP)

where NP number of pipes
NCP = number of calculation points

IT time level indicator

The maximum number of calculation points has to be estimated by
considering the wavespeed and timestep in the longest pipe. IT maximum
can be set at any value from 2 upwards provided the necessary alterations
are made in the main program. Currently the maximum value is 10. For
a system of 12 pipes with an estimated maximum number of calculation
points of 250 the minimum array dimensions are specified by the

declaration statements.

COMMON/BLK1/PD(8,12)
COMMON/BLK.3/PDYN(3,250,10,12)

The user defined information is presented as a list of array
elements with their associated program variable names. The physical
significance of each element is described plus the units assumed in the
calculations (where applicable). Values must be read into these array

elements at the start of the program. For example the user defined
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information for subroutine BARMAG consists of elements 1 - 14 of
constant data array FCV(15,NV) and elements 1 - 5 of dynamic data
array FCVD(5,IT,NV). Only initial conditions are specified in array
FCVD, therefore IT = 1. The input coding for a system of 3 valves

could be:-

READ(5,500) ((FCV(I,J),I = 1,14),J = 1,3)
READ (5, 500) ((FCVD(I,1,J),I =1,5),3 = 1,3)
500 FORMAT (V) - (free format in MULTICS)

Some subroutines do not require user defined information, meaning
that no READ statements are necessary in the main program and that all
input information is available from inputs performed for other sub-
routines. This is usually obvious when the purpose of the subroutine

is considered.

Results calculated by the subroutine are presented as output
information. The array subscripts given define elements containing
values of the calculated results at the current time level. Values

at previous time levels may be obtained by altering the subscript IT.

The subroutine listings were produced by the Honeywell Multics
system which uses lower case characters for all standard coding.
However, upper case characters are used in the program desciption to
distinguish between coding and ordinary text. Standard Fortran is used
throughout and the subroutines may be used on MULTICS or the SYSTEM 4

at Cardiff or Exeter, no special hardware is required.

Archiving details are not included in the individual component

model documentation but are available in a separate document.
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'FLUID'

Calculation of hydraulic fluid properties

PurEose

This subroutine calculates the density, the dynamic viscosity and
the isentropic tangent bulk modulus of a mineral oil hydraulic fluid at
a given operating temperature and pressure. The equations are set up

for oils similar to Shell Tellus 25 and Lorco fourfold.

No associated subroutines

CALL FLUID(PM,TEMP,RHOP,AMUP,2K)

Input via argument list

PM mean system pressure N/M2

TEMP mean fluid temperature °c

Output via argument list

AK isentropic tangent bulk modulus at system
pressure N/M2

AMUP dynamic viscosity at system pressure Ns/M2

RHOP fluid density at system pressure Kg/M3

Program action and algorithm

The subroutine performs the straight forward calculation of a
number of parameters, there is no branching or looping and the program
action is best appreciated by examining the listing. The equations
used are described in references 1 and 2 and are set up for
mineral oil hydraulic fluids similar to Shell Tellus 27 or Lorco four-

fold.
References
1 EIRICH

'Rheology Vol. 1'. ACADEMIC PRESS
2 D.G. TILLEY
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'Phd THESIS'. UNIVERSITY OF BATH 1976
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subroutine fluid(pn,teap,rhop,anup,atk)

subroutine name fluid

title calculation of hydraulic fluid properties

library classification v

author c.m. skarbek-wazynski

purpose this subroutine calculates the density,the dynamic
viscosity and the isentropic tangent bulk modulus for
a mineral oil hydraulic fluid at a given operating
tenperature and pressure the equations are set up for
0ils similar to shell tellus and lorco fourfold

no associated subroutines

no conmon block data

input information

input via argument list

pM mnean system pressure n/n2

temp mean fluid temperature deqc

output information
output via argument list

ak isentropic tangent bulk modulus at sys pressure n/n2
anup dynamic viscosity at system pressure ns/m?
rhap fluid density at system pressure kg/n3

variables (extluding i/0 variables)

a dow-fink density factor -
ako isentropic secant bulk modulus at athmos pressure  bar
aks isentropic secant bulk modulus at system pressure bar

anu  dynamic viscosity at athmospheric pressure ns/n2
anuh  dynamic viscosity at 345 bar ns/n2
anu kinematic viscosity at athmospheric pressure n2/s
anuh kinematic viscosity at 345 bar n2/s
b dow-fink density factor -
const variable used to simplify calculation of amup -
rho density at athmospheric pressure lkg/nd
rhoh density at 345 bar kq/nd
a=4.4

b=5.7

rho=(870.0-0.625%#(tenp-20.0))
rhop=rho*(1.0+({a*1,0e-4/6.895)¢pu*1.0e-5)-(bs1.0e-7/(46.895%+2.0))
1*(pnx1.0e-5)%22,0)
anu=(10.0**(10.0*%%(10.67-4,2132al0g10(tenp+273.0))))+40.4
anu=anu*rhos*!, 0e-J
anuh=(10.0**(10,0%+(8,.245-3.218%al0g10(tenp+273.0))))+40.4
rhoh=rhos(1.0+4((a*1.0e-4/6.895)%345.0)-(b*1,0e-7/(6.895+%2,0))
1£345.0%22.0)
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amuti=anuhsrhohs! . 0e-3
canst=((alog10(amuh))*+2,0-(alogl0(amnu))*%2.0)/345.0
anup=(10.0%xs5qrt((alogt0(anu))**2, 0+conste(pasl. 0e-5)))

convert amup from cp to ns/m2
anup=anup*1!,.0e-3

determine isentropic tangent bulk modulus of fluid
aks=(1.85/(10.0%%(0.0024%(tenp-20.0))) %1 0c+4+3,.46*(pntl. 0e-3))
ako=(1.85/(10.0¢%(0,0024*(tenp-20.0)))%1.0e+4)
ak={aks*(aks-(pn*1,0e-5))/ako)*1.0e+5

return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'WAVSPD'

LIBRARY CALSSIFICATION

Subroutine to calculate the wavespeed in each system pipeline

Pur pose

Subroutine WAVSPD is an initialisation subroutine which calculates
the wavespeed in each system pipeline, and assigns the value to the

appropriate element in the pipe data array PD.

No associated subroutines

CALL WAVSPD (MAXP,RHO,BM)

Common block data arrays

COMMON/BLK1/PD pipe data (constant)

No user defined information required

OUTPUT INFORMATION (via common block)

WS wavespeed PD(7,1I) M/S R

Programe action and algorithm

The wavespeed in a distensible pipeline is given by the equation

L+a
B TE

c=1/p

The subroutine WAVSPD calculates the wavespeed in each pipe in
turn by solving the above equation using data held in array PD (see

program listing).

LIST OF VARIABLES USED

BM fluid bulk modulus ' B N/M R

DIA pipe diameter : d M



MAXP

RHO
WS

YM

27

counter

total number of pipes in the
system

fluid density

wavespeed

pipe wall thickness

Youngs modulus of pipe wall

material

©

Kg/M
M/S

W™ " M
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subroutine w*vspd(maxp,rho,bn)
subroutine name wavspd
library classification

title subroutine to calculate the wavespeed in each
system pipeline

author c.m. skarbek-wazynski

purpose wavspd is an initialising subroutine which calculates
the wavespeed in each system pipeline and assigns the
value to the appropriate element in the pipe data array

no associated subroutines

common blocks
common/blkl/pd pice data (constant)

input information
input via argument list

bm fluid bulk modulus n/m2
maxp total number of pipes
rho fluid density kg/m3

input via common block

dia pipe diameter m pdd ,-)
wt pipe wall thickness m pd(3,-)
ym pipe material youngs mod. n pd(4,-)

output information
output via common block
WS wavespeed n/s p.d(7,-)

variables (excluding i/o variables)
i counter

common /1 k1/ pd(8,2)
do 10 i=1,ma\'p

input data
dia=zpd(1,i)

wt =pd(3,1)

ym =pd(4,i)

calculate wavesreed
ws=1.0/sqrt(rho*'1.0/bmtdia/(wt*ym)))

output data
pd(7,1i)=ws
continue
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE CLPNT

Subroutine to set the. number of calculaticn points in a system of pipes

Purpose

This subroutine calculates the timestep to be used for a given
system simulation and sets the number of calculation points in each
pipe accordingly. Where necessary the pipe wavespeeds are adjusted

slightly to allow an integer number of AX intervals.

No associated subroutines

. CALL CLPNT (NPS,DT,MAXP,FCIR)
NPS Pipe number of shortest pipe in the system (integer)

FCTR Factor for artificially setting the timestep (integer)

Common block data arrays

COMMON/BLK1/PD Pipe data (constant)

No user defined information required

Output information via common block

RNCP Number of calculation points

along the pipeline PD(6,-) - R
ERR % error between true and

adjusted wavespeeds PD(9,-) -
WSN Wavespeed after adjustment PD(7,-) M/S

Program action and algorithm

The subroutine usually sets the system timestep as that timestep
which gives three calculation points for the shortest pipe in the
system. The user inputs the number of the shortest pipe and sets the
variable FCTR = 1.0. The timestep thus calculated is the coarsest

possible for that particular system. Under certain circumstances however
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the user may wish to employra finer timestep in which case the wvariable
FCTR must ke set at values less than 1.0. For maximum accuracy FCTR
should only be the decimal egivalent of proper fractions which when
divided by two and inverted yield an integer number (e.g. 2/3, 1/4,

2/9, are acceptable, whereas 5/6, 4/5 would be unaccurate).

The subroutine first of all calculates the system timestep based
on the shortest pipe and the variable FCTR. Each pipe is considered
in turn inside a do loop (do 10 I = 1,MAXP) (Figure 1l). The AX (DX)
interval for a given pipe is calculated from the wavespeed in that
pipe and the timestep. It is very unlikely that AX will be an integer
division of the pipe length as is required by the method of
characteristics. Therefore the number of AX intervals is rounded to
the nearest integer value. The AX interval is recalculated (DXN) and
the necessary wavespeed is adjusted to produce the new value of AX.
The percentage error between the adjusted wavespeed and the true wave-
speed is calculated to enable the user to judge if the approximation

is sufficiently accurate for his purposes.

The values of the new wavespeed, the error, and the number of

calculation points are assigned to the pipe data array PD.

LIST OF VARIABLES USED

ALP pipe length M R
DIFF variable used in rounding up - R
DT timestep R
DX AX division of pipe length M R
DXN AX division after adjustment R
ERR % error between true and adjusted

wavespeeds - R
FCTR Factor for artificially setting the

timestep - R
I do loop counter - I
INPP truncation variable - I
MAXP Maximum number of pipes in the system - I
NPS Pipe number of shortest pipe in

system - I
RNCP Number of calculaticn points along

pirpeline : - R



SPL
WS
WSN

31

Number of DXN divisions along pipeline
Shortest pipe length

Wavespeed

Wavespeed after adjustment

Number of AX divisions of pipe length

M/S
M/S

oI RS s s
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subroutine clpnt( nps,dt,waxp,fctr)
subroutine name clpnt
library classification

title subroutine to set the number of calculation points for a
pipe system simulated using the method of characteristics

author c.m. skarbek-wazynski

purpose this subroutine calculates the timestep to be used for
a given system simulation and sets the number of
calculation points in each pipe accordingly, where
necessary the pipe wavespeeds are adjusted slightly to
allow an integer number of delta x intervals.

no associated subroutines

common blocks
common /blkj/ pd pipe data (constant)

input information
input via argument list

nps pipe number of shortest pipe
maxp maximum number of pipes
fetr factor for artifically setting the timestep

input via common block

alp pipe length (m) pd(5,-)
spl shortest pipe length (m) pd(5,-)
WS wavespeed (m/s) pd(7,->

output information
output via the argument list
dt timestep (s)

output via the common block

rncp number of calculation points pd(6,-)
err percentage error in adjusted wavespeed pd(5,-)
WSn adjusted wavespeed pd(7.-)

variables excluding i/o variables

diff variable used in rounding up

dx delta X division of pipe length

dxn delta x division after adjustment

1 do loop counter

inpp truncation variable

rnp number of delta x divisions after rounding

xnp number of delta x divisions



common /blkl/ pd(8,2)

c
c shortest pipe data
spl =pd (5, nps)
WS =pd(7, nps)
c
c calculate timestep
spl=spl*fctr
dt=spl/(2.0*ws)
c
c calculate delta x and wavespeed for each pipe
do 10 1=1,maxp
c
c pipe data
ws=pd(7,1)
alp=pd(5,1i)
c
c calculate delta x
dx=dt*ws
xnp=alp/dx
c
c round off
inpp=Xnp
diff=xnp-inpp
rnp=aint (xnp)
1f(diff.It .0.5) go to 20
rnp=rnp+1.0
20 continue
c
c set number of calculation points
rncp=rnp+1.0
c
c recalculate deltax and wavespeed
dXn=alp 'rnp
wsn=dxn/dt
c
(: calculate error
err=((wsn-ws)/ws)*100.0
c
r output
pd(6,i)=rncp
pd (7,1 )=wsn
pd (8, i)=err
10 continue
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE ‘'PQIN'

Subroutine to set initial pressure and flow conditions in all system

pipelines

Pureose

This subroutine is used to initialise the pipe pressure and flow
data array PDYN with the steady state condition existing at the start

of the system simulation.

No associated subroutines

CALL PQIN(MAXP,RHO,AVISC,IFTR ,I_D_T_)

IFTR = zero friction switch (integer)

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMCN/BLK2/PIN initial condition data
COMMCN/BLK3/PDYN pipe data (dynamic)

User defined information

ARRAY PIN(2,NO)

PIN(1,NO) = SSP steady state pressure in pipe N/M2
PIN(2,NO) = QS steady state flow in pipe M3/S R
Output information via common block
\ . 2

P pressure at calculation point PDYN(l,-,1,I) N/M R
Qs steady state flow PDYN(2,-,1,1I) M3/S R
F friction factor at calculation

point PDYN(3,-,1,I) - R

Program action and algorithm

The purpose of this subroutine is to facilitate the setting of
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initial conditions for a system simulation. The values of pressure,
flow and friction factor must be set at all the pipe calculation points

in the system, this data is stored in array PDYN.

The initial steady state conditions for each pipe are expressed as
a mean pressure and a steady flow. The user is required to set the
switch IFCTR = O if the system is being modelled without the effects

of pipe friction, otherwise IFCTR may be set to any integer value.

For each pipe in turn (do loop 10) the subroutine checks if
IFCTR = O and if so the array PDYN is initialised directly with the
values of steady state pressure and flow. Two further checks are
carried out; one for zero pipe pressure i.e. a cavitating pipe, the
other for zero pipe flow, in both cases the array PDYN is initialised
accordingly. (Figure 1l). Once it is determined that a pipe is being
modelled with frictional effects and is operating at a finite pressure
and flow the subroutine calculates the frictional pressure drop there-
by establishing the pressure gradient in the pipe and an interpolation
procedure is used to calculate the value of pressure at each calculation

point along the length of the pipe.

Operational Status

A second version of this subroutine is available under the name
PQINU. It only differs from the descrirtion above in that the steady
state pressure is taken to be the pressure at the upstream end of the
pipe rather than the mean pressure. Only the interpolation procedure

is affected by this change.
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subroutine pqin(maxp,rho,avise,iftr ,dt)

subroutine name pqin

library classification

title subroutine to set initial pressure andflow

in all system pipelines

authorc.m. skarbek-wazynski

purpose this subroutine is used toinitialise

and flow data array pdyn with the

conditions existing at the start of the

no associated subroutines

coMMon blocks

coMMon/blkl/ pd pipe data (constant)
coMMon/blk.2/ pin initial condition data
coMMon/blk]/ pdyn pipe data (dynamic)

input information
inout via argument list

avise fluid viscosity (absolute ns/m2)
dt timestep (s)

iftr zero friction switch

maxp total number of pipes

rho fluid density (kg/ml)

input via common block

ap pipe area (m2 )

alp pipe length (m)

dia pipe diameter (m)

ncp nunber of calculation points
WS wavespeed (m/s)

qs steady state flow (m3/s)
ssp steady state pressure (n/m2*

output information
output via common block

£ friction factor
P pressure (n/m2)
qs steady state flow (m3/s)

variables (excluding i/o variables)

delta X division of pipe length (m)
do loop counter

do loop counter

do loop counter

do loop counter

do loop counter

pressure drop (n/m2)

re reynolds number

distance along the pipe

EHP“L« o =
>

kg
o.
—

b

the pipe pressure

state
simulation

Pd(Z i-)
Pd(sr')
pdd =)
Pd(5 I-)
pd(7,-)
Pin(2,-)
pin(1,-)

pdyn (3,
pdVn 1
pdyn (2,

conditions
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common /blkl/ pd(9,2)
common /blk2/ pin(2,2)
common /blk,3/ pdyn(3,400,10,2)

set initial conditions for each pipe
do 10 1=1,maxp

pipe and initial condition data
dia=pd(1,1)

ap=pd(2,1i)

alp=pd(5,1)

ncp=pd (6 ,1i)

ws=pd(7,1)

58p=pin(1,1i)

ags=pin(2,i)

check for zero friction
if (iftr .eq.0go to 300

check for zero pressure
1f(ssp.eq.0.0)go to 70

check for zero flow
if(qs .eq.0.0)go to 80

calculate reynolds nimber
re=(abs(qs)/ap)*dia*rho/avisc

check if flow is laminar orturbulent
If(re.le.2000.0)go to 20

flow IS turbulent use blausius formula
£=0.0798 (re)F*(-0.25)
go to 30

flow is laminar
f=16.0/re
continue

evaluate pressure drop in pipe due to steady state flow
pdr =4 ,0tf t?ilpt (dibs (qs ) dip )tt2 .0 )t-rho/ (2 .0tdia )

evaluate pressure at eachcalculation point
dX=wsfdt
do 40 j=1,ncp

check flow direction
if(gs.It.0.0)go to 50

positive flow direction
interpolate on mean pressure
x=dx *(;-1)
p=(ssp+pdr/2 .0 )-pdrex/alp
pdyn(l,j,1,1)=P

Q0 to 60
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70

80

300

310
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40

negative flow direction
interpolate on mean pressure
continue

X=dX* (j-1)
p=(ssp-pdr/2.0)+pdr*x/alp
pdynd ,j,1,i)=p

continue

initialise flow data
pdvn(2,j,1,1)=qs

initialise friction factor data
pdyn(3,j,1,1i)=f

continue

go to 10

Zero pressure
initialise pdyn array
continue

do 100 k=1,ncp

pdyn (1 ,k,1,1)=0.0
pdyn(2 ,k ,1,U=0-0
pdyn(3,k,1,i)=0.0
continue

go to 10

zero flow

initialise pdyn array
continue

do 200 1=1,ncp
pdynf1,1,1,i)=ssp
pdyn(2,1,1,1)=0.0
pdyn(3,1,1,i)=0.0
continue

go to 10

zero friction
initialise pdvn array
continue

do 310 mm=1,ncp
pdyn(1,mm,1,1i)=ssp
pdyn(2 ,mm,1,1)=gs
pdyn(3,mm,1,1)=0.0
continue

continue

return

end
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COMPUTER PROGRAM DOCUMENTATICON FOR SUBROUTINE 'PIPE'

Pipe model using the method of characteristics

Purgose

PIPE is a distributed parameter model of a pipeline carrying a

liquid. The method of characteristics is used to calculate the pressure

and flow at a number of internal crossections (calculation points),

the effects of fluid friction are taken into account.

Associated subroutines

WAVSPD

CLPNT

PQIN

FRIC

FRICSS
ZEROF

Subroutine to calculate the wavespeed in each system
pipeline

Subroutine to set the number of calculation points

in a system of pipes

Subroutine to set initial pressure and flow conditions
in all system pipelines

Calculation of friction factor using Trikha's method
Calculation of steady state friction factors

Zero friction model

CALL PIPE(NP,IT,ITM,RHO,DT)

NP = pipe number (integer)

Common block data arrays

COMMON/BLK1/PD pipe data (constant)

COMMON/BLK3/PDYN pipe data (dynamic)

User defined information

Array PD(8,NP)

PD(1,NP)
PD(2,NP)
PD(3,NP)
PD(4,NP)

DIA Pipe diameter M R
AP pipe area M2 R
WT pipe wall thickness M R
YM Youngs modulus of pipe wall material N R



PD(5,NP) ALP pipe length M
PD(7,NP) WS wavespeed M/S

The Youngs modulus of the pire wall material and the pipe wall
thickness must be specified if subroutine WAVSPFD is used, otherwise they
may be omitted and wavespeed specified directly. The array PDYN must
be initialised, this is most conveniently done by calling subroutine

PQIN.

Output information via common block

PNEW new value of pressure PDYN(1,K,IT,NP) N/M2
QONEW new value of flow PDYN(2,K,IT,NP) Mj/S

Program action and algorithm

Mathematical mcdel

The basic equations for the method of characteristics, when

expressed in finite difference form are:-

1 (Pp-Pr) + (Vp - vr) + 2Frvrivr|[Lt = ©C 1
pC d

-1 (Pp - Ps) + (vp - vs) + 2Fsys|vs|At = O 2

pC d

AX = 4C 3
At

B = c 4
At

Equations 1 and 2 are only valid on the characteristic lines
defined by equations 3 and 4 respectively. (Ref 1) (Figure 1l). At
the intersections of two characteristics lines equations 1 and 2

apply simultaneously and may be solved for the two unknown Pp and vp.

Pp = (Ps + Pr) + pC (Vr - vs) + At.p.C (Fs vs|vs|-Fr.vr.|vr|)

2 2



‘3

vp = -2Frvr|vr|At + yvr = 1 (Pp - Pr) 6

pC

The complete modelling of a pipeline involves solving equations 5

and 6 at all internal calculation points.

Computing procedure

The pressure, flow and friction factor data is copied from array
PDYN to temporary one dimensional arrays, this is to speed up execution
and help keep the program coding readable. Equations 5 and 6 are
repeatedly solved inside do loop 20 to calculate new values of pressure
and flow at all internal calculation points. The equations are set up
using previcus values of pressure, flcw velocity and friction factor
(Px, Ps, Vr, vs, Fr, Fs) these values are stored in the temporary data
arrays and counters J and K are set to ensure data from the correct
calculation point is accessed. A cavitation check is performed to ensure
pressure values calculated are not negative and the new values of

pressure and flow are assigned to array PDYN. (Figure 2.)

LIST OF VARIABLES USED

AP pipe area - M2 R
C Wavespeed C M/S R
DIA pipe diameter d M R
DT timestep At S R
FF friction factor (forward

characteristic) Fr - R
FR Temporary array for friction

factor data - - R
FS friction factor (backward

characteristics) Fs - R
I do loop counter - - I
IT time level indicator (time = t) - - I
ITM time level indicator (time = t-At) - - I
J - counter - - I
K counter - - I
M counter - - I
NCF number of calculation points - - I
NP pipe number - - I



PF pressure (forward characteristic) Pr N/MA
PNEW new value of pressure Pp N/M*
PR temporary array for pressure data - N/M~
PS pressure (backward characteristic) Ps N/M»
QONEW new value of flow - M*/S
OR flow value used in temporary
array assignment - M~/S
RHO fluid density p Kg/M*
VF flow velocity (forward
characteristic) vr M/S
VR temporary array for flow velocity
data M/S
Vs flow velocity (backward
characteristic) vs M/S
VNEW new value of flow velocity vp M/S
References
1 FOX
'Hydraulic analysis of unsteady flow in pipe networks' pg 80
MACMILLATJ PRESS LIMITED
FIGURES
TIME
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sitrouiine pipe (np ,it,itn,rho,dt)

subroutine name pipe

library classification

title pipe Model wusing the method of characteristics

author C.M. skarbek-wazynski

purpose pipe is a distributed paraMeter model of a
pipeline carrying a liquid, the method of characteristics
is used to calculate the pressure and flow at a number of
internal crossections (calculation points), the effects
of fluid friction are taken into account.

associated subroutines

wavspd "ubr. to eval. wavespeed in each pipe
clpnt subr. to set no. of calc, points in systenm

pqin subr. to set initial conds. in all pipes
fric calc, of friction factor (trikhas method)
fricss calc, of steady state friction factor
zerof zero friction model

common blocks
common/blkl/ pd pipe data (constant)
common/blk3/pdyn pipe data (dynamic)

input information
input via argument list

dt timestep (s)

it time level indicator (tlMP=t)

itm time level indicator (tiMP-t-delta t)
np pipe number

rho fluid density (kg/m3)

input via common block

ap pipe area (m2) pd(2,-)
dia pipe diameter (m) pdd ,-)
ncp number of calculation points pd(A,-)
c wavespeed (m/s) pdd?.-)

output information

output via common block

pnew new value of pressure (n/m'l) pdvn (1,

qnew new value of flow (M3/s? PdVn"2, -.-

variables (excluding i/o variables)

ff friction factor (forward characteristic)
fr temporary array for friction factor data
fs friction factor (backward characteristic)
1 do loop counter

J counter

k counter

M collnter

pf pressure (forward characteristic) (n/m2)

pr temporary array for pressure data



c PS pressure (backward :haracteristic) (o/«2’
c qr flow value for temporary array assignment
c vE flow velocity (forward characteristic) “*m/s)
c Vr temporary array for flow velocity data (m/s)
c Vs flow velocity (backward characteric) (m/s)
c vnew new value of flow velocity (m/s)
c

common /blkl/pd(8,2)

common /blk,3/ pdyn (3,400 ,10,2)

dimension pr(400),vr(400),£fr(400)
c
r. pipe data

dia=pd(1,np)

ap =pd(2,np)

c =pd(7,np)

ncp=pd(6,np)
c
(: re-assign pressure and flow values to temporary arrays

do 10 1=1,ncp

qr=pdyn(2,i,itm,np)

pr(i)=pdyn(l,i,itm,np)

vr(i)=qr/ap

fr(i)=pdyn(3,i,itm,np)

10 continue

c

m=ncp-2

do 20 i=1,m
c
c set counters

J=i+2

k=i+1
c
c set values of pressure,flow velocity and friction factor

vi=vr (1)

Vs=Vr (j)

pf=rr (1)

ps=pr(j )

ff=fr(i)

fs=fr (j)
c
(: calculate new values of pressure and flow

pnew="ps +pf)-2.0+rho*ct(vf-vs)/2.0 +rhovct-dtr

1(fctvsi'abs(vs)-ffrvftabs(vf))/dia

vnew=-2 .0ffftvffabs(vf)§dt/d ia+vi- (pnew-pf)/(rhofc)
¢
c cavitation check

if(Dneu.lt.0.0)pnew=0.0
c
(: output data

qnew=vnewfap

pdyn(1,k,11 ,np)=pnew

pdyn(2,k,1t ,np)=qnew
20 continue

return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'ZEROF'

Zero friction model

Purgose

This subroutine sets the friction factor at all calculation

points to zero.

No associated subroutines

CALLAZEROF(MAXP,EEp

Common block data arrays

COMMON/BLK1/PD pipe data array (constant)
COMMON/BLK3/PDYN pipe data array (dynamic)

No user defined information required

Output information

0.0 constant value (zero friction factor) PDYN(3,NCP,IT,MAXP) - R

Program action and algorithm

The subroutine treats each pipe in turn (do loop 10) setting the
friction factor to zero at each calculation point by assigning the

value 0.0 to the relevant elements in array PDYN,

LIST OF VARIABLES USED

I do loop counter - I
IT time level indicator time = t - I
K do loop counter - I
MAXP total number of pires - I
NCP number of calculation points - I
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subroutine zerof(maxp,it)
subroutine name zerof
library classification
title zero friction model

author c¢.m. skarbek-wazynski

purpose this subroutine sets the friction at all pipe

calculation points to zero
no associated subroutines

common blocks

common/blkl/pd pipe data array (constant)

common/blk3/pdyn pipe data array (dynamic)

input information

input via argument list

it time level indicator
maxp total number of pipes

input via common block
ncp number of calculation points --

output information
output via commonblock
0.0 zero friction factor --

variables (excluding i/o variables)
i counter
k counter

common /blkl/ pd(8,2)
common /blk3/ pdyn(3,400,10,2)

do 10 i=1,maxp
nep=pd(6,i)

do 20 k=1 ,ncp
pdyn(3,k,it,1)=0.0
continue

continue

return

end

pd(ﬁr')

pdyn(3,



COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'FRICSS'

Calculation of steady state friction factors

PurEose

This subroutine calculates the steady state friction factors which
apply at all pipe calculation points, for all the pires in a given

system.

No associated subroutines

CALL FRICSS (MAXP,IT,RHO,AVISC)

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLK3/PDYN pipe data (dynamic)

No user defined information required

Output information (via common block)

F friction factor (BRITISH) PDYN(3,NCP,IT,MAXP) R

Program action and algorithm

The calculation of friction factor is based on two standard steady

state equations.

16 /Re 1
—0,25 i
0.079 (Re) (Blasius formula) 2

Laminar flow F

Turbulent flow F

Input data is assigned to program variables from the common block
data arrays. To prevent floating point over flows, a check is performed
to detect very small flows and consequently set the friction factor to
zero. The Reynolds number is calculated; for values less than 20C0
laminar flow is assumed and equation 1 is used, otherwise equation 2

is used. The calculated value is assigned to data array PDYN. All



system pipelines are handled by one call to this subroutine.

c1

LIST OF VARIABLES USED

AVISC
DIA

pipe area

fluid viscosity (absolute)
pipe diameter

friction factor (British)

do loop counter

time level indicator (time = t)
do loop counter

total number of pires

number of calculation points
flow

Reynolds number

fluid density

flow velocity

M
Ns/M
M

w W W W H H H H H W W W oW
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subroutine fricss(maxp,it,rho,avise)

subroutine name fricss

library classification

title calculation of steady state friction factors

author c.m. skarbek-wazynski

purpose this subroutine calculates the steady state
factors which apply at all pipe calculation
all the pipes in a given systenm

no associated subroutines

common blocks

common/blkl/pd pipe data (constant)

common/blk3/pdyn pipe data (dynamic)

input information

input via argument list

avise fluid viscosity (absolute) ns/m2
it time level indicator
maxp total number of pipes
rho fluid density kg/m3

input via common block

ap pipe area n2 pd(2,-)
dia pipe diameter m pd(l,-)
ncp number of calculationpoints -- pd(6,-)
qn flow n3/s pdyn(2,-

output information
output via common block

f friction factor (british) -- pdyn(3,-

variables (excluding i/o variables)

i do loop counter
k do loop counter
re reynolds number
vn flow velocity n/s

common /blkl/ pd(8,2)
common /blk3/ pdyn (3 ,400,10,2)

loop round for each pipe in the systenm
do 10 k=1,maxp

ncp=pd(6,k)

dia=pd(1,6k)

ap =pd(2,k)

loop round for each calculation point
do 20 i=1,ncp

qn=pdyn(2,i,it, k)

vn=qn/ap

friction

points

l-l-)

r-r-)

for
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100

check for small flous
if(abs(gn).le.1.0e-30)g0 to 100

calculate reynolds number
re=abs(vn)sdiasrho/avisc
check for laminar flouw
if(re.qe.2000.0)g0 to 110

flow is laminar
t=14.0/re
go to 120

flow is turbulent use blasius formula
£=0.07%9*re2x(-0,25)
go to 120

zero flow or very swmall flow
7=0.0

assign value of friction factor to data array
pdyn(3,i,it, k)=t

continue
continue

return
end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'FRIC'

Calculation of friction factors using Trikha's method

Purpose

This subroutine calculates the frequency dependent friction factors
for unsteady laminar flow using Trikha's method. The friction factor
is set at all pipe calculation points at each timestep of the system
simulation. When the flow is not laminar a steady state friction
factor is calculated using the Blasius formula.

Associated subroutines

BLOCK DATA SUBPROGRAM - Initialise array TWF to zero
PIPE Pipe model using the method of characteristics

CALL FRIC (MAXP,DT,IT,ITM, RHO,AVISC)

Common block data arrays

COMMON/BLK1/PD pipe data array (constant)
COMMON/BLK3/PDYN pipe data array (dynamic)
COMMON/BLK27 /TWF Trikha's weighting factors

No user defined information required

Output information via common block

F friction factor (British) PDYN(3,I,IT,K) - R

Program action and algorithm

Mathematical model

In 1968 W. Zielke (Ref. 1) developed a method for simulating
frequency dependent friction in unsteady laminar flow. The technique
was simplified and presented in a more practical form by A.K. TRIKEA
in 1975 (Ref. 2).

The equations used in this subroutine are those developed by
Trikha. The pressure drop per unit length is given by:-



£6

£{t) =8pv vit) + 4pv (v, + vy, + v, 1
r2 r2
N ——————
steady state transient v = g (Kinematic viscosity)
component component p

where Yir Y and yy are weighting factors which are determined by the

2
previous flow history and may be calculated by the following equation.

-ni (v rZ)At
yi(t) = yi(t - At)e +Mi(v(t) - v(t - At)) 2
where i =1, 2, 3
M = 40.0 n, = 8000
1 1
M2 = 8.1 n, = 200
M3 = 1.0 n, = 26.4

yi(t) represents the current values of the weighting factors. yi(t - At)
is the value at the previous timestep. Similarly v (t) is the current
flow velocity and v (t - At) is the previous value. Thus stored values
of weighting factors and flow velccity at all pipe calculation points
can be used in equation 2 to calculate the current weighting factors
which in turn are used to calculate the pressure drop/unit length f(t) in

equation 1 which applies at a particular calculation point.

The friction factor used in the method of characteristics is based

on the D'Arcy equation:-

pressure drop/unit length £(t) = ggpl_‘pvz
a 2
the friction factor is given by
f = 2£(t)d 3
4v2p

Flow is assumed to remain laminar up to a Reynold's number of
2000. Once this is exceeded Trikha's equations no longer apply and
the friction facter is calculated from the Blasius formula for

steady state turbulent flow.



n
~1

Computing procedure

One call to subroutine FRIC at each timestep of the solution
evaluates the friction factor at all pipe calculation points in a
given system. The calculation is performed inside two do loops
(Figure 1). Each pipe is considered in turn (do loop 30) flow
conditions are examined at each calculation point (do loop 10) and

the friction factor is evaluated accordingly.

Inside do loop 10 a check is made on the flow value, if it is
fcund to be zero the program branches and the friction factor is
set to zero. For all finite flow values the Reynold's number is
calculated and if it is greater than 2000 a steady state turbulent
flow friction factor is calculated using the Blasius formula. For
laminar flows the current values of the weighting factors are
calculated from equation 2 wusing previous values stored in array
TWF and a previous value of flow from data array PDYN. The pressure
drop per unit length is then calculated (equation 1 ) , but before
evaluating the friction factor (equation 3 ) a check is made on the
expression 2.0*VN*VN*RHO if this is less than 1.0 x 10—50 the friction
factor is set to zero. The check is directly analagous to a check
for a very small flow and avoids problems with floating point over-

flow where dividing by a very small number. The resultant value of

friction factor is assigned to data array PDYN.
References

1 W. ZIELKE
Frequency-derendent friction in transient pipe flow
TRANS ASME J. BASIC ENG MARCH 1968
2 A.K. TRIKHA
An efficient method for simulating frequency dependent friction
in transient liquid flow

TRANS ASME J. FLUIDS ENG MARCH 1975

LIST OF VARIABLES USED

2
AP pipe area - M
2
AVISC fluid viscosity (absolute) u Ns/M
DIA pipe diameter d M

DT Timestep At S

T AN W



FL

IT
I™

MAXP
NCP

RS

SIGNV

YO

Yl
Y2
Y3

5¢
Friction factor (British)
Frictional pressure drop per unit

length

Do loop counter

I

t)
t - At)

time level indicator (time

time level indicator (time
Do loop counter

Do loop counter

total number of pipes in system
number of calculation points
flow at time level ITM

flow at time level IT

radius of pipe

Reynold's number

fluid density

array containing m coefficients
of equation 2

array containing n coefficients
of equation 2

assigned variable for m
coefficients in do loop
assigned variable for n
coefficients in do loop

sign of flow velocity term

flow velocity at time level ITM
flow velccity at time level IT
updated value of Trikha's weighting
factor

old value of Trikha's weighting
factor

Trikha's weighting factor
Trikha's weighting factor

Trikha's weighting factor

£(t)

Re

v{t - At)
v(t)

Kg/M3

M/S
M/S

w oW ™ oW W O H H H H H OH W
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subroutine fric(maxp,dt,it,itm,rho,avise)
subroutine nanme fric
library classification
title calculation of friction factor using trikhas method

author c.m. skarbek-wazynski

purpose this subroutine calculates the frequency dependent

friction factor for unsteady laminar flow using
trikhas method, the friction factor is set at all
pipe calculation points at each timestep of the
system simulation. when the flow is not laminar
steady state friction factor is calculated using
the blasius formula

associated subroutines
block data subprogram -initialise array twf to zero

pipe -pipe model using the method of characteristics

common blocks

common/blkl/ pd pipe data (constant
common/blk3/ pdyn pipe data (dynamic)
common/blk27/twf trikhas weighting factors

input information
input via arqument list

avise fluid viscosity (absolute ns/m2)
dt timestep (s)

it timelevel indicator

itm timelevel indicator

maxp total number of pipes

rho fluid density (kg/ml)

input via common block

ap pipe area m2 pd(2,-)

dia pipe diameter m pdd, -)

ncp number of calc points pd(6,-)

q flow at time level 1itm m3/s pdyn(2,-,-,-)
qn flow at time level it mn3/s pdyn(2,-,-,-)
yo old value of weighting factor -- twf(j,i,k )
yl current weighting factor twfd ,-,-)

y2 current weighting factor twi(2,-,-)

y3 current weighting factor twf(3,-,-)

output information
output via common block
f friction factor (british) pdyn(3,-,-,-)
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variables (excluding i/o variables)

fl frictional pressure drop per unit length (n/m3)
i do loop counter

j do loop counter

k do loop counter

r pipe radius (m)

re reynolds number

rn array containing coeffs of trikhas equation
rn array containing coeffs of trikhas equation
rr assigned variable for m coeffs inside do loop
signv sign of flow velocity term

rs assigned variable for n coeffs inside do loop
v flow velocity at time level itm

vn flow velocity at time level it

yn updated value of trikhas weighting factor

common /blkl/ pd(8,2)

common /blk3/ pdyn(3,400,10,2)
common /blk27/ twf(3,400,2)
dimension rm(3),rn(3)

initialise rm and rn arrays
data rm/40.0,8.1,1.0/
data rn/8000.0,200.0,26.4/

do 30 k=1,maxp

pipe parameters
ncp=pd(6,k)
dia=pd (1 k)
ap =pd(2,k)
r =dia/2.0

do 10 1=1,ncp

evaluate friction factor at each calculation point
current value of flow
qn=pdyn(2,i,it, k)

check for zero flow
if(qn.eq.0.0)go to 500

calculate reynolds number
va=qn/ap
re=abs(vn)*dia*rho/avise
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check whether flow is laminar or turbulent
if(re.ge.2000.0)go to 100

flow is laminar use trikha*s equations
old value of flow
q =pdyn(2, i,itmk.)

v=q/ap

calculate new weighting factors
do 20 j=1,3

rr=rm(j)

rs=rn(j)

yo=twf(j, i, k)
yn=yo* (exp(-rs*tavisc *dt/(rho*r$r)))+rrt (vn-v)
twf(j,i,k)=yn

20 continue

calculate frictional pressure drop
yt=twf(t,i,6 k)

y2=twf(2,1i,k)

y3=twf (3,1 k)

5ignv=abs(vn)/vn

fl=(4.0%avisc/(r*r))*(2.0-*abs(vn)+(yl+y2+y3)*signv)

check for very small flows to prevent floating
point overflow
if((2.0*va»svn*rho).It.1.0e-30)go to 500

calculate friction factor
f=fl$dia/(2.08vn$vn$rho)
go to 700

for turbulent flow use blasius formula
100 £=0.079*re**(-0.25)
go to 700

zero flow (or flow is very small)

500 £=0.0

assign value of friction factor to the pdyn data array
700 continue
pdyn(3,i,it k)=1
10 continue
30 continue
return
end
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CCMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'PUMP'

Method of characteristics model of a2 hydrostatic pump

Purpose

Subroutine PUMP is a steady state model of a hydrostatic pump.
All internal dynamics are neglected and the pump operating speed is
determined by the associated prime mover model. Pump pressures and
flows depend on the interaction with the rest of the system via the
inlet and outlet pipelines which are modelled using the method of

characteristics.

The model is capable of a ramp change in swash setting from zero
to full swash. The start time and duration of the ramp are specified

by the user.

Associated subroutines

CONST Constant speed prime mover model

ENGINE Governed diesel engine model

CALL PUMP (IT,ITM,DT,REO,TIME,NC)

NO = pump component number

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLK3 /PDYN pipe data (dynamic)
COMMON/BLK6/PMP pump data (constant)

COMMCN/BLK7/PMPD pump data (dynamic)
COMMON/BLK26/SWSH swash setting parameters

User defined information

ARRAY PMP (10,NO)

PMP (1,NO) = DP pump displacement H3/rad

PMP (2,NO) = KLP slip loss coefficient (M3/S)/(N/M2)
PMP (3,NO) = KTP slip loss coefficient (M3/S)/(N/M2)
PMP (4,NO) = KVP viscous friction coefficient Nm/ (rad/sec)

0 ™ w o
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PMP(E,NC) = IP pump inertia KgM2 R
PMP (6,NO) = IPN inlet pipe number - I
PMF (7,NO) = OPN outlet pipe number - I
PMP (8,NO) = PCD case drain pressure N/M2 R
PMP (9,NO) = NPRM prime mover number - I
PMP (10,NO) = NTYP prime mover selection switch - I
ARRAY PMPD(3,IT,NO)
PMPD(1l,1,NO) = WP2 pump sreed time = t rad/sec
PMPD(2,1,NO) = TP2 pump shaft torque time = t Nm
PMPD(3,1,NO) = XP pump swash -
Note: the user is only required to specify initial values, subsequent
values are calculated by the prcgram.
ARRAY SWSH(2)
SWSH(1l) = Tl starting time for swash change S
SWSH(2) = T2 finishing time for swash change S
The prime  mover selection switch NTYP must be set to l if a
constant speed prime mover model is required (see subroutine CONST).
Alternatively set NIYP = 2 if a governed diesel encine model is
reguired (see subroutine ENGINE).
OUTPUT INFORMATION via the common block
PI pressure at pump inlet,
time = t PDYN(1l,NCPI,IT,NO) N/M2
PD pressure at pump cutlet,
time = t PDYN(1,1,IT,NO) N/M
VI*API volumetric flcw, pump
inlet, time = t PDYN(Z,NCPI,IT,NO) M3/S
VO*APO volumetric flow, pump
outlet, time = t PDYN(2,1,IT,NO) M3/S
TP2 pump shaft tocrque,
time = t PMPD(2,IT,NO) Nm

INBUILT ERROR MESSAGES

'PRIME MOVER NUMBER INCORRECT' -

prime mover number specified

incorrectly
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call to prime mover model cannot
be made. Fatal error condition

which causes the program to stop.

Program action and algorithm

Mathematical model

The pump is treated as a steady state flow source with.various
internal leakage paths, compressibility effects within the pump are
ignored. (Figure la.) The inlet and outlet pipelines are modelled
using the method of characteristics, case drain pipe dynamics are
assumed to be negligible. With the flow directions as specified in
Figure la the pipe characteristic lines are shown on the time

distance plane in Figure 1lb .

The pump equations are derived by considering continuity, and

a simple torque balance on the pump shaft:-

Flow into pump QIN = AvaI = WPDPXP - KLP(PO I

* Kpp (P = Pep)

Flow out of pump

QOUT = Apovo = wprXp - KLP(Po - PI)

- KTP(PO - PCD)

Shaft torque T =.(p - P_)D X + W
= p o D%+ Kp¥p

The pipe equations are:-

Inlet pipeline 1

Outlet pipeline

-1 (P -P) + (v -v) +2fv _{v ]At
—0 s o s s's' s
OCO a
o
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It is assumed that the pump speed (Wp) and pump swash (Xp) have
been evaluated for the time level at which the solution of pressures
and flows is required. The pump speed is calculated by a call to a
prime mover subroutine, the pump inertia is referred through to the
prime mover and the prime mover dynamics determine the instantaneous
pump speed. In the current model the swash is calculated as a rapid
ramp from zero to full swash in a number of seconds specified by the
user. However provisions have been made for future modifications to
have the swash determined by an external subroutine where the swash
follows a particular duty cycle or obeys the dynamics of a servo

mechanism.

There are four unknowns PI, PO, VI,

2, 4 and 5 may be solved simultaneously. Once the pressures

vo for which equations 1 ,

are known the current shaft torque may be calculated from equation

3.
Rearranging equations 1 , 2, 4 , and 5 in the form:-

1> AlvI + A2PI + A3Po = A4 6

2 > Blvo + B2PI + B3PO = B4 7

I
@]
@

4 - C,v_ + C.P

> v o+
> Dl o) DZPD

I
g
N

where

10

hod
[

]

ol
HH

= 4 2

A3 KLP 1

A, =WDX -K P 13
4 PPP TP CD

= 4

Bl APO 1

B, = =K 15
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By = Kpp * Kpp 16
B4 = WPDPXP+ KTP PCD 17
Cl = 1.0 _ 18
c, = l/pcI ' 19
C, =—2vaR|vRIAt/dI v, ot PR/’pCI 20
D, = 1.0 _ 21
D, = -l/pCO 52
D, = --2fsvslvs|At/do V- Ps/bco 23
Equations 6 - 9 may be solved simultaneously and the

following expressions obtained.

P, = |2 - Ay - SE-R) - aR[ fla, @ + Ay - A C0 24
¢t 4 €1

Vi TG T GR T G 25
2 < 1

PL =R+ QP_ 26

Vo = (D3 - EZ2130)/]31 27

where

R= By By 28
By By

Q = BlD2 - Ez 29
BD By

Computing procedure

The subroutine assigns all pump data from common block array PMP

to program variable names. Depending on the value of NTYP a prime
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mover model is chosen and the appropriate subroutine is called. The

prime mover model calculates the current pump shaft speed which is

transferred via common block array PMPD to program variable WP2. The

current value of pump swash is calculated and finally all pipe data

is assigned to program variable names.

The equation coefficients Al, A2 ceecesess R, QO (equations 10 -~

23, 28

and 29 ) are calculated.

Solving equations

24 - 27

evaluates the current values of pressure and flow at the pump ports.

A cavitation check is performed to ensure negative pressures are set

tc zero.

The computed data is output to the common block arrays.

Operational status

The program coding was written with a view to easy debugging and

testing as a result it is not particularly efficient.

Future versions

of this program will be modified to increase the speed of execution

and minimise storage requirements.

LIST OF VARIABLES USED

APO
Al
Bl

CI
CoO
Cl
DI
DO
DP
DT
D1
FR

FS

IE

A4
B4

C3

D3

inlet pipe area

outlet pipe area

flow into pump equation coefficient

flow out of pump equation
coefficient

inlet pipe wavespeed

outlet pipe wavespeed

inlet pipe ecuation coefficient
inlet pipe diameter

outlet pipe diameter

punp displacement

timestep

outlet pipe equation coefficient
friction factor, forward
characteristic

friction factor, backward
characteristic

not used

M2
M2
A4 -
B4 -
M/S
M/S
C3 -
M
M
M3/rad
s
D3 -

M ™ w®m W™ X



IP
IPN
IT
IT™

KTP
KVP
NCM

NCPI

NO

NTYP
" OPN
PCD
PI
PO
PR
PS

OR
oS

TIME
TP2
Tl
T2
VI

\'¢}

VS
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pump inertia
inlet pipe numker

time level indicator time

i
ct

t - At

time level indicator time
slip loss coefficient
slip loss coefficient
viscous friction coefficient
number of calculation points
minus one

number of calculation points

on inlet pipe

pump number

prime mover number

prime mover selection switch
outlet pipe number

pump case drain pressure
pressure at pump inlet time = t
pressure at pump outlet time = t
pressure, forward characteristic
pressure, backward characteristic
equation coefficient

flow, forward characteristic
flow, backward characteristic
equation coefficient

fluid density

time

pump shaft tcrque (time = t)
starting time for swash change
finishing time for swash change
flow velocity at pump inlet

time = t

flow velocity at pump outlet
time = t

flow velocity, forward
characteristic

flow velocity, backward
characteristic

pump shaft speed time = t

pump swash time = t

K
LP

Srp
“vp

K M
g

M3/S/(N/M2)
M3/S/ (N/Mz)

NM/ (rad/s)

N/M
N/M
N/M
N/M
N/M

NN DN

M3/S
M~ /S

Kg/M3

Nm

M/S
M/S
M/S

M/S
rad/s

H H H W

v}

¥

o

W oW oW W W WowWw W™ o™ ™ ™ M ™ H H H HOH
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subroutine pump(it,itm,dt,rho,time ,no)

subroutine name pimp

library classification

title method of characteristics model of a hydrostatic pump
author c¢.m. skarbek-wazynski

purpose this subroutine is a steady state model of a hydrostatic
punp, all internal dynamics are neglected, the pump speed
is determined by the prime mover dynamics, punmp
pressures and flows depend on the interaction with the
rest of the system via the inlet and outlet pipes which
are modelled using the method of characteristics
(model is capable of ramp changes in swash setting)

associated subroutines
const constant speed prime mover model
engine governed diesel engine model

common blocks

common/blkl/ pd pipe data (constant)
common/bit 3/ pdyn pipe data (dynamic)
common/blk6/ pmp pump data (constant)
common blk?/ pmpd pump data (dynamic)
common/blk26/swsh swash setting parameters

input information

input via argument list

dt timestep s

it time level indicator

itm time level indicator -

no pump component number --
rho fluid density kg/m3
time simulation time s

input via common block

api inlet' pipe area m2 Pd(2,-)

apo outlet pipe area m2 od(2,-)

ci wavespeed,inlet pipe n/s pd(7,)

co wavespeed,outlet oipe m/s pd(7,-)

di diameter, inlet pipe m pdd, -)

do diameter, outlet pipe m pd(1,-)

dp pump displacement m3/rad pmp(1,-)

fr friction factor furd/charac pdyn(3,-,-,-)
fs friction factor bkwrd/charac -- pdyn(3,-,-,-)
iP pump inertia kgm2 pmp (5,-)

ipn inlet pipe number - pmp(6,-)

kip slip loss coefficient m5/ns pnp(2,-)

ktp slip loss coefficient m5/ns pnp(3,-)

kvp viscous friction coefficient nms/rad pnp(4,-)

ncpi  no of calc points inlet pipe -- pd(6,-)

nprm prime mover number pmp (9,-)
ntyp prime mover selection switch pmp (10,-)
opn outlet pipe number - pnp(7,-)

ped Dump case drain pressure n/m2 pmp (8 ,-)

pr pressure fwrd/character istic n/m2 pdyn (1,
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ps pressure burd/characteristic n/m2 pdyn(l,-,-,-)
qr flow furd/characteristic n3/s pdyn(2,-,-,-)
qs flow bwrd/characteristic n3/s pdyn(2,-,-,-)
tl start time of swash change s sw5h (1)

t2 finish time of swash change ] swsh (2

wp2 pump shaft speed rad/s pnpdd ,-,-)
Xp pump swash setting - pmpd(3,-,-)

output information
output via common block.

pi pressure at inlet n/m2 pdyn(1,-
po pressure at outlet n/mn? pdyn (1, -
tp2 pump shaft torque nn pmpd(2,- -)
vi$api flow at inlet m3/s pdyn (2, -
vo*apo flow at outlet n3/s pdyn(2,-

variable names (excluding i/o variables)

al...ad equation coefficients -
bl.. .bd equation coefficients -
cl...c3 equation coefficients -
di.. .d3 equation coefficients -
ncm no of calc points minus 1

q equation coefficient

r equation coefficient -
vi flow velocity inlet pipe mn/s
Vo flow velocity outlet pipe M/s
vr flow velocity forward characteristic n/s
Vs flow velocity backward characteristic n/s

common /blkl/ pd(8,10)

common /bit 3/ pdyn(3,20,10,10)
common /blké/ pmp(10,2)

common /blk,7/ pmpd(3,10,2)
common /blk26/swsh(2)

real ip,ie,ktp, kvp, klp

integer opn

input data
pump data

dp =pmp(1,no)
ylp=pmp(2,no)
ktp=pnp (3, no)
kvp=pmp (4 ,no)
ip =pmp(5,no)
ipn=pmp(6,no0)
opn=Dmp(7,no)
pcd=pnp(8,no)
nprm=pnp (9,n0)
ntyp=pmp(10,no)

pipe data
ncpi=pd(A,ipn)
nem=ncpi-1
api=pd(2,ipn)
apo=pd (2, opn)

di =pd(1,ipn)

do =pd(1,opn)

ci =pd(7,ipn)

CO =pd(7,o0pn)
pr-Ddyn(1,ncm,itm,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdvn(2,ncm,itm,ipn)
vr=qr/api
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ps=pdvn(1,2,itm,opn)
fs=pdyn (3,2, itm,opn)
gs=pdyn(2,2,itm,opn)
v5=qs/apo

select prime mover model

go to (10,20),ntyp

print error message

write (6,801 )

format(IhO,'prime mover number incorrect')

stop

call const(nprm,it, no)

go to 30

call engine(it,itm,dt,no,nprm)
continue

set pump speed
wp2=pmpd(1l,it,no

calculate pump swash
tl=swsh (1)
t2=swsh(2) o
xp=(time-tl)/t2
if(xp.gt.1.0)xp=1.0

calculate equation coefficients

al=api

a2=-ktp-klp

al3=+klp

ad=wp2*dp*xp-ktp*pcd

bl=apo

b2=-kIp

b3=ktp tkIp

bd=wp2$dp$xpt+ktp*pcd

cl=1.0

c2=1.0/(rho$ci)

c3=-2.08fr$vr*abs (vr)*dt/di+vr +pr/(rho'*ci)
dl=1.0

d2=-1.0/(rho*co)
d3=-2.0*fs*vs$abs(vs)*dt/do+vs-ps/(rho*co)
r=b4/b2-b1*d3/(b2§d1)
q=b14§d2/(b2$d1)-b3/b2

calculate pressures and velocities
P0=(ad4-a1$(c3-c2*r)/c1-a2*r)/(a2*q+a3-al*c2*ql/c1)
vi=c3/cl-c2*r/cl-c2§q*po/cl

pi=r+qépo

vo=(d3-d2*po)/dl

cavitation check
if(pi.11.0.0)pi=0.0
if(po.1t.0.0)po=0.0

calculate pump load torque
tp2=(po-pi)*dp*xp+kvpSwp2

output data to arrays
pdyn(l,ncpi,it,ipn)=pi
pdyn(2,ncpi,it,ipn)=vifapi
pdyn(1,1 ,it ,opn)=po
pdvn(2,1,it,opn)=vo§apo
pmpd (2,1t ,no)=tp2

return

end
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COMPUTER PROGRAM DOCUMENTATION FOE SUBROUTINE 'MOTOR'

Method of characteristics model of a hydrostatic motor

Purnose

This subroutine is a steady state model of a hydrostatic motor,
all internal dynamics are neglected, the motor speed is determined
by the load dynamics, pressures and flows at the motor speed depend
on the interaction with the rest of the system via the inlet and

outlet pipes which are modelled using the method of characteristics.

Associated subroutines

LOADCH simple inertia load model
BOAT load model of a propeller driven boat

CALL MOTOR (IT,ITM,DT,RHO,MNO)

MNO = motor component number (integer)

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLX3/PDYN pipe data (dynamic)
COMMON,/BLK9 /EMD motor data (constant)

COMMON/BLK10/HMDD motor data (dynamic)

User defined information

ARRAY HMD (11,MNO)
HMD(1,MNO) -= DM motor displacement M3/rad

. R
HEMD (2,MNO) = KLM slip loss coefficient H3/S/(N/M2) R
EMD(3,MNO) = KTM slip loss coefficient M3/S/(N/M2) R
HMD (4,MNO) = KVM viscous friction coefficient NM/(rad/s) R
HMD (5,MNO) = IPN inlet pipe number - I
HMD (6,MNO) = OPN outlet pipe number -~ I
HEMD(7,MNO) = IM motor inertia KgM2 R
EMD (8, MNO) = KPM pressure dependent loss
coefficient NM/(N/MZ) R
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HMD(9,MNO) = PCD tank or case drain

pressure N/M2 R
HMD (10,MNO) = LNO load model component

number - I
HMD (11,MNO) = NTYP load model selecticn switch - I
ARRAY HMDD(3,IT,MNO)
HMDD(1,1,MNO) = XM motor swash setting -
HMDD(2,1,MNO) = TM1 motor shaft torque NM
HMDD(3,1,MNO) = WM motor speed rad/s R

Note: The user is only required to specify initial values subsequent

values are calculated by the program.

The load model selection switch NTYP must be set to 1 if a simple
load model of an inertia plus viscous friction is required (see
suktroutine LOADCH). Alternatively if NTYP is set to 2 the load model
defined by subroutine BOAT is called.

Output information via common block

PI pressure at metor inlet,
time = t PDYN (1 ,NCPI,IT,IPN) N/M2
PO pressure at motor outlet,
time = t PDYN(1,1,IT,OPN) N/M2
VI*ZPI volumetric flow at motor
inlet PDYN(2,NCPI,IT,IPN) M3/S
VO*APO  volumetric flow at motor
out;et PDYN(2,1,IT,OPN) M3/S
™ torque on motor shaft HMDD (2, IT,MNO) NM
INBUILT ERROR MESSAGES
'LOAD TYPE NUMBER INCORRECT' -~ 1load type number specified incorrectly,

call to locad model cannot be made.
Fatal error therefore the program is

stopped.

Program action and algorithm

Mathematical mcdel
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The motor is treated as an ideal unit with various leakage paths
around it, internal compressibility losses are ignored (Figure la).
The inlet and outlet pipelines are modelled using the method of
characteristics, case drain pipe dynamics are assumed to be negligible.
With the flow directions as specified in Figure la the pipe
characteristic lines are shown on the time distance plane in Figure 1lb.
Motor inertia is referred through to the lcad model and load model
dynamics determined the instantaneous motor speed. The motor swash

is assumed to be constant.

The motor equations are derived by considering continuity and a

simple torque balance on the motor shaft.

Flow into motor QI = APIVI = WmDme + KLM

(Pp = P ) Kpy(Pp = Pep) !
Flow out of motor Q =2A v =WDZX + K

o po o mm m LM

(PI - Po) - KTM(PO - PCD) 2
Shaft torque developed by motor T = (P_ - P )D X - K W

m I O mm VI m

- Kpm PI - PO s:LgnWIn 3

The pipe equations are:-

Inlet pipeline 1 (PI - PR) + (vi - vR) +

DCI

V. v =
2, P_I P‘IAt o)

1Y

d
I
C ipeli - - + (V -V ) +
utlet pipeline 1 (PO PS) ( 5 s)
PCy
2f v v At =0 5
Ss s
d
o

Equations 1 , 2, 4 and 5 may be solved simultanecusly for
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the four unknowns PI, Po’ Vor Vg Once these values are known

equation 3 may be used to calculate motor torque.

Rearranging equations 1 , 2 , 4 and 5

1 - AlvI + A3PI + A4Po = A5 6
2 - B2VO + BBPI + B4Po = B5 7
4 - Cvi tcyPr = Cg 8
5 » Lv +DP =D 9

where

By = Bpr 10
Ay =Kpm 7 Koy 11
Ay = Koy 12
B = Wilp¥n ~ Fom Pop 13
32 = Apo 14
B3 =-KLM 15
By = Kom + Ko 16
B5 = WmDmXm + KTM PCD 17
Cl = 1.0 18
C3 = l/pCI 19
Cg = PR/pcI VL - 2fR\§|VR!At/dI 20
D2 = 1.0 21
D4 =--l/pCO 22
D ==P_/pC_ + Vv - 2vaSIVSlAt/do 23
Equations 6 - 9 may be solved simultaneously to yield the

following expressions:-
PL= R-8/(P -0 24
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v = (c5 - c3PI)/cl 25
PO = (A5 - A3PI - Ale)/A4 26
v, = (D5 - D4Po)/D2 27

where the coefficient P, Q, R, S are defined as follows:-

P = (C1A3 - Alc3)/cl 28
Q= A4B3D2/(D2B4 - B2D4) 29
R = (CAg - AlCS)/Cl 30
§ = A,(D,Bg - BlDS)/(D2B4 - BZD4) 31

Computing procedure

All motor and connected pipe data is assigned to program variable
names from common block data arrays. A load model is selected,
depending on the value of the switch NTYP, the appropriate subroutine
is called which returns a value for the éurrent motor speed, which
is directly transferred via ccmmon block to prograr variable name
Wm.

The equation coefficients Al, A2 ceee D4, D5 Zexpressions 10 -
23 ) are evaluated, hence the coefficients P, Q, R, S are calculated
from equations 28 - 31 , and finally the current values of pressure
and flow velocity at the motor ports are calculated from equations 24
- 27 . A cavitation check is performed to ensure negative pressures
are set to zero. The shaft torque developed by the motor is
calculated from equation 3 . A problem arises when the motor speed
Wm is zerc, the sign of the pressure dependent loss term is
indeterminate. To avoid this difficulty it is assumed that in cases
of zero velocity the pressure dependent torque cpposes the motor
torque and the sign of the KpmlPI - PO term is determined by the

last known value of mector torque TMl. (See program listing.)

Operational status

The original versions of this program were written with the
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intention of using a matrix method for solving the set of simultaneous

equations.

The coefficients Al, A2 etc. were set up with this in

mind. Subsequent program alterations to a direct solution have made

this form of coding inefficient.

Future versions of this subroutine

will be modified to increase speed of execution and to minimise

storage requirements.

The motor swash is set to 1.0 in the program and the value stored

in array element HMDD(1l,1,MNO) has no effect.

LIST OF VARIABLES USED

FS

IM
IPN
IT
IT™M

KrM

AS

B5

C5

D5

inlet pipe area

outlet pipe area

equation coefficient
equation cecefficient
wavespeed, inlet pipe
wavespeed, outlet pipe
equation coefficient

pipe diameter, inlet pipe
motor displacement

pipe diameter, outlet pipe
timestep

equation coefficient
friction factor, forward
characteristic

friction factor, backward
characteristic

motor inertia

inlet pipe number

]
ct

time level indicator, time

time level indicator, time t - At
slip loss coefficient

pressure dependent loss

coefficient

slip loss coefficient

viscous friction coefficient

load model component number

motor component number

™
KVM

M R
M2 R
- R
- R
M/S R
M/S R
- R
M R
M3/rad R
M R
S R
- R
- R
- R
KgM2 R
- I
- I
- I
M3/S/(N/M2)R

NM/(N/MZ) R
w3 /s/ (N/MA) R
MM/ (rad/s) R
- I
- I



NCPI

NCR
NTYP
OPN

PCD
PI
PO
PR
PS

QR
Qs

RHO

™

TM1

VI
VO

VS

WM
XM
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number of calculation points

on inlet line

NCPI minus 1

load model selecticn switch
outlet pipe number

equation coefficient

case drain or tank pressure
pressure,motor inlet,time = t
pressure,motor outlet, time = t
pressure, forward characteristic
pressure, backward characteristic
equation coefficient

flow, forward characteristic
flow, backward characteristic
equation coefficient

fluid density

ecuation ccefficient

motor torque, time = t

motor torque, time t - At
flow velocity, at motor inlet
flow velocity, at motor outlet
flow velocity, forward
characteristic

flow velocity, backward
characteristic

motor speed

motor swash setting

K W ™ w o ow oW

o

H W ©

NM
NM

M/S
M/S

M/s

M/S
rad/s

W ™ ™ W w W W W W ™™ W W W W W OH H H OH

]
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subroutine motor(1l,itr.It.mo,mno)

subroutine name motor

library classification

title method of characteristics model of a hydrostatic motor

author c¢.m. skarbek-wazynski

purpose this subroutine is a steady state model of a hydrostatic
motor, all internal dynamics are neglected, the motor
speed is determined by the load dynamics, pressures and
flows at the motor depend on the interaction with the
rest of the system via the inlet and outlet pipes which
are modelled using the method of characteristics.

associated subroutines

loadch simple inertia load model

boat load model of a propeller driven boat

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blk9/ hmd motor data(constant)
common/blkl0/hmdd motor data(dynamic)

input information

input via argument list

dt timestep s

it time level indicator --
itm time level indicator -

mno motor component number --
rho fluid density kg/m3

input via common block

api inlet pipe area m2 pd(2,-)

apo outlet pipe area m2 pd(2,-

ci wavespeed,inlet pipe n/s pd(7,-)

co wavespeed, outlet pipe n/s pd(7,-)

di diameter, inlet pipe m pdd ,-)

dm motor displacement m3/rad hmdd ,-)

do diameter, outlet pipe mn pd(l,-)

fr friction factor fwrd/charac pdyn(3,-,-,-)
fs friction factor bkwrd/ch(rac - pdyn(3,-,-,-)
ipn inlet pipe number -- hmd (5, -)

klm slip loss coefficient n5/ns hmd (2, -)

kpm pressure dependent loss coeff m3 hmd (8, -)

ktm slip loss coefficient m5/ns hmd (3,-)

kvm viscous friction coefficient nms/rad hmd(4,-)

Ino load model component no. - hmd (10, -)
nepi  no of calc points inlet pipe pd(6,-)

ntyp load model selection switch hmddi ,-)
opn outlet pipe number hmd (6,-)

ped case drain or tank pressure n/m2 hnd (9, -)

pr pressure fwrd/charac ter istic n/m2 pdynd ,-,-,-)
P5 pressure bwrd/characteristic n/m2 pdyn(1l,-,-,-)
qr flow fwrd/characteristic n3/s pdyn(2,-,-,-)

qs flow bwrd/characteristic n3/s pdyn(2,-,-,-)
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tm! motor torque nn
wm motor speed rad/s
Xm motor swash -

output information
output via common block

pi
po
vi$api
vo*apo
tm

variable
al...ab
b2...b5
cl...ch
d2...d5
ncr

pressure at inlet n/m2
pressure at outlet n/m2
flow at inlet n3/s
flow at outlet n3/s
motor shaft torque nm

names (excluding i/o variables)
equation coefficients
equation coefficients
equation coefficients
equation coefficients
no of calc points minus 1
equation coefficient
equation coefficient
equation coefficient
equation coefficient
flowvelocity inlet pipe
flow velocity outlet pipe
flowvelocity forward characteristic
flow velocity backward characteristic

common /blkl/ pd(8,10)

common /blk3/ pdyn(3,20,10,10)
common /blk9/ hmd(11,2)
common/blkl0/ hmdd(3,10,2)
integer opn

real klm, ktm, kvm, kpnm

input data
ipn=hmd(5,mno)
opn=hmd (6 ,mno)
klm=hmd (2,mno)
ktm=hmd(3,mno)
kvm=hmd (4,mno )
kpm=hnd (8,mno)
dm =hmd(1,mno)
pcd=hmd (9,mno)
lno=hmd (10, mno)
ntyp=hmd (11,mno)

xm=1.0

api =pd(2,ipn)
apo =pd(2,opn)
ncpi=pd(6,ipn)
di =pd(1,ipn)
do =pd(1l,opn)
ci  =pd(7,ipn)
co =pd(7,opn)
ncr=ncpi-1

pr=pdyn(l,ncn,itm,ipn)
fr=pdyn(3,ncr,itm,ipn)
qr=pdyn(2,ncr,itm,ipn)

vr=qr/api

ps=pdyn(l,2,itm,opn)
fs=pdyn(3,2,itm,opn)

r.mddi :, -, -
hmdd (3,-,-)
hmdd(1,-,-)

pdyndf'l'r')
dend Tt
den(zr'l'l')
den(zr'l'r')
hmdd(2,-,")

M/s
m/s
m/s
M s
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CS-: :vn< 2,2 ,itm,opn)

vs=-s/apo

select load model

go to (10,20),ntyp

print error message

write(6,800)

format (1hO,'load type number incorrect')
stop

call loadch(it,itm,dt,1lno,mnno)

go to 30

call boat(it,itm,dt,mno)

continue

wm=hmdd (3,1it,mno)
tml=hmdd(2,itm,mno)

set coefficients

al=api

a3=-klm-k tn

ad=klnm

aS=wn*dn$XM-ktM*pcd

b2=apo

b3=-klm

b4=kImt+ktnm

bb=wmn*dm*xm+ktMfpcd

cl=1.0

c3=1.0/(rho*ci)
c5=pr/(rho*ci)+vr-2.0"fr*vr*abs (vr)edt/di
d2=1.0

dd=-1.0/(rho*co)
d5=-ps/(rho*co)+vs-2.0*fs*vs$abs(vs)*dt/do

P=(cl*a3-al*c3)/cl
q=ad*b3§d2/(d2§b4-b2*d4)
r=(cl*a5-al§ch)/cl
S=ad*(d2*b5-b2*d5)/(d2*bd-b2*d4)

pi=(r-5)/(p-q)
vi=(c5-c3*pi)/cl
po=(ab-al3*pi-al*vi)/ad
vo=(d5-dd*po)/d2

cavitation check
if(pi.1t.0.0)pi=0.0
if(po.1t.0.0)po=0.0

calculation of torque

if(wm)40,50,40
tm=(pi-po)*dm*xM-kvMSwm-kpM*sign((pi-po), 6 wm)
go to 60
tm=(pi-po)$dm*xm-kvm*wm-k.pm$sign((pi-po),tml)
continue

output data
pdyn(1l,ncpi,it,ipn)=pi
pdyn(2,ncpi,it,ipn)=vi*api
pdyn(1,1,it,opn)=po
pdyn(2,1,it,opn)=vo*apo
return

end
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COMPUTER ZROCRAM DOCUMENTATI N FOR SUBRQUTINE ‘BOAT'

Load model of a propeller driven boat

Purpose

Subroutine BCAT is a lcad model of a propeller driven boat for
use in conjunction with subroutine MOTOR. It calculated the load
torques developed by the propeller and determines the acceleration
of the propeller shaft to which the hydraulic motor is directly
connected. Integration gives a new value of shaft speed which is
transferred to the motor subrcutine where the resulting load pressures
and flows are calculated. The model is not valid for negative values

of propeller sreed.

Associated subroutines

MOTOR method of characteristics model of a hydrostatic motor
INTRPI smoothed one dimensional interpolation and linear

extrapolation subroutine.

CALL BOAT (IT,ITM,DT,MNO)

MNO = component number of motcrdriving the boat (integer)

Common block data arrays

COMMON/BLK9/EMD motor data (constant)
COMMON/BLK10/EMDD motor data (dynamic)
COMMON/BLK30/DLCD boat data (constant)
COMMON/BLK21/DLDP boat data (dynamic)

COMMON/BLK19/EFF propellor efficiency values
COMMON/BLK20/THR propellor thrust coefficient values
COMMON/BLK28/ARATIO corresponding advance ratio values

User defined information

ARRAY DICD(6)

DLCD(l) = PDIA propellor diameter M
DILCD(2) = .CD boat drag coefficient -
DICD(3) = AB boat frontal area M2
DICD(4) = IP propeller inertia ngd2

M o w W X
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LICLC (5) = BMS Loat mass Kg R
DLCD(6) = ROE : density of water in which the
boat is flcating Kg/M3 R

ARRAY DIDP(2,IT)

DLDP (1,ITM) VBl boat velocity M/S

DLDP (2,ITM) = WPl propeller shaft speed rad/s

Note: The user is only required to specify initial values, subsequent

values are calculated by the prcgram.

ARRAY EFF (31)

EFF (1-»31) up to 31 values of propeller
efficiency defining the efficiency

curve (Fig. 1)

ARRAY THR(31)

THR (1+31) up to 31 values of propeller
thrust coefficient defining the

thrust coefficient curve (Fig. 1)

ARRAY ARATIO(31)

ARATIO(1-31) up to 31 values of advance ratio
corresponding to the specified values
of propeller efficiency and thrust

coefficient

Note: Arrays, EFF, THR, ARATIO must all have the same dimensions.

Output information via common block

VB2 updated boat velccity DLDP(1,IT)
WP2 updated propeller shaft speed DLDE (2,IT)
HMDD (3,IT,MNO)

Program action and algorithm

Mathematical model

The propeller characteristics are defined as functions of the boat
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advance ratio, (Fig. 1) which is the ratio of the distance the boat
has actually travelled to the distance the propellor would have
travelled if it were a perfect screw. The advance ratio is usually

expressed in the form:- (Ref. 1)

AR = vBl/wplDp

The graphs shown in Figure 1 are stored as arrays of points
(EFF, THR) and once a value of AR is specified the corresponding values
of efficiency (n) and thrust coefficient (KT) may be obtained by
smoothed interpolation (subroutine INTRPI).

The following equations define the boat performance:-

2_ 4
Propeller thrust FTl'- KT p ubl Dp 2
Propeller torque TPl = FTVBl/ubln 3
Boat dra F = 0.5p Vv 2C 3 4
=Zoat drag D1 2P Vg1 Cpfs
Acceleration of boat vB = (Fp - FD)/MB 5
Accleration of propeller shaft w o= (TMl - Tpl)/
(IP + Im) 6

Computing procedure

The purpose of the subroutine is to calculate a value of propeller
shaft speed at a given time level using previously calculated values cf
boat velocity (VBl) and propellor speed (wpl) to set up equaticns 1 -

6 . The sequence of calculations is shown in flowchart form in

Figure 2 .

The values of boat acceleration and propeller shaft acceleration

are integrated using Simple Euler to yield new values of boat speed



and propeller speed.

VB2

mp2

1 +
JB At VBl

At +
wp wpl

Operational status

90

(Equations 7 and 8 ).

The equations used assume a positive value of propeller speed.

Interpolation will fail for negative values and the program will

crash.

Reference

S

1 DUNCAN, THOM, YOUNG

Mechanics of fluids (pg. 671)

EDWARD ARNOLD LTD 1970

LIST OF VARIABLES USED

ACCP

BMS
Cb
DT
FD1
FT1
IM
IP
IT
IT™

PDIA
PEFF
ROE
TC

boat frontal area

acceleration of propeller shaft

advance ratio

boat mass
boat drag
timestep
boat drag
propellor
hydraulic
propellor

time level indicator (time

time level indicator (time

hydraulic
propellor
propellor

coefficient

(old value)

thrust (old value)

motor inertia

inertia

t)

t - At)

motor number
diameter

efficiency

fluid density

thrust coefficient

e p
wz RF”U w

@]
w]

rad/s

Kg

KgM2
KgM2

Wow oW oW OHOH H W OW W W W W ™ W W W
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hydraulic motor torque (old value)

propeller thrust (old value)
acceleration of boat

boat velocity (old value)

boat velocity (new value)
propeller shaft speed (old value)

propeller shaft speed (new value)

M1

Bl

4 <4 < A3 A1

B2

€

pl
r2

Nm

M/S
M/S
M/s
rad/s
rad/s

A HN H®w X H® W
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subroutine boat(it,ita ,dt,«no)

subroutine name boat

library classification

title load model of a propeller driven boat
author c.m. skarbek-wazynski

purpose this subroutine is a load model of a propeller driven
boat for use in conjunction with subroutine motor, it
calculates the load torques developed by the propeller
and determines the acceleration of the propeller shaft
to which the hydraulic motor is directly connected,
integration gives a new value of shaft speed which is
transferred to the motor subroutine where the resulting
load pressures and flows are calculated.
(subroutine only valid for +ve propeller speeds)

associated subroutines

motor method of characteristics model of a hydrostatic motor

intrpi smoothed one dimensional interpolation and linear
extrapolation subroutine

common blocks

common/blk?/ hmd motor data (constant)
common/blk10/hmdd motor data (dynamic)
common/blk30/dlecd boat data (constant)

common/blk 2t/dldp boat data (dynamic)

common/blkl9/eff propeller efficiency values
common/blk20/thr propeller thrust coefficient values
common/blk23/aratio corresponding advance ratio values

input information

input via argument list

dt timestep

it time level indicator -

itm time level indicator -
mno component no. of drive motor -

input via common block

ab boat frontal area m2 dlcdd, -)
bms boat mass kg dlcd(5,-)
cd boat drag coefficient - - dlcd(2,-)
in hydraulic motor inertia kgm2 hmd (7,-)

ip propeller inertia kgm2 dlcd(4,-)
pdia propeller diameter m dlcdd ,-)
roe fluid density kg/m3 dlcd(6,-)
tml previous motor torque nm hmdd(2,-,-)
vbl previous boat wvelocity n/s dldp (1l ,-)
wpl previous propeller speed rad/s dldp(2 ,-)

output information

output via common block

vb2 boat velocity n/s dldp(1,-)

Wp2 propeller speed rad/s dldp(2,-)
hmdd (3 ,-,-)
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100
200

variable names (excluding i/o variables)

accep acceleration of propeller shaft rad/s2
ar advance ratio

fdl previous value of boat drag n

ftl previous value of propeller thrust n

peff propeller efficiency

te thrust coefficient

tpl previous value of propeller torque n
vbhdot acceleration of boat n/s2

common /blk?/ hmd(1l1,2)
common/blk.21 / dldp(2,10)
common/blk10/hmdd(3,10,2)
common /blk28/ aratio(31)
common /blkl19/ eff (31)
common /blk20/ thr(31)
common /blk.30/ dlcd(6)
real ip,kpm,im

integer opn

input data

pdia=dlecd (1)
cd =dlcd(2)
ab =dlecd(3)
ip =dlcd(4)
bms =dlcd(5)
roe =dlcd(6)

im  =hmd(7,mno)
vbl=dldp(1l,itm)
wpl=dldp(2,itm)
tml=hmdd (2,itm,1)

calculate advance ratio
apply tolerance
if(wpl.lt.1.0e-30)go to 100
ar=vbl/(wpltpdia)

go to 200

ar=0.0

continue

propellor efficiency interpolation (smoothed)
call intrpi(ar,peff,aratio,eff,3l)

thrust coefficient interpolation (smoothed)
call intrpi(ar,tc,aratio,thr,31)

calculate propeller thrust and boat drag
ftl=tc*roe*wpl§wpMpdia**4
fd1=0.5*roe*vbl*vbl*cd*ab



X

Q

(o]

Q

96

torque

apply tolerance
if(wpl .It .1.0e-10)go to 300
if (peff.lt.1.0e-10)go to 300
calculate propeller
tpl=ftt*vbl/(upl*peff)
go to 400

300 tpl=0.0

400 continue

calculate propeller acceleration
acep=(tml-tpl)/(ip+1H)

calculate boat acceleration
vbdot = (ft1-£fdl )/bms

integrate for boat
vb2=vbdot*dt+vbl
wp2=accp*dt+wpl

output data
dldp(l,it)=vb2
dldp(2,it)=wp2
hmdd(3,1it,«no)=up2
return

end

speed and

propeller

speed
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'JUNC'

Method of characteristics model of a cross line relief valve and boost

pump circuit

Purgose

Subroutine JUNC is an idealised model which simulates the steady
state effects of a crossline relief valve and boost pump circuit in a
network of pipes modelled using the method of characteristics. For
computing convenience the behaviour of the circuit (Fig. 1) is
modelled separately for the supply line and the return line by a
component JUNC. This simplification is valid provided both lines are
not above relief valve cracking pressure simultaneously. Separate
calls to subroutine JUNC are required to calculate effects in each

line.

No associated subroutines

CALL JUNC (IT,ITM,DT,RHQ,JN)

JN = component number of junction model

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
CCMMON/BLK3/PDYN pipe data (dynamic)
COMMON/BLK25/DJINC relief valve circuit (constant)

User defined information

ARRAY DJNC (7,JN)

DJINC(1,JN) = IPN inlet pipe number -
DJINC(2,JN) = OPN outlet pipe number -
DJINC(3,JN) = PCNR check valve cracking pressure N/M2
DJNC(4,JN) = PB boost pressure N/M2
DJINC(5,JN) = GNRV check valve gradient M3/S/(N/M2)
DJINC (6,dN) = PCRV relief valve cracking

pressure N/M2

3
DJNC (7,JN) = GRV relief valve gradient M~ /S/ (N/M2)

o™ ™ H

o
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Output information (via common block)

PI pressure at junction PDYN(1,NCPI,IT,IPN) N/M2

PDYN (1,1,IT,OPN) N/M2
o1 flow into junction PDYN(2,NCPI,IT,IPN) M3/S
Q0 flow out of junction PDYN(2,1,IT,OPN) . M3/S

Program action and algorithm

Mathematical mcdel

The boost pump and relief valve circuit is idealised by neglecting
all dynamic effects in the circuit pipes and by assuming instantaneous
response of all the values. Further more the boost pump is assumed
to supply unlimited flow at a constant pressure specified by the user.
In other words the boost pump and its relief valve is taken tc be a
constant pressure source or sink, allowing the supply and return lines

to be treated separately.

Consider the supply line and the circuit in Figure 2 , three

operating conditions exist.

(1) Boost flow (P < Pg - PCNR)

The boost pump supplies flow to the junction in accordance with

the check valve characteristic.
Q = Gnrv(Pg = Pp = Poyg! 1

- flow > +
(2) Relief valve flow (PI PCRV + PCNR PB)

Flow passes from junction through the check valve and the relief

valve.
% = Srv®r ~ Prv T Pong 2
Q = GryPry = Fp ~ Pery’ 3

Equations 2 and 3 may be ccmbined to eliminate PRv

o™ ™
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Q =G_ (P_ -P -P_-P
+
R RV' I CNR B CRV) /(1 GRV/GNRV) 4

. - s _ <
(3) Intermediate pressure condition (PB PCNR < PI < PCRV + PCNR + PB)

No flow to or from the junction QR = O therefore QI = Qo

The following equations also apply at all three conditions:-

Inlet pipeline 1 (PI - PR) + (vI - VR) +
(forward characteristic) oCI
28V, IV IAE =0 c
dI
1 i i - - + (v -V +
cutlet pipeline 1 (PI Ps) ( o s)
(backward characteristic) pCo
2fE VIV |At =0 6
s s s
d
o
flow continuity APIVI - APovo + QR =0 7

QR is defined as positive when flow is into the junction.

The equaticns given above apply equally well to the return line,
therefore the boost pump and relief valve circuit may be treated as
two identical components (JUNC) with different inlet and outlet
pipelines. This approach is attractive because it reduces the size
cf the modelling subroutine, the treatment is only unvalid in
circumstances when both the supply and return lines are above relief
valve cracking pressure. The relief valve then passes flow from
both lines and the solution given by the model would be inaccurate
due to underestimation of the relief valve pressure drop. However

this condition does not arise in most systems.
Solution of equations for the three orerating conditions.

Case (1) boost flow

Combining the continuity ecuation 7 with flow equation 1

yvields equation 8 and rewriting the pipe equations 5 and € .



7 and 1 -~ AV_+ AV +

1I 20
5 - B,V + BP =
6 - Clvo * CZPI =
where
Bl =
By =20
A3 = 7 Cyry
By = CyryPonr T PR
B, = 1.0
B, = 1.0/(pC))
By = - 2vak'Vk|At/dI + Ve
c, = 1.0
C, = - l.O/(pCO)
cy = - 2fsvs|vS|At/dO *+ vy

Equations 8 , 9

expressions

o)
|

(a

1 = (B - ABy/B) -

<
I

(By - B,P/)/By

<
1l

(c3 - CZPI)/Cl

Case (2) Relief valve flow

Combining equations 7

- +

7 and 4 Ale
where
By = Bpp
Ay ="Bp4
A, =-G___ G

3 RV NRV/(GNRV
By =By (Poyg = Pp -

+ PR/(pCI)

~ PS/(pCO)

A2C3/Cl) /(A3 -

A2C2/Cl

and 4 gives

\4 +
Ayvo * AgPy

GRV)

P
CRV

Ay

and 10 may be solved simultaneously to give

- Ale/Bl)

10

11

12

13

14

15

16

17

18

19

20

22

23

24

25

26

27

28
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Equations 9 and 10 may be solved simultaneously with equation
24 and expression produced for the three unknowns PI’ VI’ Vé.
However rather than using expressions 21 , 22 and 23 which are
valid in this case, the order of solution has been changed and an

alternative set of expressions developed (See operational status).

v,= (R+P /&, +cC 1B Q/(c25 29
v, =- (P-CBYV/CB 30
P = (By - BlPI)/Bz 31
where

P = (C4B, - C,B3)/C.B) 32
Q= (Al - A3B1/B2) 33
R = (a, B,/B,) 34

(3) Intermediate pressure conditions

QR is zero, therefore rearranging the continuity equation
Vo = Bp1V1/Ap,
The pipe equations 9 and 10 may be written

BlVI + B2PI = B3 9

10 »> cC.v_+CP_=2¢C 35

c, = A__/A 36

solving 9 and 10 simultaneously gives the expressions
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P_ = (C

I 3 = € B3/B)/(C, - C1By/B)) ' 37

v =(B

I 3 = ByPy)/By ' 38

Computing procedure

All input data is assigned to program variable names £rom common
block data arrays. Coefficients Bl' BZ’ B3, Cl’ C2 and C3 are
evaluated from expressions 15 - 20 , these coefficients remain
constant during each call of the subroutine. The last known value of
pressure at the junction (PI1l) is checked to determine which of the .
three operating conditions applies, the program branches accordingly,
equation coefficients are set and the pressures and fleows are
calculated using the appropriate sets of equations. Various tolerances
are applied whilst solving the equations to ensure an accurate solution,

in each case a cavitation check is performed. The final solution is

output via the common block data arrays.

Operational status

Various tests have shown that the output from this subroutine
is acceptably accurate. However the cocding is still of an experimental
nature. The program coding was written with a view to easy debugging
and testing, as a result it is not particularly efficient. Tolerances
have been applied to the evaluation of certain variables (the 'in
program' documentation explains each tolerance fully), the need for all
these tolerances has not been completely proven. In the interests of
efficiency scme or all of the tolerances may be omitted, however the
usexr should then check the output from the subroutine with particular

care.

LIST OF VAZRIABLES USED

API area, inlet pipe A R
PI 5

APO area,outlet pipe APO M R

Al, A4 equation coefficients Al, A4 - R

Bl, B3 equation coefficients Bl' B3 - R

CI wavespeed,inlet pipe CI M/S R

co wavespeed,outlet pipe C M/S R



cl, C3
DI
DO
DT
FR

F'S

GNRV
GRV
IPN
IT
I™

NCM
NCPI

OPN

PB
PCNR
PCRV
PI
PI1
BQ1l
PR
PS

QI
QIl

QO
Q01

OR

Qs
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equation coefficients

diameter, inlet pipe

diameter, outlet pipe

timestep

friction factor, forward
characteristic

friction factor, backward
characteristic

check valve gradient

relief valve gradient

inlet pipe number

time level indicator

time level indicator

component number of junction model
NCPI minus 1

number of calculaticn points,
inlet pipe

outlet pipe number

equation coefficient

boost pump pressure

check valve cracking pressure
relief valve cracking pressure
pressure at junction

old value of pressure at junction
old value of pressure at junction
pressure, forward characteristic
pressure, backward characteristic
equation coefficient

volumetric flow inlet pipe

old value of volumetric flow,
inlet pipe

volumetric flow outlet pipe

0ld value of volumetric flow,
outlet pipe

volumetric flow, forward
characteristic

volumetric flow, backward
characteristic

equation coefficient

n 2 X

M3 /5/ (N/M°)
3 /s/ (/M%)

N/M
N/M
N/M
N/M
N/M
N/M
N/M
N/M

NN NN NN

M~/S

m3/s
M3/s

/s
M /s

M3/S

oo™ oW

o)

H H H H H W W W™

W o ™ W™ W o™ W™ ™ ™ W H H

sl



VI
VIL

VO
VOl

YR
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fluid density

flow velocity, inlet pipe

0ld value of flow velocity, inlet
pipe

flow velocity, outlet pipe

old value of flow velocity,
outlet pipe

flow velocity, forward
characteristic

flow velocity, backward

characteristic

Kg/M3
M/S

M/S
M/S

M/S
M/S

M/S
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INLET PIPE Py OUTLET PIPE

SUPPLY -— -
LINE Q Qg

BOOST PUMP :E
i =

RETURN LINE

H

[»]

FIGURE 1 BOOST PUMP AND CROSS LINE RELIEF VALVE

P
SUPPLY - S
LINE Q, a,
Qg | Qg

CONSTANT PRESSURE
SOURCE/SINK 8

AL W

L .

S — e

COMPONENT JUNC

FIGURE 2 IDEALISED FORM OF BOOST PUMP AND
CROSS LINE RELIEF VALVE CIRCUIT
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subroutine junc(it,itrt,dt,rho,jn)
subroutine name June

library classification

title method of characteristics model of a crossline relief

valve and boost pump circuit

author c.m. skarbek-wazynsk i

purpose subroutine June is an idealised model which simulates
the steady state effects of a crossline relief valve
and boost pump circuit in a network
using the method of characteristics,
convenience the behaviour of the circuit is modelled
seperatly for the supply line and return line by a

component 'June', this simplification
both lines are not above relief valve

simultaneously, separate calls
required to calculate effects

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blk.25/d jnc relief valve circuit

input information
input via common block

dt timestep

it time level indicator

itm time level indicator

in component no.of junction model
rho fluid density

input via common block

api area inlet pipe

apo area outlet pipe

c1 wavespeed inlet pipe

co wavespeed outlet pipe

di diameter inlet pipe

do diameter outlet pipe

fr friction factor f/characteristic
fs friction factor b/characteristic
gnrv check valve gradient

grv  relief valve gradient

ipn  inlet pipe number

ncpi no of calculation points,inlet pipe
opn outlet pipe number

pb boost pump pressure

pcnr check valve cracking pressure
perv relief valve cracking pressure
pil old value of pressure at Junction
pol old value of pressure at junction

of pipes modelled

for computing

is valid provided
cracking pressure

to subroutine June are

data

m2

n/s
m/s

m5/ns
mnS/ns

n/m2
n/mn2
n/m2
n/m2
n/n2

in each line.

(constant)

kq/N3

pd(2,-
pd(2,-
pd(\-
Pd(7r_
pd(l

pd(1l

pdyn (3
pdyn (3
djnc (5
djnc (7
djnc(l
pd(6,-
djnc (2
djnc (4
djnc (3
djnc (6
pdyn (1
pdyn (1
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or pressure forusrj cTsrscteristic n'mz
ps pressure backward charteristic n/m2
qil old value of flow,inlet pipe N3/s
qot old value of flow,outlet pipe «3/s
qr  flow forward characteristic «3/s
qs flow backward characteristic «3/s
output information

output via common block

pi pressure at junction n/m2
qi inlet pipe flow n3/s
qo outlet pipe flow «3/s
variable names (excluding i/o variables)
at...al equation coefficients

bl...b3 equation coefficients

cl...c3 equation coefficients

nem no of calc points minus 1

P equations coefficient

q equation coefficient

r equation coefficient

vi flow velocity, inlet pipe

vit old value of flow velocity. inlet pipe
vo flow velocity, outlet pipe

vol old value of flow velocity. outlet pipe
vr flow velocity forward characteristic
Vs flow velocity backward characteristic

common/blkl/ pd(8,10)

common /blk.3/ pdyn(3,20,10,10)
common/blk25/ djnc(7,2)

integer opn

input data
ipn =djnc(l,jn)
opn =djnc(2,jn)

pcnr=djnc(3,jn)
pb  =djnc(4,jn)
gnrv=djnc(5,jn)
pcrv=djnc(6,3n)
grv =djnc(7,jn)

di =pd(1l,ipn)
do =pd(l,opn)
ci =pd(7,ipn)
co =pd(7,o0pn)
api =pd(2,ipn)
apo =pd(2,opn)
ncpi=pd(6,ipn)
ncm=ncpi-1

pil=pdyn(l,ncpi,itfi,ipn)
qil=pdyn(2,ncpi,itm,ipn)
vil=qil/api
pol=pdyn(1,1,itm,opn)
gol=pdyn(2,1,itm,opn)
vol=qol/apo
pr=pdyn(l,ncm,itm ,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdyn(2,ncm,itm,ipn)
vr=qr/api

povnll
pdvn(l
pdyn (2
pdyn(2
pdyn (2
pdyn (2

pdyn (1
pdynd
pdyn (2
pdyn (2

/=)
)
/)
ipn)
y=y-,0pn)
pmymsipn)
y=.-,0pn)
n/s
M/s
M/s
n/s
n/s
n/s
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p:=3jyn(l.2,itm,opn)
fs=?dyh(3,2,itm,opn)
gs=odyn(2,2,ilm,opn)
vs=qs/apo

calculate coefficients

bl=1.0

b2=1.0/(rho*ci )
b3=-2.0*fr*vr*abs(vr)*dt/ditva+pr/(rh0'*ci)
cl=1.0

c2=-1.0/(rhoSco)
€3=-2.08fs§v5*abs(vs)*dt/do+vs-ps/(rho #co)

is junction pressure less than boost pressure
if(pil.It.(pb-pcnr)) go to 10

is Junction pressure greater than relief valve cracking pressure
if(pil.gt.(pcrv+pbtpecnr)) go to 20

there is no flow to or from relief valve circuit
reset coefficient cl
cl=api/apo

calculate pressures and flows
pi=(c3-cUb3/bl )/(c2-b2*ct/bl )
vi=(b3-b2*%pi) /bl

vo=api§vi/apo

gi=apitvi

gqo=apo$vo

cavitation check
if(pi.1t.0.0)pi=0.0
go to 40

boost flow

calculate coefficients
al=api

a2=-apo

a3=-gnrv
ad=gnrv*(pcnr-pb)

calculate pressures and flows
Pi=(ad-al*b3/bl-a2*c3/cl)/(a3-al»b2/bl-a28c2/cl)
vi=(b3-b2§pi) /bl

vo=(c3-c2*pi)/cl

gi=vi*api

qo=vo*apo

cavitation check
if(pi.1t.0.0)pi=0.0

accumulated error check
if(qo.lt.qi)qo=qi
go to 40

flow through relief wvalve
al=api
a2=-apo
al3=-grv*gnrv/(gnrvigrv)
ad=-a3*(-pcnr-pb-pcrv)
P=(c3*b2-c2*b3)/(c2*hl)
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q=al-a3$bl/b2
r=ad-a3*b3/b2

calculate vo
vo=(r+p*q)/(a2+cl*b2%q/(c2'»*bl))
apply tolerance
if(abs(vo-vol).1lt.1.0e-3)vo=vol
calculate vi
vi=-(p-cl*b28vo/(c2§bl))

apply tolerance
if(ab5(vi-vil).1t.1.0e-3)vi=vil
calculate pi

pi=(b3-bl§vi) /b2

apply tolerance
if(abs(pi-pil).1t.5.0)pi=pit

cavitation check
if(pi.lt.0.0)pi=0.0

gi=vi*api
gqo=vo$apo

accumulated error check
if(qo.gt.qi)qo=qi

40 continue

output data to arrays
pdynd,ncpi,it,ipn)=pi
pdyn(2,ncpi,it,ipn )=qi
pdyn(1,1,it,opn)=pi
pdyn(2,1, it,opn)=>qo

return
end
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COMPUTER PROGRAM DOCUMENTATION FCR SUBROUTINE 'ENGINE'

Governed diesel engine model

Purpose

This subroutine is a model of a governed diesel engine connected
to a hydrostatic pump. The pump and engine inertias are lumped together
and simple Euler integration is used to determine the instantaneous
pump—eﬁéine speed. The governor characteristics at a given setting are

calculated by subroutine GOVINT.

Associated subroutines

GOVINT interpolation subroutine to obtain governor droop
equation
PUMP method of characteristics model of a hydrostatic pump

CALL ENGINE (IT,ITM,NPMP,NC)

NPMP = component number of pump to which engine is connected
(integer)
NO = engine component number (integer)

Common block data arrays

COMMON/BLK22/ENG engine data (constant)
COMMON/BLK23/ENGD engine data (dynamic)
COMMON/BLKG /PMP pump data (constant)
COMMON/BLK7/PMPD pump data (dynamic)

User defined information

ARRAY ENG(3,NO)

ENG(1,NO) = IE engine inertia KgM2
ENG(2,NO) = GS governor setting rpm R
ARRAY ENGD(2,IT,NO)

ENGD(1,1,NO) = TEl engine torque, initial wvalue NM
ENGD(2,1,NO) = WPl engine speed, initial value rad/s R

Note: the user is only required to specify initial values, subsequent

values are calculated by the program.



112

Output information via the common block

TE2 engine torque, ENGD(1,IT,NO) Nm R
‘ subsequent value
WP2 engine torque,

subsequent value ?MPD(1,IT,NPMP) rad/s R

Program action and algorithm

-

Mathematical model

A governed diesel engine is assumed to have a linear torque v

‘speéd characteristic, with the general form

= +
NE GRAD TE2

Gg 1

In this model the governor characteristics are stored in an array
and a separate subroutine GOVINT is used to calculate the governor
gradient at a given governor setting. The engine is assumed to be a pure
inertia connected directly to a pump. The instantaneous speed of the

pump and engine is determined by the following procedure.

A'torque balance on the pump-engine shafts yields the following
expression.

‘ (T .

R El TP) = (IE + Ip)cw

dt

Assuming that values of torque and shaft speed are known, equation
2 may be integrated to give a value of shaft speed a timestep At
later. The easiest procedure is simple Euler integration where by

eduation 2 Dbecomes

(T, - T ) = (I + Ip)(w )= w

El = “pl 1) 3

At

rearranging 3

-

Wop = (Tgy = T )8t + 0, 4

<
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Thus knowing previous values of torque and speed the current value
of shaft speed can be calculated. This is transferred to subroutine
PUMP via common block where the current value of pump torque is evaluated.
The current engine torque is obtained from the governor characteristic

equation.
rearranging 1

Tgy = (Ng -G) >

GRAD

Computing procedure

The computing procedure is very straightforward and may be followed
by examining the program listing. Data is assigned to program variable
names from common block arrays. The current shaft speed is calculated
from equation 4 and the engine torque from equation 5 . This data

is assigned to the appropriate common block arrays.

LIST OF VARIABLES USED

DT timestep At s R
GRAD gradient of governor drop GRAD rpm/Nm R
GS governor setting GS rpm R
IE engine inertia IE Kgm2 R
Ip pump inertia Ip Kgm2 R
IT time level indicator time = t - - I
IT™ time level indicator time = t - At - - I
NO engine component number - - I
NPMP pump component number - - I
TE1l engine torque, initial value TEl NM R
TE2 engine torque, subsequent value TE2 NM R
7Pl pump torque, intial value Tpl NM R
WPl pump and engine speed initial

value wpl rad/s R
WP2 pump and engine speed.subsequent

value w rad/s R
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subroutine engine(it,itm,dt,némp,no)

subroutine name engine

library classification

title governed diesel engine model

author c.m. skarbek-wazynski

purpose this subroutine is a model of
connected to a hydrostatic pump, the pump and engine
inertias are lumped together and simple eule
integration is used to determine the instantaneous
pump-engine speed, the governor characteristics at a
given setting are calculated by subroutine govint

a governed diesel engine

associated subroutines

o 0 0 o o0 o oo

o 0O 0 o0 o o0 o

govint interpolation subroutine to obtain governor droop equation

pump method of characteristics model of a hydrostatic pump

common blocks

common/blk.22/eng engine data (constant)

common/blk 23/engd engine data (dynamic)

common/blk.6/ pmp pump data (constant)

common/blk7/ pmpd pump data (dynamic)

input information

input via argument list

dt timestep s

it time level indicator

itm time level indicator

no engine component number

npmp pump component number

input via common block

grad gradient of governor droop rpm/nm eng(3,-)

gs governor setting rpn eng(2,-)

le engine inertia kgm2 engd ,-)

ip pump inertia kgm 2 pMp (5,-)

tel initial wvalue of engine torque nm engd(1,-,-)

tpl initial value of pump torque nm pnpd(2,-,-)

wp I initial pump/engine speed rad/s pmpd(1,-,-)

output information

output via common block

te2 engine torque nm engd(1,-,-)

wp2 pump/engine speed rad/s engd(2,-,-)
Pde(lf'r')

common /blk22/ eng(3,2)

common /blk.23/ engd(2,10,2)

common /blk7/ pmpd(3,10,2)

common /blk6/ pmp(10,2)

real ip,ie



input data

le =eng(l,no)

gs =eng(2,no)
grad=eng(3,no)

ip =p«p(5,npmp)
tpl=pmpd(2,itm,npMp)
wpl=pmpd(t,itm,npmp)
tel=engd(1,itm,no)

integrate for prime mover speed
wp2=((tel-tpl)/(ip+ie))*dt+wpl

calculate prime mover torque
the coeff. 9.54929 converts rad/s to rpm
te2=(9.54929*wp2-gs)/grad

output data
pmpd(1l,it,npmp)=wp2
engd(1l,it,no) =te?
engd(2,it,no)=wp2
return

end
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COMPUTER PROGRAM DOCUMENTATICN FCR SUBROUTINE 'GOVINT'

Interpol:tion subrcutine to cbtain governor droop equaticn

Purpose

The user is required to define the gradient of the gcvernor drocp
at five governor settings. This subroutine calculates the gradient
at any intermediate setting by linear interpolation. The subroutine

needs to be called only once at the start of the program.

Associated subroutines

ENGINE governed diesel engine model

CALL GOVINT (NENG)
NENG component number of engine model for which the governer

gradient is to be calculated

Common block data arrays

COMMON/BLK24/GCV governor gradients
COMMON/BLK22/ENG engine data

User defined information

ARRAY GOV (5)
GOV (1-5) five values of governor droop gradient
at governor settings of 800, 1200,
1600, 2000, 2400 rpm respectively rpm/Nm
Note: the governor setting is specified as a part of the engine data
and is held in array ENG. Transfer to subroutine GOVINT is

made automatically via common block.

OCutput information via common block

GRAD governor droop gradient at specified governor setting

ENG(3,NENG) rpm/Nm

Prcgram action and algorithm

A simple linear interpolation procedure is followed. The diesel

R
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governor setting is assigned to variable GS from common block array
ENG. The variable PDS is the position of GS with respect to the five
input governor settings at which gradient values are stored in array
GOV. The two values of gradient straddling the required governor
setting are determined and the corresponding gradient is given by

linear interpolation.
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subroutine name govint

library classification

title interpolation subroutine to obtain governor droop equ.
author c.m. skarbek-wazynski

purpose the user is required to define the gradient of the
governor droop at five governor settings, this subroutine
calculates the gradient at any intermediate setting by
linear interpolation.
(the subroutine needs to be called only once at the start
of the program)

associated subroutines
engine governed diesel engine model

common blocks
common/blk24/gov governor gradients
common/blk22/eng engine data (constant)

input information
input via argument list
neng component number of associated engine model

input via common block
gs required governor setting rpm eng(2,-

output information
output via common block
grad governor droop gradient rpm/nm engd, -)

variable names (excluding i/ovariables)

dgrad difference between graduand gradl

gradl gradient at nearest setting below that specified
gradu gradient at nearest setting above that specified

npos truncated value of pos
nposi value npos plus one
pos position of required setting

common /blk34/ gov(5)
common /blk22/ eng(3,2)

input data
gs=eng(2,neng)

calculation

pos=gs/400.0-1 .0

npos=po5

nposi=npos+l

nposi=npos+l
gradu=gov(nposl )
gradl=gov(npos)
dgrad=gradu-gradl

grad=gradl +dgrad-*(pos-rpob )

output data
eng(3,neng)=grad
return

end
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COMPUTER FTFCGRAM DCCUMENTATICN FOR SUBROUTINE 'LOADCE'

Simple inertia load model

PurEose

Subroutine LOADCH models a simple inertia load plus viscous

friction for use in conjunction with subroutine MOTOR.

Associated subroutines

MOTOR method of characteristics mcdel of a hydrostatic motor

CALL LOADCH (IT,ITM,DT,LNC,MNC)
LNO load model component number (integer)

MNO component number of motor driving the load (integer)

Common klock data arrays

COMMON/BLK32/RLD load model data (constant)
COMMON/BLK33/RLDD load model data (dynamic)
COMMON/BLK10/8MDD motor data (dynamic)

User defir.ed information

ARRAY RLD(2,LNO)
2

RLD(1,LNO) = RIL load inertia Kgm R
RLD(2,LNO) = RKVISC viscous friction

coefficient Nm/(rad/s) R
ARRAY RLDD(1,IT,LNO)
RILDD(1,1,LNO) = WL1 initial load speed rad/s R

Note: the user is only required to specify the initial value,

suksequent values are calculated by the program.

Qutput information via the common block

WL2 new value of load speed RLDD(1l,IT,LNO) rad/s R
HMDD (3, IT,MNO)

Program action and algorithm
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The load is defined as obeying the equation

The acceleration term &L is integrated using simple Euler

w - W = -
IL( L2 Ll) Tm Kval
At
hence
W = -
L2 (Tm KVle)At +mLl 2
IL

Equation 2 1is solved directly in the subroutine and the new

value of load speed w is output to the common block data arrays.

L2

Optional status

Subroutine LOADCH does not take account of the hydraulic motor
inertia, and the user should make an allowance when specifying RIL.
It is assumed that the value of the timestep (DT) is sufficiently
small to give accurate integration. Checks are not carried out to
ensure a stable solution. The user should make certain that DT is

at least l/lOOth of the system period.

LIST CF VARIABLES USED

DT timestep At S

IT time level indicatcr, time = t - -

IT™ time level indicator, time = t - At - -

LNO load model component number - -

MNO motor model component number - -

RIL lcad inertia I Kgm2
RKVISC viscous friction coefficient KV Nm/ (rad/s)
TM1 motor torgque Tm Nm
WL1 initial load sreed Wy rad/s
WL2 new load speed W, o rad/s

A ™ H ™ W H H H H WX
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subroutine :oadch(it,itm,dt,lno,mno)
subroutine name loadch

library classification

title simple inertia load model

author c¢.m. skarbek-wazynski

purpose subroutine loadch models a simple inertia load plus
viscous friction for use in conjunction with subroutine
motor

associated subroutines
motor method of characteristics model of a hydrostatic motor

common blocks

common/blk.32/rld load model data (constant)
common/blk33/rIdd load model data (dynamic)
common/blkl0/hmdd motor data (dynamic)

input information

input via argument list

dt timestep

it time level indicator

itm  time level indicator

Ino load model component number
mno motor model component number

input via common block

ril load inertia kgm2 rldd ,-)
rkvisc viscous friction coeff nns/rad rld(2,-)
tml motor torque nm hmdd (2, -,-)
wll initial load speed rad/s rldd(1,-,-)

output information
output via common block
wl2 load speed rad/s

common /blk33/ rldd(1,10,2)
common /blkl0/ hmdd(3,10,2)
common /blk32/ rld(2,2)

input data
ril=rld(1,Ino)
rkvisc=rld(2,Ino)
tml=hmdd(2,itm,mno)
wll=rldd(1l,itm,1no)

integrate for new load speed
wl2=(tml-rkvisc*wll)*dt/ril+wll

output data

rlddd ,it,lno)=wl2
hmdd(3,it,mno)=wl2
return

end
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CChTUTEK DOCU”ZNTATICN ICF. SUBROUTINE 'CONST'

Constant speed :'rine mover codel

Purpose

Subroutine CONST models the effect of a constant speed prime never
by setting the speed of the associated pump to a constant value

specified by the user.

Associated subroutine

PUMP method of characteristics model of a hydrostatic pump

CALL CONST (NO,LT ,NTMP )
NO = constant speed prime mover number
NPMP = number of associated pump model

Common block data arrays

COMMON/3LK7/FMFD pump data (dynamic)

COMMON/BLK3 4/'CCNS prime mover data (constant)

User defined information

ARRAY CONS (1,NO)

CONS (1,NO) = WP2 prime mover speed constant value rad/sec R

Output information via common block

WP2 prime mover speed

(constant) PMPD (1, IT,NPMP) rad/sec R

Program action and algorithm

The program simply assigns a constant value of pump speed to array

PMPD.

LIST OF VARIABLES USED

IT time level indicator time = t I
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NO prime mover component number -

NPMP number of associated pump model -

WP2 prime mover speed constant value rad/sec
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subroutine const (no, it rpfip)
subroutine name const

library classification
title constant speed prime movermodel
author c.m. skarbek-wazynski

purpose this subroutine models the effect of a constant speed
prime mover by directly setting the speed of the
associated pump model to a constant value specified by
the user

associated subroutine
punp method of characteristics model of a hydrostatic pump

common blocks
common/blk?/ pmpd pump data (dynamic)
common/blk34/cons prime mover data (constant)

input information

input via argument list

it time level indicator

no prime mover component number
npmp associated pump model number

input via common block
wp2 prime mover speed rad/s consd, -)

output information
output via common block
wp2 prime mover speed rad/s pmpd(1,-,-)

common /blk?/ pmpd(3,10,2)
common /blk34/ cons(1,2)

wp2=cons (1, no)
pnpd(1,it,npmp)=wp2

return
end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'SOURCE'

Method of characteristics model of a constant pressure flow source

Purpose

Subroutine 'SOURCE' models a constant pressure flow source at the

upstream end of a pipeline, i.e. a tank supplying flow.

No associated subroutines

CALL SOURCE (IT,ITM,DT,RHQ,OPN,NSC)
OPN outlet pipe number (integer)

NSC component numker of source model (integer)

Common block data arrays

COMMON/BLK1/PD pire data (constant)
COMMON/BLK3/PDYN pipe data (dynamic)
COMNCN/BLK31/SCE source model data

User defined information

ARRAY SCE (1,NSC)

SCE(1,NSC) = PT constant pressure at source N/M2 R
Qutrut information via common block

PT constant pressure at source PDYN(1,1,IT,OPN) N/M2 R

VO*APO flow at source PDYN(2,1,IT,OPN) M3/S R

Program action and algorithm

A constant pressure is imposed at the upstream boundary of a
ripeline modelled using the method of characteristics. The flow is

determined by the pipe equation.

. , N _ + _ +
Pipe equation 1 (PT Ps) (vO VS)
(backward characteristic) pCo
2fE viviat =0 1
£ s s
d

o
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is the constant pressure at the source. Equation 1

rearranged to solve directly for A

v
(o]

+ -— -
A (PT PS) 2fSVS|VS|At

pCo do

LIST OF VARIABLES USED

Co
DO
DT
FS

IT
IT™™
NSC
OPN
PS
PT

Qs

VO
Vs

area of outlet pipe
wavespeed in outlet pipe
diameter of outlet pipe
timestep

friction factor, backward

characteristic
time level indicator, time = t
time level indicator, time = t - At

component number of source model
outlet pipe number

pressure, backward characteristic
constant pressure at source

flow, backward characteristic
fluid density

flow velocity at source

flow velocity, backward

characteristic

2
A M2
po
° M/S
M
o
At S
f -
S
P N/M2
S 2
P N/M
T 3
o} M /S
S 3
P Kg/M
Vo M/S
v M/S

is

2 B I«

s ™ ™ ™M ™M H H H H X
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subroutine source(it,itm,dt,rho,opn,nsc)
subroutine name source
library classification

title method of characteristics model of a constant pressure
flow source

author c.m. skarbek-wazynski

purpose subroutine source models a constant pressure flow source
at the upstream end of a pipeline, ie. a tank supplying
flow

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blk31l/see source data

input information

input via argument list

dt timestep s

it time 1level indicator -
itm time level indicator -
nsc number of source model -
opn pipe number (outlet pipe) -=
rhc fluid density kg/m3

input via common block

apo outlet pipe area m2 pd(2,-)

co wavespeed,outlet pipe m/s pd(7,-)

do diameter, outlet pipe m pdd ,-)

fs friction factor bkwrd/charac pdynd, -,-,-)
pt source pressure n/m2 sce(1,-)

PS pressure bwrd/characteristic n/m2 pdyn(1l,-,-,-)
as flow bwrd/characteristic m3/s pdyn(2,-,-,-)

output information

output wvia common block

pt source pressure n/m2 pdynd
vo*apo source flow m3/s pdyn( 2 )

variable names (excluding i/o variables)
VO flow velocity outlet pipe M/s
vs flow velocity backward characteristic m/s

common /blkl/ pd(8,10)

common /blk3/ pdyn(3,20,10,10)
common /blk.31/ sce( 1,2)
integer opn

input data

apo=pd (2,o0pn)
do =pd(1,opn)
CO =pd(7,opn)
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pt=5ce(1,nsc)
ps=pdyn(1,2,Itm,opn)
fs=pdyn(3,2,itm,opn)
gs=pdyn(2,2,itm,opn)
V5=qgs/apo

calculate flow velocity
vo=vs+ (pt-ps)/ (rho$co)-2.0*f5*vs$abs (vs) *dt/do

output of data
pdyn(1l,1,it,opn)=pt
pdyn(2,1,it,opn)=vo*apo
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE ‘SINK'

Method of characteristics model of a constant pressure flow sink

Pur pose

Subroutine SINK models a constant pressure flow sink at the down-

stream end of a pipeline, i.e. a tank accepting flcw.

No associatéed subroutines

CALL SINK(IT,ITM,DT,RHO,IPN,NSN)
IPN number of inlet pipe (integer)

NSN ccmponent number of sink model (integer)

Common block c¢ata arrays

COMMON/BLK1/FD pipe data (constant)
COMMON/BLK3/PDYN pipe data (dynamic)
COMMON/BLK51 /SHK sink model data

User defined information

ARRAY SNK(1,NSN)

SNK(1,NSN) = PT constant pressure at sink N/M2 R
Output information via common block

PT constant pressure at sink PDYN(1,NCPI,IT,IPN) N/M% R

VI*API  flow at sink PDYN (2,NCPI,IT, IPN) M3/S R

Program action and algorithm

A constant pressure is imposed at the downstream boundary of a
pipeline modelled using the method of characteristics. The flow is

determined by the pipe equation

: ti - P + - +
Pipe equation 1 (PT HR) (vI VR)
(forward characteristic) pcI
2erRIvRI At =0 1
d

I
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is the constant pressure at the sink.

rearranged to solve directly for Ve

v =V
o) R

- (PT - PR) - 2vaRlvRI At = 0O

PCs d;

LIST OF VARIABLES USED

CIl
DI
DT
FR

IPN

area of inlet pipe
wavespeed in inlet pipe
diameter of inlet pipe
timestep

friction factor, forward
characteristic

inlet pipe number

1
+

time level indicator, time

t - At

time level indicator, time
NCPI minus 1

number of calculation points
component number of sink mcdel
pressure, forward characteristic
constant pressure at sink

flow, forward characteristic
fluid density

flow velocity at sink

flow velocity, forward

characteristic

Equation

A
PI

Lt

< © © W W
w3 W

1 is

M
M/S

N/M°
N/
M3 /S
Kg/M3
M/s

M/S

o™ WX

Wwow ™ W " H H H H H H D
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subroutine sink(it,itn,dt,rho,ipn,nsn)
subroutine name sink
library classification

title method of characteristics model of a constant pressure
flow sink

author c.m. skarbek-wazynski

purpose subroutine sink models a constant pressure flow sink
at the downstream end of a pipeline, ie. a tank
accepting flow

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blkSI/snk sink data

input information

input via argument list

dt timestep

it time level indicator

ipn pipe number (inlet pipe)

itm time level indicator

nsn number of sink model

rho fluid density kg/m3

input via common block

api inlet pipe area m2 pd(2,-)

ci wavespeed,inlet pipe m/s pd (7,-)

di diameter, inlet pipe m pdd, -)

fr friction factor fwrd/charac pdyn(3,-,-,-)
ncpi no. of calculation points pd (6,-)

pr pressure fwrd/characteristic n/m2 pdynd

pt sink pressure n/m2 snkd ,-)

qr flow fwrd/characteristic m3/s pdyn(2,-,-,-)

output information

output via common block

pt sink pressure n/m2 pdynd

api*vi sink flow m3/s pdyn (2, -,-,-)

variable names (excluding i/o variables)

ncm no of calc points minus 1
vi flow velocity inlet pipe m/s
vr flow velocity forward characteristic m/s

common /blkl/ pd(8,10)
common /blk3/ pdyn(3,20,10,10)
common /blkSI/ snk(1,2)

pipe data
ncpi=pd (6, ipn)
ncm=ncpi-1
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api=pd(2,ipn)
di =pd(1,ipn)
ci =pd(7,ipn)
pt=snk (1 ,nsn)

pr=pdyn(l,ncm,itm,ipn)
fr=pdyn (3,ncH,itm,ipn)
qgr=pdyn(2,nc«,itm,ipn)
vr=qr/api

calculate flow velocity
vi= (pr-pt)/ (rho*ci )+vr-2.0-«'fr>vr*abs (vr) <'dt/di

output of data

pdynd ,ncpi,it, ipn)=pt
pdyn(2,ncpi,it,ipn)=vi*api
return

end
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COMPUTER FFOGRAM DOCUMENTATION FCR SUBROUTINE 'BARMAG'

Methcd of characteristics model of a 3 port pressure ccmgensated flcw

control valve

Purgose

This subroutine simulates a 3 port pressure compensated flcw
control valve. The component equations are based on experimentally
derived data for a Barmag valve by BAKER (Ref. l). The inlet and
outlet pirelines are modelled using the method of characteristics.
The return line to tank (bypass flow) operates at low pressure,
dynamics are neglected and a constant pressure is assumed to act at
the exhaust port. The dynamics of the valve spool and cdamper are

taken into account.

Asscciated subroutines

BARIN data initialisation routine for subrcutine BARMAG.

CALL BARMAG(EZ!ITM,QI!RHO,ECL,PMIN,NV)

NV = component number of valve model (integer)

Common blcock data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLK3 /PDYN pipe data (dynamic)
COMION/BLK35,/FCV flow control valve data (constant)

COMMON/BLK36/FCVD flow control valve data (dynamic)

User defined information

ARRAY FCV(15,NV)

FCV(1,NV}) =24 compensator spocol area Mz
FCV(2,NV) =M spool mass Kg
FCV(3,NV) =TF spool viscous damping

coefficient N/ (M/S)
FCV(4,NV) = KFF effective spring stiffness

due to flow forces N/M

FCV(5,NV) = KS spring stiffness , N/M



FCV (6,NV)

FCV(7,NV)

1l

FCV (8,NV)

FCV(9,NV)
FCV(1l0,NV) =

FCV(l1l,NV) =
FCV(12,NV) =
FCV(13,NV) =
FCV(14,NV) =

ARRAY FCVD (5,

VSsC

ISsC

IPN
OPN
PRT
KLIN

IT,NV)

FCVD(1,1,NV)
FCVD(2,1,NV)
FCVD (3,1,NV)
FCVD (4,1,NV)

FCVD(5,1,NV)

X0

XDO

PCT

]

PCDT

QTT
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valve overlap

spring chamber valune (at
zero lap position)

area of damping restrictor
preset orifice opening
initial valve spring
compression

inlet pipe number

outlet pipe number

return line pressure

flow coefficient, damping

orifice

spool position

spool velocity

spring chamber pressure
rate of change of spring
chamber pressure

return line flow (bypass

flow)

M/S

N/M°

(N/M?) /8

M /s

Note: the user is only required to specify initial values, subsequent

values are calculated by the program.

Output information via common block

PDYN(1,NCP,IT,IPN) N/M2

PI pressure at inlet
QIN flow at inlet PDYN(2,NCP, IT,IPN) M3/S
PO pressure at outlet PDYN(1,1,IT,OPN) N/M2
QY flow at outlet PDYN(2,1,IT,OPN) M3/S
XN spool position FCVD(1,IT,NV) M
XD spool velocity FCVD(2,IT,NV) M/s
PC spring chamber pressure FCVD(3,IT,NV) N/M2
PCD rate cf change of spring

chamber pressure FCVD(4,IT,NV) (N/M2)/S
QTN return line flcw, bypass

flow FCVD (5, IT,NV) M3/S

Program action and algorithm

Mathematical mocel

W H H W

W W ™ w W ™ o
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Seven equations are used to describe the behaviour of the valve.

(1) Force balance on the compensator spool

(P. - P )A =MX + fX + kX + F 1
C C

Spool displacement x is measured from the position of zero lap.
The spring stiffness term k includes the effective spring stiffness due

to flow forces acting on the spool.

Fc is the constant force due to the initial spring compression

with an adjustment to allow for the position from which x is measured.
(2) Bypass flow

_ 1.3 , -
Qp = 0.0514 ,2,(X) IPI - PTI sign (PI - PT) 2
p

The bypass flow is metered by the compensator spool. The term
1.3 | .
0.0514\/2/p(x) is due to the shape of the valve ports. PT is
ccenstant.

(3) Flow through the preset orifice

1.
Q= APOVO = 0.06251 (y)

QV is the required constant flow which is set by adjusting the
1.3

preset orifice. The term 0.06251(y) is due to the port shape.
(4) Continuity
- - = 4
ApIVI Apovo .QT ©

It is assumed that the bleed off flows to the ends of the compensator

spool are small compared with the main line flows and may be neglected.

(5) €&pring chamber volume

- P ) + Ax = P
v Fo ot AX = Ve B 5

Be
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Equation 5 describes the dynamic performance of the spring
chamber volume and the damping restrictor, the derivation is given

in Appendix 1.

(6) Pipe equations

inlet pipe 1 (PI - PR) + (VI - VR) +
(forward characteristic) pCI

6

2vaRl VRI At = 0
dI
i - - + (Vv -V +
outlet pipe 1 (Po PS) ( ° S)
(backward characteristic) pC 7
o

26 vIvl At = 0
S S S

d
o]

The equations above have to be solved simultaneously for the

seven unknowns:-

P P P
1’ For Fer Vi

were determined experimentally by Baker (Ref. 1l). The solution procedure

v Vor QT and x. The coefficients of these equations

adopted involves the linearisation of equations 2 and 3 by small
perturbations and a finite difference expansion of the dynamic equations
1 and 4 . The resulting algebraic equations are manipulated to
provide expressions for the seven unknowns. A predictor-corrector
method is used in the computer solution to minimise errors caused by

the linearisation.

Linearisation

Consider the bypass flow equation (equation 2) for positive x and

PI # PT (for x<c the wvalve is shut and QT = 0, likewise when PI = PT,
QT = 0). Partial differentiation with respect to x and PI gives:-
1.3 1%
30, _ 1 o.oszm\/g ) 7[pL - I} = DL 8
2 p
aPI

9Qp = 1.3 0.05214 [2 (x)o’3{

P

oX

Lo o
|, - Pl}" sign (P, - P )=DF2 9



from the theory of partial differentiatiocn:-

BQT = 3QT6PI + BQT 8x 1o

BPI oX

In a stepwise solution values of PI’ PT and x are available
from the previous time level and the partial differentials (equations
€ and 9 ) may be calculated using these old values. Hence writing
equation 10 with the § terms expressed as the difference between the

current unknown value and the previously calculated value.
- = -— + -
(QT Q) = DFL(P, = P, ) + DF2(x - x.)
rearranging

QT - DFlPI - DF2x = QTt - DFlPIt - DF2xt 11

where the suffix t devotes known values from the previous time

level.

Equation 11 is a linearised form of the bypass equation 2
and is valid for small excursions about the operating condition

defined by variables P

It’ =re’ Xt
Applying the same procedure to equation 3 , partial differentiation

with respect to P_ and Po gives:-

I
ov_ =1 b 06(y)l'3 2 (lp. - P l)-;2 = DF3 12
o —_ = I o
2 A p
BPI po
1
v =-1 o.oe(y)l‘3 fg— (le_. -p )% = - DF3 13
o = =& = I o
A p
BPO po

which results in the linearised eguation, for the condition

P_# P
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v - + =v _ - DF + DF
° DF3PI DF3Po ot D 3PIt 313Pot 14

Finite difference form of the dynamic equations

Expressing the dynamic equations in finite difference form is the

same as performing a Simple Euler integration.

Consider the compensator spool force balance, rewriting in finite

difference form

(PI - PC)A = M(x - xt) + £(x - xt) + Kx + FC

At At
(P, - P)AAt = M(x - xt) - Mx_ + £x - fx_ + KxAt + FcAt

At
Rearranging

x (M + fAt + KAtz) + P (—AAtz) + P (AAt2) = (Mx, + Mx At +
n I c t t

fx At - F Atz) 15
t C
where

(spring stiffness plus effective

spring due to flow force) K = (Ks + KFF) 16
(spring preload) Fc = (L + ISC)Ks 17
Writing equation 5 in finite difference form
KinFo = B) +Alx = x) =V (P - Py
At Bp At
rearranging
18

PO(KLINAt) + Pc(-KLINAt - VCH) + x (A) = (Axt - Ven Pct)

Bp Bp
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SOLUTION (x>0, PI # PT, PI # Po)

For convenience the equations are rewritten in the following

form

Spring chamber volume 18

Preset orifice flow 14 vO + BlPI - lPO =‘32
Bypass flow 11 QT + ClPI + C2x = C3
OuFlet pipe 7 vy + DlPo = D2
Inlet pipe 6 vy + ElPI = E2
Continuity 4 Fle + szo - QT =0
Spool dynamics 15 Glxn - G2PI + G2Pc =

Coefficients Al, A2, A3, etc are defined in the summary.

Solving simultaneously yields the floowing expressions

P_ = (—R7/R

X = R2/Rl + A3PO/R1A

5

P, = Ry + R, /P,

1

P = (A4 - A2x - A3PO)/Al

AP + A
C

1 2

- R3)/(R4 + R6/R5)

+ PI/Rl

X +AP =
o

3

19

20

21

22

23

24

25

26

27

28

29

30

31

32
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where

Y]
l

1 Gl/G2 - A2/Al . 33

R, = G3/G, - B,/A; 34
Ry = (32 - D2)/(—Dl - Bl) 35
R4 = Bl/(Dl + Bl) 36
Rg = - F,D, + C2A3/RlAl 37
R = - FIE, + c, + CZ/Rl 38
R, = FE, + F,D, - Cy + C,R,/R; 39

The above set of expressions define the system solution for the

> .
case x>0, PI # Po' and PI # PT

SOLUTION (x<o, and/or PI = PT)

The exhaust flow QT is zero and thus the effective spring stiff-
ness due to the flow force is also zero. The set of equations

modelling the value is modified..

Ach + A2x + A3Po = A4 19

v o+ D].PO = D2 22
vI + ElPI = E2 23
Fle + FZVO =0 40
Glxn— GZPI + GlPO = G3 25
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Solving simultaneously yields the following expressions:

Pr = R/R, 41
P = (B, - D, - BlPI)/(-Dl - Bl) 42
v. =E. - E_P 43

P, = R3/R4 45
x = (Gy + GyP. - GZPC)/Gl 46
where

R, = (B, - DZ)/( - Dy - B)) - (FE, + F2D2)/F2Dl 47
R, = B /( - D, - B)) - FlEl/Fle 48
Ry = (B, - A3PO)/A2 - Gy + G2PI)/G1 49
Ry = - G2/Gl + Al/A2 50

Solution for small pressure drops across the preset orifice

When the pressure drop across the preset orifice is small the
linearising gradient DF3 (equations 12 and 13 ) tends to infinity,
which leads to numerical problems. At low pressure drops the flow
through the orifice is laminar and therefore obeys a linear P v Q
relationship. For a given orifice setting a threshold pressure drop
may be defined (PMIN) below which the flow is laminar.

Thus when P_ - PO <P the following flow relationship is

I MIN

Qv = Apovo = KOR(PI - Po) 51
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comparing with equations 20

VO + B,P_ - B,P =B 20

Equations 51 and 20 are equivalent when:-

B 52

1 KOR/Apo

Both solutions given above are valid with the altered expressions

B . .. .
for 1 and B2 PMIN and the coefficient KOR are calculated for a given
valve setting by the initialising subroutine BARIN.

THE PREDICTOR-CORRECTOR

The use of linearised equations in a transient solution leads to
a gradual accumulation of error between the computed values and fhe
true solution, this program uses a form of predictor-corrector to
minimise this error (Vol. 1l). The linearising gradients DFl, DF2, DF3
are calculated using values of pressure at the previous time level,
the solution of the system equations gives a new set of pressures which
are used to calculate another set of linearising gradients PDF1l, PDF2,
PDF3. The average of the new and old gradients is calculated and the
system equations are solved again. Thus the initial set of gradients
is used to predict solution, a correction is applied by recalculating
the gradients and solving the system again to provide an improved
solution. The pressures calculated by the second system solution are
now substituted directly into the non linear flow equations 2 and 3

to calculate the flows QT and Qv’ is obtained directly from the

Q.

I
continuity equation. In this way the flow solution is forced to obey
the non linear equations and errors are averaged cut between the other

component variables.

COMPUTING PROCEDURE

The computing procedure is shown in flowchart form in Figure 2 .

Two separate component solutions exist:-
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CASE 1 X<0 or PI = PT

- <
CASE 2 IPI P , PMIN

o
The subroutine checks for these conditions at various stages and

branches accordingly. The predictor loop is entered after assigning all

common block input data to program variable names and setting a

number of variables and counters. Gradients DFl, DF2, .DF3 are

calculated and the equation coefficients Al, A2, A3 etc. are set. The

component equations corresponding to the last known operating conditions

are solved. A series of IF statements checks if the valve has hit any

endstops and if so the solution is modified. All calculated pressures

are checked for cavitation. The predictor variables PPIT, PPOT, PXO

are overwritten with new values of inlet pressure, outlet pressure

and spool position and the counter IPRCR is incremented. The subroutine

loops back and calculates new values for the linearising gradients which

are averaged with the old values. The component equations are solved

again and all cavitation and endstop checks are repeated. Now the

routine branches out of the predictor loop and calculates the flows

QTN, QV and QIN by direct substitution in the non linear equations.

All calculated data is output via the common block.

Ref.1 BAKER, O. MSc Thesis Bath University 1981
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EXPRESSICNS USED IN THE SUBROUTINE

PP = (0.0652L(p) " \2/p /A

PK = 0.0514Y/2/p
By = - Veu/Bpp ~ Kpptt
A, =2

37 “LIN
By = Bx = VerPo/Brr
B, = - DF3
By = Vop 7 By(Prem Poy)
c, = - DFL
c, = - DF2
C3 = Qp¢ + G Pre + Co%¢

Dy = - l/pCO

D, = (- 2fs VSIV's]At)/do + V- Ps/pco
El = l/pCI

E, = - 2fRygv£ bt/d. + v + PR/QCI

F1 = %1

F, =A



145

Gl =M + fAt + KAt2 71
G. = ant’ 72
2 .
. 2 73
G, = VM + A At -
3 1xt Mxt t + fxt t cht
APPENDIX 1 DYNAMIC BEHAVIOUR OF SPRING CHAMBER VOLUME
The volume of the spring chamber Veg = (VSc - Axt) A 74

at any instant

where VSC is the volume of the spring chamber when x = o, i.e.

the zero lap position.

Flow through the damping

restictor (laminar flow) Q (p - Pc) 75

= K
sc LIN o

Continuity
flow into spring chamber + rate of change of = compressibility
spring chamber vol.
+ Ax =
Qsc Ax VCH dPC 76
B dt

Combining equations 74 , 75 and 76

KLIN(PO - Pc) + AxX = VCH PC 5
BFL
The coefficient KLIN is derived by matching the linear flow

ecuation with a square law characteristic of the form:-

77
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LIST OF VARIABLES USED

Al, A4

BFL

Bl, B2
. CI

Cco

Cl, C3

DF1

DF2

DF3

DI
DO
DT
D1, D2
El, E2

FR

FS

Fl, F2
Gl, G3
IPN
IPRCR
isc

IT

ITM

KLIN
KOR

compensator spool area

damping restrictor area

area of inlet pipe

area of outlet pipe

equation coefficients

bulk modulus of hydraulic fluid
equation coefficients

wavespeed in inlet pipe

wavespeed in outlet pipe

equation coefficients

current value of linearising
gradient (equation 8)

current value of linearising
gradient (equation 9)

current value of linearising
gradient (equation 12)

diameter inlet pipe

diameter outlet pipe

timestep

equation coefficients

equation coefficients

spool viscous damping coefficient
friction factor (forward
characteristic)

friction factor (backward
characteristic)

equation coefficients

equation coefficients

inlet pipe number
predictor-corrector counter
initial valve spring compression
time level indicator, time = t
time level indicator, time = t - At
effective spring stiffness due to
flow forces

flow coefficient, damping orifice
linear flow coefficient for

preset orifice

A M2 R
2
A M2 R
A, M2 R
A M R
po
Ay By - , R
BFL N/m R
B By - R
c; M/S R
c, M/S R
s Cy - R
DF1 - R
DF2 - R
DF3 - R
d; M R
d M R
o]
At S R
El, E2 - R
£ N/ (M/S) R
£r - R
£ - R
s
F), F, - R
Gy, Gy - R
- - I
- - I
2
I M P
- - 1
- - I
Kep ; N/M ; R
s/ (N/M%) R
Ky M /S/ (N/M7)
2
K w3/s/ /M%) R

CR



NCM
NCP

OPN
PC
PCD

PCDT
PCT

PDF1

PDF2

PDF3

PI
PIT
PK
PMIN
PO
POT
PP
PPIT

PPOT

PR
PRT
PS
PXO

QIN
QIT
QOT
OR
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spool spring stiffness

valve overlap

spool mass

NCP minus 1

number of calculation points,
inlet pipeline

component numkber of valve model
outlet pipe number

spring chamber pressure

rate of change of spring chamber
pressure (dPCD/dt)

previous value of dPCD/dt
previous value of spring chamber
pressure

previous value of linearising
gradient (equation 8)

previous value of linearising
gradient (equation 9)

previous value of linearising
gradient (egquation 12)

current value of inlet pressure
previous value of inlet pressure
equation coefficient

laminar flow threshold pressure
current value of outlet pressure
previous value of outlet pressure
equation coefficient

inlet pressure predictor
variable

outlet pressure predictor
variable

pressure, forward characteristic
return line pressure

pressure, backward characteristic
spool positiop predictor
variable

current value of inlet flow
previous value of inlet flow
previous value of cutlet flow

flow, forward characteristic

= B RN

N/M
M
Kg

N/M2

(/M%) /S
(N/M?) /S

N/M

N/M2
N/M2

N/M2
N/M
N/M2

N/M
N/M

N/M
N/M

N NN

N/M

m3/s
M3/s
M3/S
w3 /s

H ® ® 0

W W o™ ™ o™ ™ W W

o

™ on x™ N

o B« B B I



QS
QT

QTN
QTT

Qv

R1l, R7
VCH

VI

VIT

VO

voT

A

VSsC

XN
X0
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flow, backward characteristic
current value of bypass flow in
predictor loop

current value of bypass flow
previous value of bypass flow
current value of outlet flow
fluid density

equation coefficients

current value of spring chamber
volume

current value of flow velocity at
inlet

previous value of flow velocity at
inlet

current value of flow velocity at
outlet

previous value of flow velocity at
ocutlet

flow velocity, forward
characteristic

flow velocity, backward
characteristic

nominal spring chamber volume
spool velocity

previous value of spool velocity
current value of spool pcsition
previous value of spool position

preset orifice opening

M~/S

/S
/s
/s
M~/S
K.g/M3

M
M
M

w w w w

M/S

M/S

M/S

M/S

M/S

M/S

M/S
M/S

2o B - B « B ]

Lo R R - R
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bypass fiow

exhaust port Pr Qg

spring chamber ..x_}
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P compensafing '
c spool |
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damping
restrictor
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=K
outlet : \ — q
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flow 'O
FIGURE 1

SCHEMATIC DIAGRAM OF BARMAG VALVE




150

Dces
CASE | (\NI1

?

DFt ,DF2

CALIELU1LJTE. DF1

CALCULATE A\JEO-

tpaca - 2 AGE UaLJge CP

4£iAD5 DF1,CF?,DFi

CALCULATE COEFT5

SUGfZCuTiMe

CtMmcr” GLOCk

£f1£AL f iMTc&EfZ
ITPASMEUTS

AiilCifO XisiPiUT DATA
TO PCOGGAM
\EaA Ie

UALCUIATCc. CO6FF5
fP, P\A,\JtH

5eT caeoitTida
umniASLET

SET ££1ED./CCOQ.

£cDOMTL££? iPOfg ' I

AL A I.... 62,63
DOES
VES
CASE . Affl)
" G>i,fc? ccerrs
SET
CASE I AffLT
OoTto> r
AASEI AfPIT >
OTPASi FLOU ! CALCULATE"
=17, 2EGO ! QTKJ USIUG ECX12
iOLOC CuaiVtAQvigiUT SCtUE euKM/DUEUT
EOUATIOMS EOUATIGUS
1 SET
<~PI EOO-: o
CALCULATE 1 ou - (fi-6
X0 f PCD
CHUX KO ooES vas
Eikjio STof (ouxT: ———C CASE 2 AfPir >—
cA 1TArHONT
X7
CHIC
CALCULATE OU CALCUILATE OU
Usireo EQU. 1 iS(us £oJ. 5/

AEser patDi“rcfl
jAniAdlis fitOD
I EEANRIT 1eSCE7

FiGuflE 2 fLCL*c"mr fcn

: k

CALE aiKi &T
(wWTiijjiry EOU 4

OUTPUT DATA TO
CCrANMCIO  A<?/Trty5

5¢(biCYjriK}E  GdPmMA'G



O 0 6o oo o a a a oo QO o o a a a a

aQ

o 0 a o o

subroutine

subroutine

library

title

author c.m.

method

compensated

name
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b;,rmaq( 11 ,itu ,dt,r h o

barmag

classification

of characteristics m

flow control wva

skarbek-wazynski

l,pmi i nv)

odel of
lve

(barmag

3 port pressure

type)

purpose this subroutine simulates a 3 port pressure compensated
flow control wvalve, the component equations are based on
experimentally derived data for a barmag valve, the
inlet and outlet pipelines are modelled using the method
of characteristics, the return line (bypass flow)
operates at low pressure, dynamics are neglected and a
constant pressure assumed to act the exhaust port,
the dynamics of the valve spool and damper are taken into
account

common blocks

common/blkl/ pd pipe data (constant)

common/blk3/ pdyn pipe data (dynamic)

common/b 1k35/fcV flow control wvalve data (constant)

common/blk36/fcvd flow control valve data (dynamic)

input information

input via argument list

bfl fluid bulk modulus n/m2

dt timestep s

it time level 1indicator -

itm time level indicator -

nv component number -

pmin laminar threshold pressure n/m2

rho fluid density kg/m3

input via common block

a compensator spool area m2 fev(l,-)

ad damping restrictor area m2 fcv(8,-)

api area of inlet pipe m2 pd(2,-)

apo area of outlet pipe m2 pd(2,-)

ci wavespeed in inlet pipe n/s p.d(7,-)

co wavespeed in outlet pipe n/s pd(7,-)

di inlet pipe diameter n pd(l,-)

do outlet pipe diameter n pd(l,-)

f spool viscous damping coeff. n/(m/s) fev(3,-)

fr friction factor fwrd charac pdyn(3,-,

fs friction factor bk.wrd charac = pdyn(3,-.

ipn  inlet pipe number fevdl, -)

isc initial valve spring comp. - fecvdo, -)

kff spring stiffness due to flow n/m fev(d,-)

klin flow coeff damping orifice n5/ns fev(ld,-)

kor flow coeff preset orifice mn5/ns fev(ls, -

ks spool spring stiffness n/m fev(5,-)

1 valve overlap m fev(6,-)

n spool mass kg fev(2,-)
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a

12 n'mbe- ;¢ calc points i/pipe
opn outlet pipe number
pcdt previous diff wrt t of pc (n/":) /s
pet previous spring chamb. press. n/m2
pit previous inlet pressure n/m2
pot previous outlet pressure n/m2
pr pressure fwrd caracteristic n/m2
prt return line pressure n/m2
PS pressure bk.wrd characteristic n/m2
qit previous inlet flow n3/s
qot previous outlet flow n3/s
qr flow forward characteristic m3/s
qs flow backward characteristic n3/s
qtt previous bypass flow n3/s
vsCc nom. spring chamber volume m3
xdo previous value spool velocity n/s
X0 previous value spool position n/s
y preset orifice opening n
output information
output via common block.
pc new spring chamber pressure n/m2
pcd new diff wrt t of pc (n/m2)/s
pi new inlet pressure n/m2
po new outlet pressure n/m2
qin  new inlet flow n3/s
qtn new bypass flow n3/s
qv new outlet flow n3/s
xd new spool velocity n/s
Xn new spool position m
variables (excluding i/o variables )
al .. .ad equation coefficients
bl .. .b2 equation coefficients
cl.. .c3 equation coefficients
dfl current linearising gradient (equ 8 )
df2 current linearising gradient (equ 9 )
df3 current linearising gradient (equ 12)
dl.. .d2 equation coefficients
el.. .e2 equation coefficients
fl1.. .f2 equation coefficients
ev .92 equation coefficients
iprer predictor-corrector counter
nc M no of calc points minus 1
pdf 1l previous linearising gradient (equ 8)
pdf 2 previous linearising gradient (equ 9)
pdf 3 previous linearising gradient (equ 12
pk equation coefficient
PP equation coefficient
ppit inlet pressure predictor variable
ppot outlet pressure predictor wvariable
pxo spool position predictor variable
qt current value of bvpass flow
n .r7 equation coefficients
vch current spring chamber volunme
VI current flow velocity at inlet
vit previous flow velocity at inlet
Vo current flow velocity at outlet
vot previous flow velocity at outlet
vr flow velocity forward characteristic
vs flow velocity backward characteristic

pd(6,-

fev(l2 -)

fcvd (4

fevd (3 ~f~)

pdyn(l ~ ..

pdyn (1

pdyn (1 Fof

fev (13 -)

pdyn (1

pdyn (2

pdyn (2

pdyn (2

pdyn(2 ~

fevd (5

fev(7, -)

fevd (2

fevdd

fev(9,--)

fevd(3,-,-)

fecvd(4,-,-)

pdynd

pdynd

pdyn (2,

fevd(5,-,-)

pdyn(2,

fevd(2,-,-)

fcvdd

)
n/m2
n/m2
M
m3/s
n3
n/s
n/s
n/s
n/s
n/s
n/s
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common /blkl/ pd(8,2)

common /blk.3/ pdyn( 3,400,10,2)
common /blk.35/fcv(15,2)

common /blk.36/fcvd(5,10,2)

real m,k.ff, ks,1,isc,klin, kor
integer opn

input data

flow control valve data
a =fcv(l,nv)

m =fcv(2,nv)

f =fcv(3,nv)
k.ff=fcv(4,nv)
ks =fcv(5,nv)

1 =fcv(6,nv)
vsc=fcv(7,nv)
ad =fcv(8,nv)

y =fcv(9,nv)
isc=fcv(10,nv)
ipn=fcv(11l,nv)
opn=fcV(12,nv)
prt=£fcV (13 ,nv)
k.lin=fcv( 14,nv)
k.or =fcv(15,nv)

X0 =fcvd(l,itm,nv)
xdo =fcvd(2,itm,nv)
pet =fcvd(3,itm,nv)
pcdt=fcvd(4,itm,nv)
qtt =fcvd(5,itm,nv)

pipe data

ncp-pd(6,ipn)
ncm~ncp-1

api=pd(2,ipn)
apo=pd(2,0pn)
di =pd(1l,ipn)
do =pd(l ,opn)
Cl =pd(7,ipn)
CO =pd(7,o0pn)

pr=pdyn(l,ncm,itm,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdyn(2,ncm,itm,ipn)
vr=qr/api
ps=pdyn(1,2,itm,opn
fs=pdyn(3,2,itm,opn)
gs=pdyn(2,2,itm,opn)
vs=qs/apo

pit=pdyn(1l,ncp,itm,ipn)
pot=pdyn(1l,1,itm,opn)
git=pdyn(2,ncp,itm,ipn)
qot=pdyn(2,1,itm,opn)
vit=qit/dpi

yot=qot/apo
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calculate coefficients
pp=0.062518 (y**1.3)*sqrt(2.0/rho)/apo
pk=0.05214»sqrt(2.0/rho)

vch=vsc-afxo

set predictor wvariables
pXxo =xo
ppit=pit
ppot=pot

set predictor-corrector counter
iprer=1

100 continue

calculate gradients
is X less than =zero or is pressure gradient zero (case
if(pxo.le.0.0.0r.ppit.eq.prt)go to 30

dfl=0.5*pk* (pxo**1.3)/sqrt(abs(ppit-prt)
df2=1.3*pk*(pxo**(0.3)*sqrt(abs(ppit-prt)
df2=sign(df2, (ppit-prt)

30 continue

check if ppit-ppot 1is zero

if(ppit.eq.ppot)go to 20

df3=0.5*pp/sqrt(abs(ppit-ppot)
20 continue

if(iprcr.ge.2)go to 130
go to 140

calculate average of gradients
130 dfI=(dfl+pdfl)/2.0
df2=(df2+pdf2)/2.0
df3=(df3+pd£f3)/2.0
140 continue

calculate coefficients

al=-vch/bfl-klin*dt

al-a

al3=klin*dt

ad=a*xo-vchtpct/bfl

bl=-df3

b2=vot+ble (pit-pot

cl=-df1l

c2=-df2

c3=qtttcl*pit+c2*xo

di=-1.0/(rho*co)
d2=-ps/(rho*co)+vs-2.0*fstvs*abs(vs)tdt/do
el=1.0/(rho*ci)
e2=pr/(rho*ci)+vr-2.0*frfvrtabs(vr)*dt/di
fl=api

f2=-apo

gl=M+f$dt+ (ks+kff)*rdt*dt

g2=a*dt*dt

g3=M$xo +M*dt§xdo +f*dt*xo- (1 +1isc)*ks-*dt >dt

is pressure gradient pi-po less than pmin (case 2)
if(nbs(ppit-ppot ). 11 .pmin )go to 150
go to 160
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set alternative coefficients
150 continue

bl=-kor/apo

b2=0.0
160 continue

if (;<0.1le.0.0. or.pit.eq.prt)go to 40

solve component equations
rl=gl/g2-a2/al
r2=g3/g2-ad/al
r3=(b2-d2)/(-d1-bl )
rd=b1/(d1+b1 )
r5=(c2*a3/(rl*al))-£f2*d1l
ré=cl+c2/rl-flrel
r7=fl*e2+f2*%*d2+c2*%r2/rl-c3

pi=(-r7/r5-r3)/(rd+r6/r5)
po=-(r7+r6*pi)/r5
xn=(ald*po/alt+pi+r2)/rl
pc=(ad-a2*xn-al3*po)/al
vo=d2-dl*po

vi=el-el*pi
qt=fl*vi+f2§vo

go to 50

40 continue
case where bypass flow is zero

reset coefficient gl
gl=M+ftdt +ks*dt*dt

solve component equations

rl =((b2-d2)/(-d1-bl ))-( (fl re2+£f2*d2)/(£2N1 ))
r2=(bl/(-dl-b1l))-((fl*el)/(f2%d1))
r3=((ad-a3*po)/a2)-((g3+g2fpi)/gl)
rd=-g2/gl+al/a2

pi=rl/r2
po=(b2-d2-bitpi)/(-dl-bl
vi=e2-eltpi

vo=d2-dltpo

pc=r3/rd
xn=(g3+4g2*pi-g2*pc) /gl

50 continue

calculate rate of change of x and pc
Xd=(;n-X0)/dt
pcd=(pc-pct)/dt

endstop checks

if(xn.gt.3.0e-3)xn=3.0e-3
If(xn.ie.-1.239e-3)xn=-1.239%e-3
if(xn.le.-1.239e-3.and.xd.1t.0.0)xd*0.0
1f (Xn.ge .3.0e-3. anf.Xd.gt.0.0)Xd=0.0
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cavitation check

if(pi.le.0.0)pi=0.0
if(po. le.0.0)po=0.0
if(pec.1t.0.0)pc=0.0

if(iprcr.eq.2)go to 120

reset predictor variables and increment
pxo =xn

ppit=pi

ppot=po

pdf 1=df1l

pdf2=df2

pdf3=df3

iprecr=iprcr+l

go to 100

continue

iprer

correction for inaccuracies in linearisation

does case 1 apply?
if(xn.le.0.0.0r.pi.eq.prt)go to 90
qtn=pk*(xn**1.3)*sqrt(abs(pi-prt))
qtn=sign(qtn, (pi-prt))

go to 91

qtn=0.0

continue

calculate flow through valve
check for zero pressure gradient
if(pi.eq.po)go to *2

check for laminar flow (case?)
if(abs(pi-po).It.pmin)go to 93

qv=0.06251r(y**1.3)fsqrt(2.0%abs(pi-po)/rho)

quv=sign(qv, (pi-po))

go to 94
qv=0.0
go to 94

qv=kort (pi-po )

continue

calculate inlet flow
qin=qvtqtn

output data

fevd(l,it ,nv)=xn

fcvd (2,1t ,nv)=xd
fecvd(3,it,nv)=pc
fecvd(4,it,nv)=pcd
fevd(j,it,nv)=qtn
pdyn(l,ncp,it,ipn)=pi
pdyn(2,ncp,it,ipn)-qin
pdyn(1,1,it,opn)=po
pdyn (2,1 ,it,opn) =qv
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'BARIN'

Data initialisation routine for subroutine Barmag

PU.IEOSG

For a given opening of the preset orifice in the Barmag valve,
subroutine BARIN calculates the pressure gradient at which flow will
be laminar and hence calculates a linear pressure flow coefficient

to be used when laminar flow conditions exist.

No associated subroutines

CALL BARIN (RHO,AVISC,PMIN,NV)

NV component number of corresponding valve model -
PMIN laminar flow threshold pressure N/M2
Common block data arrays
COMMON/BLK35/FCV flow control valve data (constant)
No user defined information reguired
Output information via argument list
PMIN laminar flow threshold pressure N/M2
Output information via common block
KOR linear flow coefficient for preset orifice MS/Ns FCV(15,1V)

Program action and algorithm

Flow is assumed to ke laminar when the Reynold's number for the

orifice is less than 2000.

' =
Reynold's number Re vVyep 1
N
when Re = 2000 flow velocity VL = 2000y 2

y e
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the corresponding flow through the orifice G, = T 2v 3

(assuming a circular orifice) 4

The non linear flow relationship for the orifice is

q = 0.06251 (y)l'3 ’EAP 4
p

rearranging 4

AP = qu

2(0.06251yl‘3)2

Substituting qr, in 5 gives P the pressure gradient which will

MIN
produce a Reynold's number of 20C0 at the orifice. For pressure

gradients greater than P flow will be turbulent, for gradients less

MIN

than PMIN flow will be laminar.

A linear pressure flow relationship is assumed under conditions of

laminar flow
g =k RAP 6

@)

Expressions 4 and 6 mnmust yield the same value of flow at the

trasition point from laminar to turbulent flow.

Therefore K =

The subroutine performs the straight forward evaluation of

expressions 2, 3, 5 and 7 .

LIST OF VARIABLES USED

AVISC fluid viscosity U Ns/M2 R
KOR linear flow ccefficient for

preset orifice Kor MS/Ns R
NV component number of corresponding

valve - -
PMIN laminar flow threshold pressure L~ N/M2 R
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flow through orifice
fluid density
flow velocity through orifice

orifice setting

M3/

Kg/M3

M/S

™ ™ ™ W
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subro!:*me b?r in (rho .:*visc ,pmin ,nv)

subroutine name barm

library classification

title data initialisation routine forsubroutine barmag

author c¢.m. skarbek-wazynsk.i

purpose for a given opening of thepreset orifice in the barmag
valve, subroutine barin calculates the pressure gradient
at which flow will be laminar and hence calculates a
linear pressure-flow coefficient to be wused when laminar
for conditions exist

no associated subroutines

common blocks
common/blk35/ fev flow control valve data (constant)

input information
input via argument list

avise fluid viscosity ns/n2
nv component no of corresponding valve
rho fluid density kg/m3

input via common block
y valve setting m

output information
output via argument list
pnin laminar flow threshold pressure n/m2

output via common block
kor linear flow coefficient m5/ns

variables (excluding i/o variables)
q flow through orifice n3/s
v flow velocity through orifice m/s

common /blk35/fecv(15,2)
real kor

input data
y-fcV (9, nV)

v=2000.0%avisc/(y*rho)
q=3.14159¢ytytV/4.0
pmin=q*qTrho/(2.08(0.06% (y**1.3))T$2)
k0r- p?mln

0Otput data
fcV(15,nv)=k or
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'CPT'

Method of characteristics model of an idealised actuator load

PurEose

Subroutine CPT is an idealised model of an actuator which acts as a
constant pressure load. As it extends the actuator hits an obstructicn
causing a ramp increase in load to another constant pressure level.

(Figure 1.)

Nc associated subroutines

CALL CPT(IT,ITM,DT,RHO,TIME,NC)

NC = component number of pipe termination model (integer)

Commen block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLK3 /PDYN pipe data (dynamic)
COMMON/BLK38/CP pipe termination data

User defined information

ARRAY CP (6,NC)

CP(1,NC) = Pl constant pressure level 1 N/M2 R
CP(2,NC) = P2 constant pressure level 2 N/M2 R
CP(3,NC) = T1 starting time of ramp S R
CP(4,NC) = T2 duration of the ramp S R
CP(5,NC) = T3 not used - -
CP(6,NC) = IPN inlet pipe number - I

Output information (via common block)

P pressure level at pipe

termination TDYN (1 ,NCP,IT,IPN) N/M2 R
VI*API volumetric flcw at pipe

termination EDYN (2,NCP,IT,IPN) r43/s R

Program action and algorithm
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This model imposes a pressure level at the last calculation
point (downstream boundary) of a pipe modelled using the methcd of
characteristics. The pressure level used follows the duty cycle shown
in Figure 1 specified by the user. The flow at the pipe termination

is defined by the pipe eqguation.

pipe equation 1 (p - PR) + (vI - vR) +
(forward pCI
characteristic)
2vaRlvR[At =0 1
dI

where P is the pressure level specified, rearranging to solve

for VI

v, == 1 (p - PR) + v

I - 2vaRlle At 2

R

PCs
I

Equation 2 1is evaluated directly in the subroutine (see program

listing). The required pressure level is determined by a simple IF

statement.

FIGURE 1

PRESSURE
P2
f
|
|
|
p |
1 1
i 1
o
] 2 ]
H 1
T T *T TIME

FIG. 1 LOAD MODEL DUTY CYCLE
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LIST OF VARIABLES USED

CI
DI
DT
FR

IPN
IT
ITM
NC
NCM

NCP

Pl
P2
PR
QR

Tl
T2
TIME
VI

area of inlet pipe
wavespeed in inlet pipe
diameter of inlet pipe
timestep

friction factor, forward
characteristic

inlet pipe numbker

]
o+

time level indicator, time

t - At

time level indicator, time
component number

number of calculation points
minus 1

number of calculation points
current value of pressure
initial pressure level

final pressure level

pressure, forward characteristic
flow, forward characteristic
fluid density

starting time of ramp

duration of ramp

current value of time

flow velocity at component,

time = t

flow velocity, forward

characteristic

=

M/S

M/S

M/S

P I B I

H H H H W

™ ™ W™ W ™ ™™ A H OH
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subroutine cpt(it,itM,dt,rho,time,nc)
subroutine name cpt
library classification
title method of characteristics model of a pipe termination
capable of ramp changes from one constant pressure level
to another
author c.m. skarbek-wazynski
purpose subroutine cpt is an idealised model of an actuator
which acts as a constant pressure load, as it extends
the actuator hits an obstruction causing a ramp increase
in load to another constant pressure level

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk]/ pdvn pipe data (dynamic)
common/blk,38/cp pipe termination data

input information
input via argument list

dt timestep

it time level indicator

itm time level indicator

nc component number

rho fluid density kg/m]
time time s

input via common block

apl area of inlet pipe m2 Pd(2,-)
ci wavespeed in inlet pipe n/s pd(7,-)
dl diameter of inlet pipe n pdd ,-)
fr friction factor fwrd charac. - pdvn(3,
ipn inlet pipe number - cp(6,-)
ncp number of calculation points pd (6 ,-*
pi initial pressure level n/n2 cp(l

p2 final pressure level n/m2 cp(2,-)
p» pressure fwrd characteristic n/m2 pdvn (1,
qr  flow fwrd characteristic n3/s pdyn (2,
tl starting time of ramp s cp(3,d
t2 duration of ramp s cp(4, -)

output information

output via common block

P current pressure level n/m2 pdvnd
vitapi load flow n3/s pdyn (2,

variables (excluding 1i/o variables)
nem no of calc points minus 1

VI flow velocity at load m/s
vr  flow velocity fwrd charac. m/s
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20

Ip

common /blkl/ pd(8,2)
common /blk3/ pdyn(3,400,10,2)
common /blk.38/cp(6,2)

input data

pi =cp(l,nc)

p2 =cp(2,nc)

tl =cp(3,nc)

t2 =cp(4,nc)
ipn=cp(6,nc)

di =pd(1,1lpn)

ci =pd(7,ipn)
dpi=pd(2,ipn)
ncp=pd(6,Ipn)
ncm=ncp-1
pr=pdyn(l,ncm,itm,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdyn(2,ncm,itm,ipn)
vr=qr/api

calculate current value of pressure
p=pl

if(time.ge.tl)go to 10

go to 20

continue

p=pl+(p2-pl)*(time-tl)/t2
if(p.ge.p2)p=p2

continue

calculate flow velocitv at load
vi=(pr-p)/(rhofci)tvr-2.0ffr*vr fabs(vr)rdt/di

output data

pdyn(1,ncp,it, ipn)=p
pdyn(2,ncp,it,ipn)=vi*api
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'CFS'

Method of characteristics model of a constant flow source

Pur EOSG‘

Subroutine CFS is an idealised model of a pump, which is taken to

be a source of constant flow at the upstream end of a pipe.

No associated subroutines

CALL CFS(IT,ITM,DT,RHO,NCS)

NCS = component number of constant flow source

Common block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMCN/BLK3 /PDYN pipe data (dynamic)
COMMON/BLK37/CF constant flow source data

User defined information

ARRAY CF(2,NCS)

CF(1l,NCS) = Q constant flow at source M3/S R
CF(2,NCS) = OPN number of pipe connected to
source - I

Output information (via.common block)

2

PO pressure at flow source PDYN(1,1,IT,OPN) N/M
3

Q constant flow at source PDYN(2,1,IT,OPN) M /.

Program action and algorithm

The subroutine CFS imposes a constant flow at the first calculation
point (upstream boundary) of a pire simulated using the method of
characteristics. The pressure is allowed to take any value as determined

by the pipe equation
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(backward pC A

characteristic)

Equation

P
o

Equation
listing).

o , po
260 viviat=o0
S S S

d
o

1 1is rearranged to solve for Po

(-pC)) |-P, -_Q - 2fSVS|Vs|At

A
pCo po do

2 1is evaluated directly in the subroutine (see program

pressures are set to zero.

LIST OF VARIABLES USED

DO

FS

IT
IT™M
NCS
OPN
PC
PS

Qs

VS

area of outlet pipe
wavespeed in outlet pipe
diameter of outlet pipe
timestep

friction factor, backward

characteristic
time level indicator, time = t
time level indicator, time = t - At

flow source mmponent number
outlet pipe number

pressure at flow source, time = t
pressure, backward characteristic
constant flow level

flow, backward characteristic
fluid density

flow velocity, backward

characteristic

- L (e -PR) +(Q -V

S)+

A cavitation check is included to ensure that negative

P B s B B

m ™ W ™ W N M H H X
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subroutine cfs(it,itm,dt,rho,nch)

subroutine name cfs

library classification

title method of characteristics model of a constant flow source

author c¢.m. skarbek-wazynski

purpose subroutine cfs is an idealised model of a pump,which is
taken to be a source of constant flow at the upstream end
of a pipe

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blk.37/cf constant flow source data

input information

input via argument list

dt timestep

it  time level indicator

itm time level indicator

ncs component number

rho fluid density kq/«l

input via common block

apo outlet pipe area M2 pd(2,-)
co wavespeed in outlet pipe n/s pd(7,-)
do diameter of outlet pipe M pdd ,-)
fs friction factor bkwrds.charac pdyn(3,-,-,-)
opn outlet pipe number cf(2,-)
ps pressure backward characteristic n/m2 pdyn(1l,-,-,-)
q constant flow level n3/s cf(l,-)
qs flow backward characteristic m3/s pdynd,-,-,-)

output information

output via common block

po pressure at flow source n/m2
q constant flow level m3/s

variables excluding i/o variables
vs flow velocity, backward charac n/s
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common/blkl/ pj(8,2)
common/blk3/ pdyn(3,400,10,2)
common/blk37/cf(2,2)

integer opn

input data
g=cf(1,ncs)
opn=cf(2,ncs)
apo=pd(2,opn)

CO =pd(7,opn)

do =pd(1,opn)
ps=pdyn(1l,2,itm,opn)
fs=pdyn(3,2,itm,opn)
gs=pdyn(2,2,itm,opn)
vs=qs/apo

calculate pressure
po=(-ps/(rho*ro)+vs-2.0ffsfvsfabs(vs)fdt/do-q/apo)+(-rhofco)

output data
pdyn(l,1,it,opn)=po
pdyn(2,1,it,opn)=q
return

end
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COMPUTER PROGFAM DOCUMENTATICN FOR SUBROUTINE 'PRIP'

Method of characteristics model of a hydrostatic pump with flow ripple

effects

PLIIEOSG

Subroutine PRIP is an 1idealised model of a hydrostatic piston
pump which includes the effects of flow ripple at the pump outlet.
The ripple is generated from experimentally determined harmonics at
a given set of operating conditions. Full details of model

development are given in volume 1.

Associated Subroutines

PIPE pipe model using the method of characteristics
ZEROFL method c¢f characteristics model of a zero flow pire

termination

(calls to these routines are made frcm inside PRIP)

CALL PRI?(IT,ITM,DT,REO,TIME,NO)

NO = pump com;onent numker (integer)

Common block data arrays

COMMCN /BLK1/PD pipe data array (constant)
COMMON/BLK3/PDYN pipe data array (dynamic)
COMMON/BLK44/RPM pump data {constant)

COMMON/BLK45/DRPM pump data (dynamic)
COMMCN/BLK46/AMP ,FAZE flow ripple amplitude and phase data arrays
COMMON/BLK47/DTA flow ripple calculation parameters

User defined information

ARRAY RPM(9,NO)

RPM(1,NO) = QID ideal pump flow M~/S
RPM(2,NO) = QPN outlet pipe number -
RPM(3,NO) = EPN equivalent pipeline number -
RPM(4,NO) = KR pumnp leakage orifice coeifficient Ns/M5
RPM(5,NO) = PT tank or case drain pressure N/M2
RPM(6,NQ) = NOR not used -

RPM(7,NO) = NZF not used -

A 00 H H XD
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RPM(8,NO)

RPM(9,NO)

3

pump speed

ARRAY DTA (2)

NP number of pistons

DTA(l) = Tl starting time for flow ripple
DTA(2) = THETA angle turned through by
fundamental

ARRAY AMP(10), FAZE(1lO)

AMP (1-10) amplitude values for 10 harmonics

FAZE (1-10) phase values for 10 harmonics

Cutput information via common block

PO pump outlet pressure

APO*VO volumetric flow into

outlet pipe

APE*VV volumetric flow into

equivalent pipe

Program action and algorithm

Mathematical model

Thederivationof the four pump model

volume 1.

PDYN(1,1,IT,OPN)
PDYN(1,1,IT,EPN)
DRPM(1,IT,NO)

PDYN(2,1,IT,OPN)
URPM(2,IT,NO)

PDYMN(2,1,IT,EPN)

rad/s

rad

N/M

M~/S

M3/S

equations is described in

L . — +
Continuity equation QID + Qs QR + QV Qo 1
Outlet pipeline - 1 (p_ - Ps) + (vo - vs) +
(backward characteristic) pCo
2fv [v]lat =0 2
s s s
d

(@]



172

equivalent volume pipeline - 1 (Po - PE) + (vv - VE) +
(backward characteristic) pCE
2f v lv lae =0 3
dE
leakage orifice xR = KR(Po - PT) 4

The pump simulation involves solving the equations above for the
four unknowns Po, vo, vV and QR. Since only four equations are involved
the simplest approach is to solve simultaneously by hand to obtain
algebraic expressions for each of the unknowns from which the values
can be directly calculated. Numerical simultaneous equation solvers

would be inefficient in this case.

Rewriting equations 1 - 4

1
>
)]

Qr T ALYy T ALY, TRy

- 7
Vo + BlPo B2
v = 8
v ¥ % €,
. = 9
SR * DiF, Dy

Solving simultaneously gives

) 10

Lao)
]

(D2 + AlC2 + A2B2 - A3

(Dl + AlCl + A2Bl)

Vv =C. -C.P 12



where

Al = APE 14
A, = APO 15
A; = QID + Qs 16
Bl = - 1.0/(p CO) 17
B, = - 2fSVS|VS|At/dO + v, - PS/pCO 18
Cl = - 1.0/p CE 19
c, =~ 2vaE] vEl At/dE + v - PE/ch 20
Dl = - K ) 21
Dy = = KBy : ’ 22

The term QS is thecontribution to the pump flow due to the flow
ripple and is directly analagous to the flow source ripple QS used in
impedance theory. In this model the flow ripple is stored as ten
experimentally determined harmonics in amplitude and phase form.

At a given instant in time the value of QS is calculated by the

summation of the flow contribution made by each of the ten harmonics.

Computing procedure

The computing procedure is shown as a flowchart in Figure 1 .
After assigning all input data from common block arrays to subroutine
variables the instantaneous value of flow ripple is calculated by
summation as decribed above. The coefficients Al By A3 ~... etc. are
calculated using expressions 14 to 22 , the resultant values are
used in equations 10 to 15 to calculate the four unknowns Po’ VO,

VV, QR’ which are assigned to common block arrays.

The pump impedance is modelled by the dynamic behaviour of a closed
ended pipeline which is considered to be equivalent to the pump
clearance volume (called the equivalent pipeline). The performance of
the pipe and termination is calculated by calls to the 'PIPE' sukroutine

and the 'ZEROFL' subroutine.

Operational status

This subroutine was develcped to investigate the possibilities
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of time domain simulation of pump pressure ripple.

The model only

considers the outlet side of the pump, and no cavitation checks are

performed.

subroutines is computationally convenient although it is inefficient.

The program layout was designed to assist in debugging and testing, as

Modelling the equivalent pipeline by calls to external

a result the calculations are expressed in a longwinded and inefficient

form. Future working versions of this subroutine will remedy these

defects.

LIST OF VARIABLES USED

Cl, c2

EPN
FE

FHARM

FS

IT

IT™

NO

do loop variable for ripple amplitude

angle turned through by Kth harmonic
area of equivalent volume pipeline
area of outlet pipeline

equation coefficients

equation coefficients

wavespeed in equivalent pipeline
wavespeed in outlet pipeline
equation coefficient

diameter of equivalent pipeline
diameter of outlet pipeline
timestep

equation coefficients

equivalent pipeline number
friction factor, equivalent pipe,
backward characteristic
contribution to ripple made by

Kth harmonic

friction factor,outlet pipe,

backward characteristic

]

t)
t - At)

time level indicator (time

time level indicator (time
do loop counter
pump leakage orifice coefficient

pump number

D1, D2

M/S
M/S

n =2 =2 |

H ©™W x®W ™ W W W W™ W WD

H W H H H W
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NP
NZF
OPN
PE

PHAS

PO
PS

PT

QE

QID

OR

QRIP

QS

THETA

TIME

T1

VO

VS
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not used

number of pistons

not used

outlet pipe number

pressure, equivalent pipeline,
backward characteristic
variable used inside do loop
for ripple phase values

pump outlet pressure, time = t
rressure, outlet pipeline,
backward characteristic

tank pressure or case drain
pressure

flow, equivalent pipeline,
backward characteristic

ideal pump flow

leakage flow, time = t
contribution to pump f£low due
to flow ripple

flow, outlet pipeline, backward
characteristic

fluid density

angle turned through by
fundamental harmonic

time

starting time for flow ripple

flow velocity, equivalent pipeline,

backward characteristic

flow velocity, outlet pipeline,
time = t »

flow velocity, outlet pipeline,

backward characteristic

flow velocity, equivalent pipeline,

time = t

pump speed

2
pE N/M
- deg
2
Po N/M
' 2
PS N/M
2
pI N/M
- m3/s
m3/s
QID 3
QR M~/s
3
Qs M~/sS
- M3/S
¢ Kg/M3
- rad
- S
- S
M
Vo M/S
v M/S
v M/S
v M/S
v
- rad/sec

H H H H

jhs)



FiGuCiti

176
/SJOdOUTKUL1
i PRIP

GLOCX

itfw. f I(OTEGJE(Z
SECTEMEJTL

A5blGM iNIfuT
DATA Fi?arvi

CCfvyniaM OLGCW
DATA A(2f?Av3

S£T FLOG f1.rP1

CALCULATE FLOLU

(ZirdE GT THE

SummAT1CfU OF
HAPmuUirS

S&T COEFF1CifMTS
Al .A2 .23... EIC
3. 10 - 22

CALCULATE PomP
PEFZEDFrCANICE,
fou. 10 ' (b

CALL PUE

cll, le (70PL
con ]CE 'viﬁ:

DATA OUTPUT TU

COfM»V\0»0 OLOCIC
A40AVS

FLOiUCHf*ar roa so”aocoriKjE

SEr (=ux* flIPPLé
CXIIf - #

Pogp '’



0O 0 00 0000000000006 000000000000000a0a0

177

subroutine prip(it,itm,dt,rho,tiMe,no)
subroutine name pnp
library classification

title method of characteristics model of a hydrostatic pump
with flow ripple effects at the outlet

author c¢.m. skarbek-wazynski

purpose this subroutine is an idealised model of a hydrostatic
piston pump which includes the effects of flow ripple
at the pump outlet, the ripple is generated from
experimentally determined harmonics at a given set of
operating conditions

associated subroutines
pipe pipe model using the method of characteristics
zerofl method of characteristics model of a zero flow
pipe termination
(calls to these routines are made from inside prip)

common blocks

common/blkl/ pd pipe data (constant)

common/blk3/ pdyn pipe data (dynamic)

common/blk.44/rpm pump data (constant)
common/blk45/drpm punp data (dynamic)
common/blk46/amp,faze flow ripple amplitude and phase data
common/blk47/dta flow ripple calculation parameters

input information
input via argument list

dt timestep s

it time level indicator

itm time level indicator --

no pump component number -

rho fluid density kg/m3
time time s

input via common block

ampl flow ripple amplitude n3/s amp (-)

ape area equivalent pipe m2 pd(2,-)

apo area outlet pipe m2 pd(2,-)

ce wavespeed equivalent pipe n/s pd(7,-)

co wavespeed outlet pipe n/s pd(7,-)

de diameter equivalent pipe n pdd ,-)

do diameter outlet pipe n pdd ,-)

epn equivalent pipe number rpm(3,-)

fe friction factor e/p b/charac -- pdyn(3,-,-,-)
fs friction factor o/p b/charac -- pdyn(3,-,-,-)
kr pump leakage orifice coeff ns/m5 rpm(4,-)

nor not used - rpm(6,-)

np number of pistons - rpM(8,-)

nzf not used rpM(7,-)

opn outlet pipe number rpn(2,-)

pe pressure e/p back/charac. n/n2 pdyn(l,-,-,-)
phas flow ripple phase deg faze(-)

PS pressure o/p back/charac n/m2 pdynd

pt tank or case drain pressure n/m2 rpm(5,-)
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zc 'I'w e'p backward/char’r n3/s pdyni-
qid ideal pump flow n3/s rpm(l,-)
qs flow e/p backward/charac n3/s pdyn(2,-
theta angle of 1st harmonic rad dta(2)
tl start time of flow ripple s dtad )
wp pump speed rad/s rpm(9,-)

output information

output via common block

po pump outlet pressuren/m2 pdynd,1,it, epn)
pdyn(1,1,it,opn)
drpm(1l,it,no)

apo*vo flow into outlet pipe n/s pdyn(2,1,it,opn)
drpm(2,it,no)
apeSvv flow into equiv. pipe m/s pdyn<2,1,it,epn)

variable names (excluding i/o variables)

angle angle turned bykth harmonic rad
al...a3 equation coeffs

bl...b2 equation coeffs

cl...c2 equation coeffs

dl...c2 equation coeffs

fharm contribution toripple from ith harmonic n3/s
counter
qr leakage flow n3/s
qrip contribution to pumpflow made by ripple n3/s
ve flow wvelocity e/pipe backward charac n/s
Vo flow wvelocity o/pipe n/s
Vs flow wvelocity o/pipe backward charac. n/s
vy flow wvelocity e/pipe n/s

common /blk1l/pd(8,2)

common /blk3/pdyn(3,400,10,2)
common /blk4d/rpm(9,2)

common /blk.45/drpm (2,10,2)
common /blk46/amp(10),6faze(10)
common /blk47/dta(2)

real kr

integer opn,epn

data input

pump data

gid=rpm(l ,no)
opn=rpm(2, no)
epn=rpm(3,no)
kr =rpm(4,no)
pt =rpm(5,no)
nor=rpn(6,no)
nzf=rpm(7,no0)
np =rpm(8,no)
wp =rpm(9,no)

pipe data

pipe equivalent to pump volume
ape=pd(2,epn)

de -pd(l,epn)

ce =pd(7,epn)
pe=pdyn(1,2,itm, epn)
fe=pdyn(3,2,itm,epn)
ge=pdyn(2,2,itm,epn)

ve=qe/ape
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outlet pipe
apo=pd(2,o0pn)

do =pd(1,opn)

co =pd(7,opn)
ps=pdyn(1,2,itm,opn)
fs=pdyn(3,2,itm,opn)
qs=pdyn(2,2,itm,opn)
vs=qs/dpo

set flow ripple parameters

tl =dta (1)
theta=dta(2)
qrip=0.0

is time greater than start time
if(time.It.tl) go to 20

calculate flow ripple
do 50 k=1,10

ampl =amp (k)
phas=faze (k)
angle=(thetafnp kk)+phas/57.3
fharm=ampl$sin(angle)
qrip=qript+fharnm
continue
theta=thetatwp*dt
dta(2)=theta

continue

set coefficients

al=ape

a2=apo

al=qidtqrip

bl=-1.0/(rho+co)

b2=-2.0*f s*vs *nbs (vs):*dt/dotvs-ps/( rhofco)
cl=-1.0/(rho*ce)
c2=-2.0*fe*verabs(ve)*dt/detve-pe/(rho*ce)
dl=-kr

d2=-kr*pt

pump model
PO=(d2+al*c2+a2*b2-a3)/(dl+al*cl+a2*bl)
vo=b2-btepo

vv=c2-cléepo

qr=d2-dl¢po

call pipe and =zerofl subroutines
call pipe(epn,it,itm,rho,dt)
call zerofl (it,itm,dt,rho,epn)

data output
pdyn(l,1,it,epn)=po
pdyn(2,1,it,epn)=ape’vyv
pdyn(1,1,it,opn)=po
pdyn(2,1 ,it,opn)=vo*apo
drpm(1,it,no)=po
drpm(2, it,no) =vo*apo
return

end
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COMPUTER PROGRAM DCOCUMENTATION FOR SUBROUTINE 'DYNOR'

Dynamic model of a restrictor valve

Purgose

Subroutine DYNOR models a restrictor valve with a constant
downstream pressure. Dynamic effects are taken into account by treating

the valve impedance as a first order lag.

Associated subroutines

DYNORI initialisation of integration parameters for subroutine

DYNCR

CALL DYNOR(IT,ITM,DT,REO,NO)

y

NO = restrictor valve comporent number (integer)

Common block data arrays

COMMON/BLK1/PD pipe data array (constant)
COMMON/BLK3/PDYN pire data array (dynamic)
COMMON/BLK50/DCR dynamic valve zmodel data array (constant)

User cdefined infcormation

ARRAY DOR (12,NO)

DOR(1,NO) = CD coefficient c¢f discharge - R
DOR(2,NO) = A orifice area ' M2 R
DCR(3,NO) = IPN inlet pipe numker - I
DOR (4,NO) = PT constant downstream pressure N/M2 o
DOR(5,NO) = RN valve index - R
DOR(6,NO) =T valve time constant S R
Output information via common block
PI pressure at the valve PDYN(1,NCP,IT,IPN) N/M2
API*VI flow at the valve PDYN(2,NCP,IT, IPN) M3/S

Program action and algorithm

Mathematical model




181

The dynamic equations for the restrictor valve performance are
obtained by considering the valve impedance not as a constant function

but as a lst order lag.the full derivation is given in volume 1.

Two equations apply at the valve:-

1 1
valve equation A__v_ = p" 4+ TP\ ! dap 1
PI I KNL KNL —
dt
n
pipe equation 1 (- PRl + v - vg) +
(forward characteristic pCI
2f velvolae =0 2
a

I

where P is the pressure difference across the orifice i.e.

1in
P = (PI - PT) and K. = Cd A(2/p) Equation 1 may be rearranged

as follows.

1

n
= \4 -
g API I KNLP

dt - P(%- 1)

n

Equation 3 is used to calculate the rate of change of pressure,
which is then integrated by the Simple Euler method tc give the value

of pressure after a timestep.

av)
It

Simple Euler Integration P + At 4P 4

NEW OLD
dt

The new value of pressure is substituted in a rearranged form of

equation 2 and vy is calculated (equation 5)

flow velccity Vo= - 2vathPIAt + Ve T
dI
1 (PI - PR) 5
pC
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Computing procedure

For accurate integration the timestep used shoqld be less than
approximately l/lOOth of the valve timeconstant. The associated
subroutine DYNORI calculates the maximum value of the timestep
permissible for accurate integration and sets other integration parameters
which are stored in array DOR. Subroutine DYNOR assigns all input data
to program variable names, then checks if the method of characteristics
timestep At is sufficiently small, if so the program branches and the
solution of the valve is performed by solving equations 3 , 4 and

5 in one step (Figure 1).

If At is too large for accurate integration a multiple step
procedure is followed. The internal At is divided into an integer
number of steps each of which is 'less than l/lOOth of the time constant.
At each of these timesteps the integration procedure is carried out by
v

solving equations 3 , 4 and 5 , the values of P R and fR which

Rl
apply at the intermediate points are obtained by linear interpclation.
The integration and interpolation is repeated (do loop 20) until the

time internal At has been covered.

The final values of pressure and flow are assigned to array PDYN.

LIST OF VARIABLES USED

A orifice area - M2 R
API inlet pipe area API M2 R
CD discharge coefficient - - R
CI inlet pipe wavespeed CI M/S R
DI inlet pipe diameter dI M R
DIFP pressure gradient dp/dt dp/dt (N/Mz)/S R
DT timestep Lt S R
DTM maximum timestep for valve

integration - S R
DTO integration timestep for valve

model - S R



DX

DXO
FIl

FR

GFR

GPR

GVR

IDT

IPN
IT
IT™

NCM

NCP
NO
PI
PI1
PNEW
PR

PT

QI
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distance between calculation
points

Ax used in interpolation

old value of friction factor at
valve

friction factor, forward
characteristic

interpolation gradient for
friction factor values
interpolation gradient for
pressure values

interpolation gradient for

flow velocity values

do loop counter

number of integration steps for
valve model

inlet pipe number

I
ct

time level indicator, time

time level indicator, time t - At
orifice ccefficient

number of calculation points
minus 1

number of calculation points
valve number

pressure, time = t + At

old value of pressure at valve
updated value of pressure
pressure, forward
characteristic

constant downstream pressure
at valve

old value of flow at valve
flow, forward characteristic
fluid density

index

orifice time constant

flow velocity, time = t

old value of flow velocity at
valve

updated value of flow velocity

flow velocity, forward

characteristic

Ax

2
N/M
N/M2
N/M2

N/M
N/M2
M/s
M3/s
Kg/M3

M/S

M/S
M/S

M/s

s bmoW™ W O H H H b H H O H OH H

T ™ W™ AN ™ AN A
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s rGj1lnp cvnor (11,itm ,dt,rho, n:)

subroutine name dynor

library classification

title dynamic model of a restrictor valve

author c¢.m. skarbek-wazynski

purpose this subroutine models a restrictor valve with a constant
downstream pressure, dynamic effects are taken into
account by treating the valve impedance as a first order

lag.

associated subroutines
dynori initialisation of integration parameters for subr dynor

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blk50/dor dynamic valve model data (constant)

input information
input via argument list

dt timestep

it time level indicator

itm time level indicator

no component nunmber

rho fluid density kg/n3

a orifice area m2 dor (2,-)
api inlet pipe area m2 pd(2,-)
ad discharge coefficient — dor(1,-)
ci inlet pipe wavespeed m/s pd(7,-)
dl inlet pipe diameter m pdd ,-)
dtm maximum timestep for valve integ. s dordi ,-)
dto integration timestep for valve model s dor (7,-)
dx distance between calculation points m dor(9,-)
dxo dx used in interpolation m dor(8 ,-)
fl1 previous friction factor at valve -- pdyn (3, -,
fr friction factor, forward charac. Pdyn(3,-,
idt number of integ. steps for valve - dor (10,-)
ipn inlet pipe nurber - dor (3,-)
knl orifice coefficient - dor (12,-)
ncp number of calculation points - pd 6 ,-)
pil previous pressure at valwve n/m2 pdyn(1l
Pr pressure, forward characteristic n/m2 pdyn(1,-,
pt constant downstream pressure n/m2 dor(4,-)
gil previous flow at valve m3/s pdyn(2,-,
g flow,forward characteristic m3/s pdyn(2,-,
m index - dor (5,-)
t valve time constant s dor (6,-)

cutout information

output via common block

pi calculated pressure n/m2 pdyn(l,ncp,it.ipn)
apitvi flow at valve m3/s pdyn(2,ncp,it,ipn)
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variable names (excluding i/o variables)
difp pressure gradient (dp/dt)

gfr interpolation gradient,friction factor
gpr interpolation gradient,pressure

gvr interpolation gradient,flow velocity

i counter

ncM no of calculation points minus 1

pneu updated pressure value

vi calculated flow velocity

vil previous value of flow velocity

vnew updated flow value

vr flow velocity forward characteristic

common /blkl/ pd(8,2)

common /blk3/ pdyn(3,400,10,2)
common /blkS0/ dor(12,2)

real knl

data input
orifice data
cd =dor(l,no)
a =dor(2,no)
ipn=dor(3,no)
pt =dor(4,no)
rn =dor(5,no)
t =dor(6,no)
dto=dor(7,no)
dxo=dor(8,no)
dx =dor(9,no)
idt=dor(10,n0)
dtm=dor (11, no)
knl=dor(12,n0)

pipe data
ncp=pd(6,ipn)
ncM=ncp-1
api=pd(2,ipn)
di =pd(1,ipn)
cl =pd(7,ipn)

pr=pdyn(l,ncm,itm,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdyn(2,ncm,itm,ipn)
vr=qr/api
pil=pdyn(l,nrp,itm,ipn)
fil=pdyn(3,ncp,itm,ipn)
qil=pdyn(2,ncp,itm,ipn)
vil=qil/api

select integration step length
if (dt. le. dtm)go to 10

n/m2
n/s
M/s
n/s
n/s
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calculate gradients forinterpolation
gpr=(pr-pil)/dx
gvr=(vr-vil)/dx
gfr=(fr-£fil)/dx

set parameters pi and vi
pi=pil
vi=vil

integrate over interval dt using timestep dto
do 20 i=1,idt

interpolate
pr=pil+gpr*dxo*i
vr=vil+gvr*dxo*i
fr=fil+gfr*dxofi
evaluate dp/dt (difp)

difp=rn*(api*vi-knl*((pi-pt)$r(1.0/rn)))/
1(knl*t*((pi-pt)*$(1.0/rn-1.0)))

integrate for new pressure
pnew=pitdifp*dto

calculate new flow velocity

vnew=-2.0*¥fr*xvr*abs(vr)*dtori/di+vr-(pnew-pr)/(rho*ci)

update parameters pi vi
pi=pnew

vi=vnew

continue

go to 30

continue
integration using one timestep dt

difp=rn*(api»vil-knit((p1l-pt)e+(1.0/zn)))/
T(knl»t*((pil-pt)ft(1.0/zn-1.0)))

pi=pil+difp*dt
vi=-2.0*frtvr$abs(vr)tdt/di+vr-(pi-pr)/(rho*ci)

continue

data output
pdyn(1,ncp,it,ipn)=pi
pdyn(2,ncp,it,ipn)-vitapi
return

end
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CCMPUTER PROCRAM DOCUMENTATION FOR SUBROUTINE 'DYNCRI'

Initialisation of integration rarameters for subrcutine ICYNCR

PLL’CEOSG

Subroutine DYNORI calculates various parameters required for

the successful execution of subroutine DYNOR.

Associated subroutine

DYNOR dynamic model of a restrictor valve

CALL DYNORI (DT, RHO, NO)

NO = corresponding valve component number (integer)

Common block data arrays

COMMON/BLK1/PD * pipe cata array (constant)
COMMON /BLK50/DOR dynarmic valve model data array (constant)

No user defined information recuired

Output information via common block

DTO integration timestep for valve S DOR (7,NO)
model
DX distance between calculation
points M DOR (9,NO)
DXO Ax used in interpolation M DOR (8,NO)
DTM maximum timestep for valve
integration S DOR(11,NO)
KNL orifice coefficient - DOR(12,NO)

RRIDT number of integration steps
rounded up - DOR (10,NC)

Program action and algorithm

This subroutine is a straight forward sequential calculation of a
nurter of parameters required for integration calculations in the

subroutine DYNCR.

o
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The following parameters are calculated:-

KNL - the valve coefficient calculated from the

1/RN

expressicn KNL = CD A (2/RHO)

RRIDT

each method of characteristics timestep to give

accurate integration. (The timestep should be

the number of integration steps required inside

approximately l/lOOth of the valve time constant.)

DTO ~ the integration step length corresponding to

number RRIDT

DXM - the distance travelled by a wave during one

timestep DTO, the value of DXO is used when

interpolating.

DTM - the maximum value of the timestep permissible for

accurate integration.

OF VARIABLES USED

CD
DT
DTM
DTO
DX
DXO
IDT

IPN

KNL

NO

RIDT

RN
RRIDT

orifice area

wavespeed in inlet pipe

coefficient of discharge

timestep

maximum timestep for valve integration
integration timestep for valve model
distance between calculation points
Ax used in interpolation

numker of integration steps for valve
model

inlet pipe number

orifice coefficient

valve number

fluid density

number of integration steps required
(real value)

index

number of integration steps rounded up-

(real value)

valve time constant

M/S

2 R 0 n wn

o RS D - -« B« R

W KR ™ H M
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subroutine dynori(dt,rho,no)
subroutine name dynori
library classification

title initialisation of integration parameters for subroutine
dynor

author c.m. skarbek-wazynski

purpose this subroutine calculated various parameters required
for the successful execution of subroutine dynor

associated subroutine
dynor dynamic model of a restrictor valve

common blocks
common/blkl/ pd pipe data (constant)
common/blk50/dor dynamic valve model data (constant)

input information
input via argument list

dt timestep s
no component number
rho fluid density kg/m3

input via common block

a orifice area m2 dor(2,-)
c wavespeed in inlet pipe n/s pd(7,-)

cd discharge coefficient -- dor(1,-)
ipn inlet pipe number -- dor(3,-)
rn index -- dor (5,-)
t valve time constant s dor(6,-)

output information
output via common block

dtm maximum timestep for valve integ. ] dordi,-)
dto integration timestep for valve model s dor (7,-)
dx distance between calculation points m dor (9,-)
dxo dx used in interpolation m dor(8,-)
idt number of integ. steps for valve - dor(10,-)
knl orifice coefficient -- dor(l2,-)
rridt number of integration steps - dor(10,-)

variables (excluding i/o variables)
idt no. of integration steps for valve
ridt no. of integration steps real value



common /blk50/dor(12,2)
common /blkl/pd(8,2)
real knl

input data

cd =dor(l, no)
a =dor(2,no)
rn =dor(5,no)
ipn=dor(3,no)
t =dor(6,no0)
c =pd(7,ipn)

knl=cd*a*((2.0/rho)** (1
ridt=t00.0*dt/t
idt=ridt+1.0

dto=dt/idt

dx=c*dt

dxo=dx/idt
rridt=£float(idt)
dtm=0.01*¢t

output data
dor(7,no0)=dto
dor(8,n0)=dxo
dor(9,n0)=dx
dor(10,n0)=rndt
dor (11,no0)=dtm
dor(12,n0)=knl
return

end

191
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'ORFCE'

Method of characteristics model of a simple orifice with a constant

downstream pressure

Purpose

This subroutine models the effects of a simple orifice obeying
a steady state square law pressure-flow relationship. The orifice is
located at the downstream end of a pipe and discharges to a constant

pressure reservoir.

No associated subroutines

CALL ORFCE (IT,ITM,DT,RHO,NO)

NO = orifice component number (integer)

Commcn block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON /BLK3 /PDYN pipe data (dynamic)
COMMON/BLK41/SVLV orifice data

User defined information

ARRAY SVLV(4,NO)

SVLV(1,NO) = CD discharge coefficient -
SVLV(2,NO) = A orifice area M-2
SVLV(3,NO) = IPN inlet pipe number -
SVLV(4,NO) = PT constant downstream pressure N/M2
Output information via common block
2
PI pressure at valve PDYN(1l,NCP,IT,IPN) N/M
3
QI flow at valve FDYN(2,NCP,IT,IPN) M™ /S
Inbuilt error messages
'Imaginary roots' - error condition message printed and program

stops.

M oH W™ X



Program action and
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algorithm

Mathematical model

Two equations

Orifice equation

apply at the orifice

1
Pipe equation
(forward characteristic) pCI
vV |V =
2f v lv lae = 0 2
dI
‘s . 2 2
rewriting equation 1 as V. " =fcdal” 2 [P, - PTI 3
Bpr] °

Note the sign(P

" PT) term may be omitted if suitable precautions

are taken in the program to ensure that flow velocity has the correct

sign.

Equations 2

and 3 may be written as

2> v =1a,- AP 4
3+ v.2 4B p =8B 5
I 1°1 2
where
Al =1/ pCI 6
Ay = - 2£ v v lAt/d, + v + Pp/oC 7
2
B, = - (caa/a,p)” 2/e 8
By = By Pp ’

equations 4

quadratic equation

and 5 may be further rearranged to form a

in PI



2
(PI) + Rl(PI) + R2 =0 10
with the standard solution PI = - Rl + lVRlz - 4 R2 11
where
R, = (B, - 2A_ A ) /A 2 12
1 1 2717771

2 2

R, = (A2 - BZ)/Al 13

Equation 11 gives two possible roots for the quadratic equation

the two corresponding flows may be calculated from:-

Qr = (By - APIAL 14

Computing procedure

The subroutine assigns all input data from common block arrays to

17 B 2" Bp
and R2 are calculated frcm equations 6 - 9 and 12 - 13 . A

check is made for the possikility of imaginary roots to the cuadratic,

program variable names. The equation coefficients A ., A Bl' B

if this situation arises a program crash is inevitable, since calculating
the roots would involve taking the square root of a negative number. In
this context imaginary roots are meaningless and to prevent an uncontrolled
crash the program prints an error message and stops execution. If the
check shows that the roots will be real the subroutine calculates their
values from equation 11 . Two pressures PIl and PI2 are obtained and

the corresponding flows QI1 and QI2 are calculated from equation 14 .

Only one pair of pressures and flows can satisfy the original equaticns

1 and 2 and to acertain which of the two roots is correct the following

conditions are tested for:-

1 If (PI1 - PT) is positive and QIl is negative, the flow is opposing
the pressure gradient so PIl and QI1 do not satisfy the original

equations, therefore use values PI2 and CI2.

2 If (PI2 - PT) is positive and QI2 is negative, the flow is opposing
the pressure gradient so PI2 and ¢I2 do not satisfy the original

equations, therefore use values PI1 and CIl.
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3 If (PI1 - PT) is negative and QIl is positive, the -flow is
opposing the pressure gradient so PIl and ¢I1 do not satisfy the

original equations, therefore use values PI2 and QI2.

4 If (PI2 - PT) is negative and QI2 is positive, the flow is
opposing the pressure gradient so PI2 and QI2 do not satisfy the

original equations, therefore use values PIl and QIl.

If the program passes through all these checks both rocots must
be equal. A final cavitation check is performed setting negative
pressure to zero. The final solution is output via the PDYN data

array.

LIST OF VARIABLES USED

A orifice area A M2
API. inlet pipe area API M2
Al, A2 component equation coefficients Al' A2 -
Bl, B2 component equation coefficients Bl' 32 -
CD coefficient of discharge cd -
CI inlet pipe wavespeed CI M/S
DI inlet pipe diameter dI M
DT timestep At S
FR friction factor, forward
characteristic fR -
IPN inlet pipe number - -
IT time level indicatocr, time = t - -
ITM time level indicator, time = t - At - -
NCM number of calculaticn points
minus 1 - -
NCP number of calculation points - -
NO orifice number - -
PI pressure at orifice, time = t P N/M2
PIl first root of guadratic eguation - -
P12 second root of quadratic equation - -
PR pressure, forward characteristic P N/M
PT constant downstream pressure PT N/M2
QI flow at orifice, time = t - M3/S
QIl flow corresponding to first root - M3/S
QI2 flow corresponding to second root - M3/S
3

OR flow, forward characteristic - M~ /s

wm W ™ ™ ™ m™m ™ W

H H H W

™ oW oW ™ o W W ™ ™ H HOH
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fluid density
quadratic equation coefficient
flow velocity, forward

characteristic
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subroutine orfce(it,itm,dt,rho,no)
subroutine name orfce
library classification

title method of characteristics model of a simple orifice with
a constant downstream pressure

author c.m. skarbek-wazynski

purpose this subroutine models the effect of a simple orifice
obeying a square law pressure-flow relationship.the
orifice is located at the downstream end of a pipe and
discharges to a constant pressure reservoir

no associated subroutines

common blocks

common/blkl/ pd pipe data (constant)
common/blk3/ pdyn pipe data (dynamic)
common/blM/ svlv orifice data (constant)

input information

input via argument list

dt timestep s
it time level indicator --
1tm  time level indicator -

no component number -

rho fluid density kg 'm3

input via common block

a orifice area m2 svliv(2 -)
api inlet pipe area m2 pd'2,-

cd discharge coefficient - svlv(l -)
ci inlet pipe wavespeed n/s pd(7,-

di inlet pipe diameter n pdd

fr friction factor fwrd/charac. pdyn (3
ipn inlet pipe number svlv(3 -)
ncp number of calculation points pd(3,-

pr pressure fwrd/characteristic n/m2 pdyn (1

pt constant downstream pressure n/m2 sV1v (4 -)
qr "low forward characteristic n3/s pdyn (2

output information

output via common block

pi pressure at valve n/m2
qi flow at valve n3 /s

variable names (excluding i/o variables)
al...a2 component equation coefficients
bl.. .b2 component equation coefficients

nen no of calculation points minus 1

pil first root pressure n/m2
pi2 second root pressure n/m2
qil first root flow n3/s
qi2 second root flow m3/s
rl .r2 quadratic equation coefficients

vr flow velocity,forward characteristic n/s

common /blkl' pd(8,2)
common /b1lk3/' pdvn (3,400 ,10,2)
common /blk4l/ svlv(4,62)
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data input
orifice data
od =svlv(l,mo)
a =svlv(2,no)
ipn=sv1V (3,n0)
pt =svlv(4,no)

pipe data
ncp=pd (6, ipn)
narencp-1
api=pd (2, ipn)

di =pd(1,ipn)

ci =pd(7,ipn)
pr=pdyn(1l,ncm,itm,ipn)
fr=pdyn (3,ncM, itm, ipn)
qr=pdyn(2,ncm,itM, ipn)
vr=qr/api

calculate camponent equation coefficients

al=1.0/ (rho*ci)

a2=-2.0*fr*vr*abs (vr) *dt/di+vr+pr/ (rho*ci)

bl=(-cd*a/api) * (cd*a/api) $2.0/rho
b2=bl*pt

calculate quadratic coefficients
ri=(bl-2.0$a2%al)/ (al$al)
r2=(a2*a2-b2) / (al*al)

check for imaginary roots
if ((rl*rl) .1ti(4.0$r2))go t020

calculate root pressures and flows
pil=-r1l/2.0+0.5*sqrt (r1*rl-4.0*r2)
pi2=-r1/2.0-0.5*sqrt (ri$rl-4.0tr2)
gil=(a2-al*pil) $api
gi2=(a2-al*pi2) $api

deck, roots and set pre-sure and flow
if ((pil-pt) .gt.0.0.and.qgil.1t.0.0)go
if ((pi2-pt) .gt.0.0.and.gi2. 1t.0.0)go
if ((pil-pt) .It.0.0.and.qil .gt.0.0go
if ((pi2-pt) .1t.0.0.and.qgi2.gt.0.0igo

pi—pi2

qi=qi2

g to 32

pipil

g=gil

continue

cavitation check
if(pi.1le.0.0)pi=0.0

data output

pdynd ,ncp,it,ipn)=pi
pdyn(2,ncp,it,ipn)=qi
g to 40

error message
writef6,600)

to
to
to
to

format (1hO ,M'*»'*error*rt 1IM,-,ginary ro'-ts*

stop
continue
return
end

33
4
33
34

r-" )
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COMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE 'ZEROFL'

Method of characteristics model of a zero flow pipe termination

Pur pose

This subroutine models the effects of a closed end by treating it

as a component which imposes a condition of zero flow.

No associated subroutines

CALL ZEROFL (IT,ITM,DT,RHO,IPN)

IPN = inlet pipe number (integer)

Commcn block data arrays

COMMON/BLK1/PD pipe data (constant)
COMMON/BLK3/PDYN pipe data (dynamic)

No user defined information required

Output information via common block

5

PP pressure at end of pipe N/¥ PDYN(1l,NCP,IT,IPN) R
3

0.0 zero flow M~/S PDYN(2,NCP,IT,IPN) R

Program action and algorithm

The equation associated with a forward characteristic applies at a
closed end. The flow velocity is set to zero and the equation solved

directly for pressure.

= |- v v | v o+ 1
P, 2 v lv bt + Vp + Bp leCy
d, pC,

The subroutine simply evaluates equation 1 and assigns the
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value of Pp to array PDYN. The flow element of array PDYN is assigned

the value 0.0.

N.B. There is no check for cavitation i.e. negative pressures may

be obtained.

LIST OF VARIABLES USED

API inlet pressure area - M2
CI wavespeed in inlet pipe C; M/S
DI diameter of inlet pipe dI M
DT timestep At S
FR friction factor, forward

characteristic fR -
IPN inlet pipe number - -
IT time level indicator - -
IT™™ time level indicator - -
NCM number of calculation points

minus 1 - -
NCP number of calculation points - -
PP pressure, at time = t, at end of

inlet pipe PP N/M2
PR pressure, forward characteristic PR N/M2
QR flow, inlet pipe, forward

characteristic - M3/S
RHO fluid density p Kg/M3
VR flow velocity, forward

characteristic v M/S

™ ™A

H H H X

o
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subroutine name zaro'l
library classification

title method of characteristics model of a zero flow pipe
termination (closed end)

author c.m. skarbek-wazynski

purpose this subroutine models the effects of a closed end by
treating it as a component which imposes a condition of
zero flow

no associated subroutines

common blocks
common/blkl/pd pipe data (constant)
common/blk3/pdyn pipe data (dynamic)

input information

input via argument list

dt timestep s

it time level indicator --
itm time level indcator -

ipn  inlet pioe number -

rho fluid density kg/ml

input via common block

api inlet pipe area m2 pd(2,-)
ci wavespeed in inlet pipe n/s pd(7,-)
di inlet pipe diameter n pdd ,-)
fr friction factor forward charac. pdyn(3,-,-,-)
ncp number of calculation points - pd(6,-)
pr pressure forward characteristic n/m2 pdynd ,-,-,-)
qr flow forward characteristic m3/s pdyn(2,-,-,-)

output information

output via common block

PP calculated pressure n/m2 pdynd,-,-,-)
0.0 zero flow n3/s pdyn(2,-,-,-)

variable names (excluding i/o variables)
ncm no of calc points minus 1
vr flow velocity forward charac. n/s

common /blkl/pd(8,2)

common /blk3/pdyn(3,400,t0,2)
input data

ncp=pd(6,ipn)

necm=ncp-1

api=pd(2,1ipn)

di =pd(1,ipn)

ci =pd(7,ipn)
pr=pdyn(l,ncm,itm,ipn)
fr=pdyn(3,ncm,itm,ipn)
qr=pdyn(2,ncm,itm,ipn)
vr=qr/api

calculate pressure
pp=(-2.08fr*vr$abs(vr)*dt/di+vr+pr/(rho*ci))*rhotel
data output

pdyn( 1 ,ncp,it,ipn)=pp

pdyn (2 ,ncp ,11 ,ipn )=0 .0
return

end
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COMPUTER PROGRAM DOCUMENTATION FOR PROGRAM fan.fortran

LIBRARY CLASSIFICATION

FOURIER ANALYSIS OF A FUNCTION SPECIFIED AS A NUMBER OF DATA POINTS

FORTRAN IV HONEYWELL MULTICS 1 SEPT. 1980

No special hardware requirements

Author: C.M. SKARBEK-WAZYNSKI

Pur pose

The program takes as data one period of any periodic function
y = £(x) defined as a number of points in the x - y space and performs
a Fourier analysis. The results are expressed as a number of harmonics
in amplitude and phase form and also the corresponding Fourier

coefficients are printed out.

Associated subroutines

Subroutine bengf:intrpl.016,01 - smoothed one dimensional
interpolation and linear

extrapolation routine

Subroutine integs.fortran - integration of a function using

Simpson's rule

Input information (read from a data file)

nt number of functions - I
nch switch - I
nch2 switch - I
ndat number of data points (specified only if

all functions have the same number of data

points, otherwise set to zero) - I

The following items of data must ke specified for each function the

user wishes to analyse.
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nn number of data points defining a given

function - I
nh number of harmonics required as output : - I
freg frequency of fundamental harmonic c/s R
nchl switch . - I
fty array containing values of the dependent

variable y - R
ftx array containing values of the independent

variable x - R

Note: The array ftx needs to be specified only if the function is defined

at irregular spacings of the independent variable x.

Setting switches and producing an input data file

The switches nch2, nch and nchl all describe whether the functions
the user wishes to analyse are all supplied to the same values of the
independent variable x or whether each function is defined at different
values of x, and whether or not the spacing between data points is
regular. Naturally if the spacing is regular the user need not specify
values of x since they may be inferred directly. The algorithm for
setting the switches is presented in Figure 1 . The stacking of the
input data file depends on the values of the switches and a guide for

producing a data file is given in Figure 2 .

All input data is presented in free format.

Output information

The program prints out all the input data except the values of the

switches, plus the following:-

ft array containing interpolated values of
the derendent variable y. This array - R
is only produced if a function is defined
by an even number of data points

amp amplitude of a given harmonic -

phd rhase of a given harmonic deg
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a array containing Fourier coefficients
of cosine terms -
b array containing Fourier coefficients

of sine terms -

A sample results file is shown in Figure 3 .

Inbuilt error messages

No normal failures can occur provided input information is

correctly defined.

Timing and storage

The timing and storage depends on the number of functions the

user wishes to analyse.

Program action and algorithm

Mathematical model

Any repetitive function y = £(t) may be expressed as a Fourier

series.

f(t) = Ao + Alcoswot + A2cos2wot + A3c053wot +
2
+ Blsinwot + stinzwot + BBSinanot + 1
General form:-
o« (=<
f(t) =M+ I ARcosRmot + I BRsinRugt » 2
R=1 R=1

where M is the mean level of the function.

Manipulation of the sinuscidal terms gives the following series

(Ref. 1).

f(t) =M +

. G_sin (Pwot + ¢R) 3

R
1

I ™ 8
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where
2 2
= + 4
GR AR BR
-1
= 5
¢R tan %B
B
R

The term GRsin(Ruot + ¢R) represents the Rth harmonic of the

function f£(t). The harmonic is expressed as the amplitude GR and the
phase ¢R. The function is cdefined exactly by the summation of an infinite
number of harmonics, however for practical purposes the first 10 or 15
harmonics are usually sufficient. The user is required to define one

period of the function as a number of discrete points in the £ - t plane.
The program outputs the amplitude and phase for each harmonic as
defined by equations 4 and 5 . Also values of the Fourier coefficients

AR and BR are printed out.

The Fourier coefficients are evaluated using the following

expressions:—
T
AR =1 f(t)cosRubtdt 6
T
T .
B_ =1 f(t)sinRw tdt 7
R = o
T
-T
T
Ao = 1 (f(t)dt 8
T
~T

where T is the half period.

Since f(t) is defined at discrete points in the £ - t plane the
function f(t)cosRw t may also be defined at discrete points by
multiplying the vgiue of each data point by the value of cosRmot which
applies at that pcint. Cnce the value cof f(t)costot is defined the
integration may be carried out using a summaticn method such as the

Tapezoidal rule or Simpson's rule.
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This work uses Simpson's rule which requires that the values of
the dependent variable y are defined at regular intervals of the
independent variable t and that an cdd number of data points is
specified. (Note that in the program the symbol x is used to
indicate the independent variable.) The requirement of regular spacing
and an odd number of points may not be convenient and the program has
been designed so that the function may be expressed by any number of
points, up to 200, with arbitrary spacing. The user sets certain
switches which desbribe how the input data is supplied, the program
interpolates between irregularly spaced points to produce an odd
number of regularly spaced points which are submitted to the integration

subroutine.

Computing procedure

The program reads in the number of functions the user wishes to
analyse (nf), a couple of switches (nch, nch2) and the number of data
points. (Figure 4). Depending on the values of the switches the program
branches to read values of the independent variable into array ftx.
This is only necessary when all the functions are described at the

same values of the independent variable and the spacing is irregular.

The rest of the computing is carried out on each individual
function by a do loop (do 10 K = 1,nf). Two separate processes are
involved, the input and where necessary the manipulation of data, and
the actual Fourier analysis. The program stops once all the functions
have been processed. There is no limit on the numker of functions
which mayvbe handled by one run of the program other than the normal

computing time restriction imposed by the system.

The reading and manipulation of input data is a complicated
procedure the outcome of which is determined by the input data switches
and which is best appreciated by consulting the flcwchart (Figure 5).

The result of the process is the generation of an array ft which contains
an odd number of regularly spaced data points which define the input

function.

The Fourier analysis is shown in flowchart form in Figure 6 .
For a given function each harmonic is calculated inside a do loop (do

20 i = 1,nh). An array containing values of f(t)costot is generated,
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=T

integs, and the AR coefficient is calculated as defined by ecuation 6 .

The same procedure is followed to calculate the BR coefficients.

loop 20 continues until the required number of harmonics has been

generated.

Another call to subroutine integs is used to evaluate

Jfo(t)dt and hence the mean level is calculated (equation 8 ).
-T

Finally the harmonics are expressed in amplitude and phase form

Do

according to equations 4 and 5 and the results are printed out.

References

RAVEN F.H.
Mathematics of engineering systems (pg 14)

MCGRAW HILL 1966

OF VARIABLES USED

a array containing Fourier
coefficients of cosine terms

acos result of integral in equation 6
(area under graph)

aft result of integral in equation 8
(area under graph)

amp arplitude

ao coefficient Ao in the Fourier series
equation 1

asin result of integral in equation 7
(area under graph)

b array containing Fourier coefficients
of sine terms

deltax increment of independent variable when

function has even numkter of points

fcos array containing f(t)costot terms
freqg frequency of fundarental harmecnic
fsin array containing f(t)sianot terms
ft array containing interpolated values of the

dependent variable

ftx array containing values of the independent
variable
fty array containing values of the dependent

variable

o™ ™ ™



nch
nchl
nch2
nf
nh

nm2

nnchl

nnch?2

period

phd

phr

rmean

WO

xinc
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increment of independent variakle used
in Fourier analysis

do loop counter

do loop counter

do locp counter

number of points defining function
after interpolation

input data switch

input data switch

input data switch

number of functions to be analysed
number of harmcnics required as output
counter used in interpolation

number of data points defining a given
function

variable used to check if number of
points is even

variable used to check if number of

points is even

period of fundamental harmonic

phase in degrees

phase in radian

mean level of function

angular frequency of fundamental
harmonic

independent variable

increment of independent variable used
in interpolation

dependent variable

deg

rad

rad/s

= H H H H H H H W™

H O H

M W ™™ M

o]
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nf nch nch2 ndat

VALUES OF INDEPENDANT VARIABLE X

FOR ALL FUNCTIONS INCLUDE ONLY IF nch = 1
FREE FORMAT MAXIMUM 200 POINTS AND nchz = O
nn nh freq nchl
3 VALUES OF DEPENDENT VARIABLE Y
FOR FUNCTION 1. RMA
PR FoR DATA FOR
FUNCTION 1

VALUES OF INDEPENDENT VARIABLE x INCLUDE ONLY IF
FOR FUNCTION 1. FREE FORMAT nch2 = 1 AND nch =1

nn nh freq nchl

VALUES OF DEPENDENT VARIABLE Y
FOR FUNCTION 2. FREE FORMAT

DATA FOR
FUNCTION 2
VALUES OF INDEPENDENT VARIABLE x INCLUDE ONLY IF
FOR FUNCTION 2. FREE FORMAT nch2 = 1 AND nch =1
ETC
ETC

FIGURE 2 STACKING OF INPUT DATA FILE




212

Am4 b fif ££50L £ 06 £
—1rr|‘g‘;5 ia C)'\q oA

(e} <\t XT C

;Qf(,\)fbfj/f( ft)fRft ftjftfft;ftift ft;ft*
Qi g O

«Jo *O0Oh' 3

of\er\mquvf\mf\Jﬁl f\Jn l\)DJ

Goocoocro
QEDVRRLRR HER R W
"-\,0CCC<r'(7; ®
ror*=rmi/'v/1

«00C-0CO — — «'ED'0

[osyin\eyiaWalyiaigiaWaisesiayzyiaViavu(|
ft-e ¢ o o o~

plpr{?l EAR fp e i ﬂ

J MEN paTha J!Plg_l

roO® ooo--*— —o c
[ e N

>t ft )4 K/ 4 fftfk

abCo 9 IT\TE o
PCJPJ OCC

+OCCOC.C 001COOOO
*AOFt f)ft.C <n}./n/\/\n pALY7L O
—(f c T or
P 'l"l'l/—f»pc st £ A
Eeisiiasiavianiav)AVic:aVes

\/ K"r\/f\r (o)} LANNY IV AN ATNN AVAVA N AT RO
«r« o f- cr 3 oo« >0

~q
£ (E :E: nft'_ft'ft'_ft'_ft'_l.fb.cft

Q20 t: <M ca~

A v Qrj njﬁ]nfyr\j ‘A

80

80

1)

g
ID

LU
CL

LU
CL

00

EBE



riuiae

v

13

DI r VWSI1CfO
ITA-. AMEMTL

Liu orpdKjcr nf
JioncHei mh?&
kI CHIEl <A0mclitt/

XrUi¥CnOM”
ro tv: JhME
\ dhif P/

MO

210

AxKO DATA
i~AM1PuuAT1OM

FCEiMELTEj
CLOSE FILE6

Fl1CuJChMT Fca CaoC"nOF]

Y£S

fan

iPACIMCi OF

ECINiTE) #66-

/£Z883 w4IL'sb
/cP iKioeESOTiT,

VACiAUIc “5S1
0 fitx. A /

iortran



cf ((v/Ti nal
IKC whaime<c. nhj
BACAL/ ned

SiO/rCM nch),

<s
S
OP POltoT<=>
1EUULAC L nchl =

nchl =1
£1£D 1/ AF
'OF ocPEwcEior;
'u'A#iaGLE i>OTO
fly
QkPtD i/ALUES
NES CF /*JOEP££00trOT/
/i/EnirdIF. £ ro
XIRT £

CMECx IT NUMGElZ
OP 0«TA PCIMTS iS

ODD n*oo se.T udA
ImMTE#PolAtiOM

2M/ U
TWrEH<*CLATE
. A j i*“rarPi c/6
AS5i6f0 MEIO
OATA TO AfitTAY I suiaouTiMe
ft
ci#t/rt oor F£IL

IKPOT data

I1i0CudD Ifjt]

/1] e CRTeD LPR;

riC,0(2£ S

214

1%
kium06+ dF
DATA PO (MT5

000 ?

SET UP AA«!AmgT£C5
CE2t£ATE A (?#ATfta
Fo<l 1fODEP. 1/Ar71A6LE

i/AILES
fOf OfPEPICEMT/
10TC
AZiifly fty

;01

#£AD 1/ALUCS
/CF  OEPEMDAKJTj
A1/RailGIE £MTY
ACUAY ft

I
IU0/2/Tt cor
AL. IMPUTCATA

fLOU)(rHriar Fca DFTR >K}Por f"sJO Ctira r>IP)Kj/VLPir,SKJ SECTICK



215

calcul ATE

PEiltcO

AKJUULA 1I F,2EC30

iMcn.£TV>e.)or h

Ici 5eT Up
AdaAi 4COS
CobarA i "G

iie) COS £2U.t

ii*ri&nATi TO
53&rZi) uT,wc

/EEIOLET bit = C e s

vLATE Fountca

JAJTECONATE TO

LAATUATE SUsaoiiT>a£

h - { LAtegs

calculate foonilL/1

ccCFFS, 6a

1AjféAUATE TO L
CE;NIEHE SOG*1DOT1UE.
- { LAtegs

CALLUIATE Ao
AWO LEJEL

CALLUJIATE

Ml1i*LiruoE AtjD
PWrtSt. wvoireée our

ALL UESOLTSa

FKLoac Q FcCLOCHr*aT FCn FcOniEn /AJrHSIC “tzcna»”



(oo BN o B!

~mQ 00000 0Q00Q00Q0Q0Q0QOQOQOQOQOQOQOQNOOQOOQOOQOOQO~~QDOQOQOOQCOQCOCOOOO0O0~0000000A0

216

fan.fortran 09/04/80 2234.7 bst Thm

PROGRAM NAME fan.fortran

LIBRARY CLASSIFICATION

TITLE Fourier analysis of a function specified as a number of dat? r
fortranlv honeywell miiltics 3 sept 1980
no special hardware requirements

author C.M. Skarbek-Uazynski

purpose The program takes as data one period of any periodic
function y=f(x) defined as a number of points in the
x-y space and performs a Fourier analysis. The results
are expressed as a number of harmonics in amplitude and
phase form and also the corresponding Fourier coefficients
are printed out.

associated subroutines

subroutine bengf:irterpi.016,01
subroutine integs.fortran

input information (read fram a data file)

nf nmuber of functions
nch input data switch
nch2 input data switch
ndat number of data points

the following items of data must be specified for each function

number of data points defining a given function
number of harmonics required as output
frequency of fundamental harmonic

input data switch

array containing values of dependent variable
fix array containing values of independent variable

QEE%B

output information

a array containing Fourier coeffs. of cosine temrms

b array containing Fourier coeffs. of sine temrms

amp amplitude

phd phase in degrees

ft array containing values of dependent variable
after prn.ca-airg

variables (excluding i/o variables)
result of integral equ. 6

acos
aft r-" 11 of integral f-u. 8
a in r : It of i cl rmu. 7
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fcos array containing f(t)cosPwot terms

fsin array containing f(t)sinRwot terms

h increment in x

i do loop counter

J do loop counter

k do loop counter

n number of points after interpolation

nm2 n minus 2

nnchl variable used to check, if no. data points
nnch2 variable used to check if no. data points
period period of fundamental

phr phase in radians

mean mean level of function

wo angular frequency of fundamental

X independent variable

xinc increment in x

y dependent variable

dimension ftx(201 ), fty (201), £t (201 ) ,ei(20),b( 20)
dimension £fsin(201),fcos (201)

read in no. of functions and switches
read(5,500)nf,nch,nch2,ndat
write(6,600)

are all functions to the sane base ?
is spacing of points regular °?
if(nch2.eq.1)go to 210

iftnch.eq.0go to 210

values of all functions supplied zit same values of the
independent variable
read(5,500) (ftx(i),i=1,ndat)

write(6,610) (ftx(i),i=1,ndat)

continue

do 10 k=1 ,nf

data input and data manipulation section

read(5,5G0)nn,nh,freq,nchl

is spacing of points regular ?
if(nchl.eq.0)go to 200

vlui-s of f'r.ctirr.s not si,;.'lied at regular irV-rv'ls
L'f the in:*pcnrent sdariaM e fx)
read (5, h00) (fty (i), i=1,nn)

has array ftx te”n filled
1ffnch? .eq .1)T M S, ) ,ft £i\ 1-1,"n)
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check if no of data points is odd Zind set up interpolation

nnchl=nn/2

nnch2=nnchl*2

n=nn

if(nnch2.eq.nn)n=nn+l
xinc=(ftx(nn)-ftx(1))/(n-1)

continue

interpolation procedure
nm2=n-2

do 202 i=1,nm2

j=i+1l

x=xinc *i

call intrpl(x,y,ftx,fty,nn)
£t (J)=y

continue

ft(l)=£fty (1)

ft(n)=fty(nn)

write out all input data

writef6,602)k

write(6,603)nn,nh,fregq

write (6,611)

write(6,612) (fty(i),i=1,nn)
if(nch2.ge.1l)write(6,613)fftx(i),i=1,nn)
write(6,614) (ft (i), i=1,n)

go to 220

data points regularly spaced

continue

is no. of data points odd °?
nnchl=nn/2
nnch2=nnchl*2

if(nnch2.ne.nn)go to 250

set up parameters for interpolation
and create ftx array

period=1.0/fregq
deltax=period/(nn-1)

do 230 i=1,nn

ftx(i)=deltax* (i-1)

n=nn+l

xinc=period/(n-1)

read values of independent vziriable
readf5,500) (fty(i),i=1,nn)
go to 240

spacing of data 1is regular and an odd no ofpoints is
continue

n=nn

r-ad Valv-s of ird vA.riatl? i'-dc array ft
rcadl5,tX) (ft(i),i=1,n)

write cut all input data
writef6,602)k

writr'f ,6M3)r,rh, f-q

A~ ir(6,M M)
wil';'6,612 K £tM 1,i-1,n)

specified

parameters
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30

40

20

60

10

~00

AT':'

600
60 3

continue

four ler analysis section

calculate function parameters

period=1.0/freq
wo=2.0£3.14159*freq
h=period/(n-1)

do 20 i=1,nh

do 30 j=1,n

set up array fcos

219

fcos(j)=ft(j)*cos(i*wo*(J-1)rh)

integrate

call integs(n,h,fcos,

ar coefficients

acos)

a(i)=(2.0/period)facos

do 40 j=1,n

set up array fsin

fsin(j)=ft(j)*5in(i+wo» (j-t)»h)

integrate

call integs(n,h,fsin,

br coefficients

asin)

b(i)=(2.0/period)fasin

continue

integrate

call integs(n,h,ft,aft)

ao coefficient (mean
ao=(2.0/period)fafi

rmean-ao/2.0

write out results
wr itef6,é05)k ,rrean
do 60 i=1,nh

level)

ahp=sqrt(a(i)»a(i)+b (i)Kb (1))

phr=atan2(a(i),b (i)

phd=phr*190.0/3.14159
write f6 ,606)i,a*P ,ptd,afi),bfi)

rie (' =1"))

results VI h ,24('t*))

continue

continue

forrats s j rlcse files

fa.-atfv)

for» :t(1lh0, 'function ,i,ler ' ,i2/1h
format (1bO,'Mf oJrier analysis
format(1lhO,'rr»her of ordir“tes =
V.- f Vv ¢ rr:u. ="',i2sU, ,
1" ' 1 Ly - "IV VW

",i3/1n



formal (1h0 / fourier
1'mean level = ',lpell.4/1ho,

16x, 'harmonic

115x,'a',22x,'b")
format(1h0,10x,i2,9x,1pell.4,5x,1pell. 4,
111x,1pell.4,13x,1pell.4)

format (lhO,'values

l'same values of the

l'independent

variable

analysis
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of function ',

of all functions

independent

variable
(x)'//1h0,9(3%x,1pell.4))

format(IhO, 'function data supplied

1'of the

format(IhO,'data

independent

11h0,9(3x,1pell.4) )

format(IhO,'data

11h0,9(3x,1pell.4))
format(lhO,'interpolated values
11h0,9(3x,1pell.4))
formaKIhO, 'function data supplied

l'independent

close(5)
close (6)

stop
end

supplied-

variable

supplied-

variable')

(or

no

no',5x,"'amplitude’',7x, 'phase

supplie

at irregular

of data

i2,12x,

(deg) ',

d at the

(x)'/1ho,

points

1
I

is

dependent variable (y)'//

independent

for

variable

intervals

even')

(x)'//

the dependent variable

at regul

ar values

’

(y)"//

of the',
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COMPUTER PROGRAM DOCUMENTATION FOR PROGRAM harm.fortran

LIBRARY CLASSIFICATION

SUMMATION OF N HARMONICS TO YIELD RESULTING WAVEFORM

FORTRAN IV MULTICS 25 AUG. 1980

No special hardware requirements

Author: C.M. SKARBEK-WAZYNSKI

Pur pose

The program takes as data a number of harmonics, expressed as
amplitudes and phases, which are added together to produce the original
waveform. Up to a maximum of 20 harmonics can be handled. The
reéultant waveform is stored as a number of data points and a plot
file is generated which may be ocutput using the normal MULTICS graphics

commands.

Associated subroutines

Multics subroutines

plot_. $setup (descriptors)

plot_ (descriptors)

For further details consult MULTICS MPM subroutines.

Input information (read from data file)

ng number of functions to be synthesized -

The following items of data must be supplied for each functicn the

user wishes to synthesize.

n number of harmonics (maximum 20) -
hz frequency of fundamental (cycles/sec) c/s
ml mean level (if known, otherwise set

to zero) -
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nc number of cycles of the fundamental

to be calculated - 1
np numkter of points per cycle - I
amp array containing amplitude values for

n harmonics - R
faze array containing phase values for

n harmonics (degrees) deg R

title title to be printed on graph cutput

maximum 50 characters - CH
xlabel label for x axis maximum 20 characters - CH
ylabel label for y axis maximum 20 characters -~ CH

All input data may be submitted in free format. See Figure 1

as an example of an input data file.

Output information

The program prints out all the input data, and the following

arrays:-
b4 array containing values of the independent variable
calculated by program
y array containing values of the dependent variable

calculated by the program -

An example of the program printed output is given in Figure
3 . The calls to the plotting subroutine generate a plot file which
can be output on the Multics plotter using standard multics graphics
commands (Appendix 1). A typical graphical output is shown in

Figure 2 .

Inbuilt error messages

No normal failures can occur provided the input data is correct.
There are no error messages. Note maximum number of points is 500,

i.e. nc*np <500.

Timing and storage requirements

Both timing and storage depend on the number of functions the
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user wishes tc synthesize and the amount cf graphical output required.

Program action and algorithm

Mathematical model

Any repetitive function £(t), which has a period P may be

expressed as a Fourier Series when w = 2n/P.

f(t) = Ao + AlCOSwot + A
2

2cosZwot + A3c053mot,,,

+ B sinwot + B

1 Slnamot + B351n3mot.., 1

2

general form

™8
e 8

f(t) =M +

R B sxnwot 2

+
1 ARcostot R 1 Br

where M is the mean level of the function.

Manipulation of the sinusoidal terms gives the following series

(Ref. 1).

f(t) =M+
R

I ~8

. GR31n(Rwot + QR) 3

+
where GR AR BR

h , .
The term GRsin(Rm t + ¢R) represents the Rt harmonic of amplitude
e}
G and phase @. Thus any repetitive signal may be expressed as a mean

level plus a series of harmonics.

The program harm, fortran described here takes as data the mean
level of a function and a number of harmonics in amplitude and phase
form, these are then added together as in equation 3 thus synthesizing

the original function f(t). The function is decribed as a number of
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points in the £ - t space. Note the maximum number of points the
program can store is 500, in other words the product of the input
variables nc and np must not exceeed 500. Although this restriction

may be relaxed by altering the dimensions of the x and y storage arrays.
The program provides a printout of the calculated points and a
plot file is generated which may be output using standard Multics

terminal commands. (Appendix 1l.)

Computing procedure

The summation of harmonics is performed by carrying out the

following steps for each set of harmonics supplied as data.

1 The angular frequency of the fundamental harmcnic is calculated
wf = 2m.hz and the total number of points at which the function
f(t) will be evaluated is given bty npt = (nc.np) - (nc - 1).
Finally the effective time increment between each of these

calculation points is given by:-

period of the fundamental pf = 1.C/hz
time increment dt = pf/(np - 1)
2 The evaluaticn of the function is performed at each of the

calculation points by a do loop denoted by counter i (do 10 i
.t

= l,npt). Firstly the value of the function (gs) at the i h

point is set to zero, then the angle turned through by the

fundamental (thetaf) is calculated.
thetaf = wf.dt. (i - 1)

The actual summation of harmonics is carried out in a nested

do lcop denoted by counter K (do 20 K = 1,n), K is effectively
the harmonic number. The amplitudes and phases of each harmonic
in turn are assigned to variables ampl and phas respectively.

The argle rctated through by the Kth harmonic is obtained from

angle = (thetaf.K) + rhas/57.3
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(Note the divisor 57.3 converts the phase in degrees to radians).

th . .
The contribution of the K harmonic to the value of the function

at the ith point is calculated as:-
fharm = amp.sin(angle)

The value of fharm is added to the variable gs which contains
the summation of all the harmonics so far. The do loop 20

continues until all the harmonics have been summed into variable

gs.

The value of time, the independent variable at the ith point is
calculated [time = (i - l)-dt] and is assigned to array x(i).
The value of the function f(t) at the ith point is gs plus the
mean level ml, the sum of these two variables is assigned to

array y(i,1).

Do loop 1O continues until values of the function at all the

calculation points have been evaluated.

The arrays x(i) and y(i,l) are printed out. And finally calls

are made to standard plotting routines to set up a plot file.

The entire procedure described above is performed within a do
loop (do 50 M = 1,ng) which repeats itself for as many functions
at the user chooses to input at data. The whole process is

shown as a flow diagram in Figure 4 .

References

RAVEN, F.H.
'Mathematics of engineering systems' page 14

MEGRAW HILL 1966

APPENDIX 1

Commands to operate the Multics CGraphics facility

sgu - of L filename.graphics cpens a graphic file with name

filename
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run program using standard Multics commands

rg

to view graphs on Tektronix

login
stty o - modes . echoplex

asr . > axl

squ - table u tek 4012

show o filename

closes graphics file

termninal

login on Tektronix 4012 terminal

sets echo on terminal for convenience
adds search rules to access plotting
commands

sets up graphics facility

displays graph on screen if more than
1 graph is contained in graphics file

press return

If graphs are alright the graphics file may be used to produce

t
a hard copy on the Bath printer using the dplot command. {NB {g} are

size

LIST

codes use only one.

dplotu - rthJbathLJszu{ﬁ}kailename.graphics

OF VARIABLES USED

amp array containing amplitude values

for n harmonics

ampl variable used inside do loop for

amplitude values

angle angle turned through by Kth harmonic

(radians) rad
base argument in plot subroutine call

statement -
dt increment between calculation points -
faze array containing phase values for n

harmonics deg
fharm contribution made to function by Kth

harmonic at ith point -
hz fundamental frequency {cycles/sec) c/s

dc loop counter -
k do loop counter -
m do loop counter -
ml mean level of function -
n number of harmonics -

nc rnumker of cycles of

the fundamental

R

H W H H H W W



npt
pf
phas

gs
thetaf

time

title

wf

xlabel
Y

ylakel
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to be calculated

total number of points to be calculated
period of fundamental harmonic (seconds)
variable used inside do loop for phase
values

summation of harmonic components

aﬁgle turned through bty fundamental
harmenic (radians)

time (i.e. values of independent variable
for plotting purposes)

title to be printed on output graph
(maximum 5C characters)

angular frequency of the fundamental
harmonic (rad/sec)

array containing values of the independent
variable (time)

label for x axis (maximum 20 characters)
array containing calculated values of the
derendent variable £(t)

label for y axis (maximum 20 characters)

rad

rad

rad/s

CH

CH
CH

CH
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000J1I

00J02 11 171.0 200.0 1 100

0033 14.12 0.305 6.15 3.67-2.48 1.90 1.835 1.165 1 025
01134 -106.0 -09.0 -83.0 -65.0 -43.0 -29.0 -12.0 78 0 57
0005 eXoeri«-?ntJIl pressure ripple resonant system

00006 time (seconds)

00007 pressure hsr

0000% 11 171.0 200.0 1 100

00009 3.7 53 2.206 5.833 2.30 1.239 1.305 1.705 0.675 0.7
000 10 37.1 -41 ,0 11.0 173.0 116.0 169.0 -59 .0 -94 . -34
000 11 experimental pressure ripple no resonant system
000 12 time (seconds)

000 13 pressure Dbar

FIGURE 1 INPUT DATA FILE FOR PROGRAM harm.forlran

fXpfriTfntal prfis jre ripple "fior. «'t

2c

roo

95

60

75

160
0 o.oc c.oc3 0 004 0 00
D.CCO*' 0.0015 0 0025 0 0035 0 cc4s 0 CcC55

timf (sfcorijs)

FIGURE 2 GRAPHICAL OUTPUT FROM PROGRAM harm.fortron

0.572 5
.0 2s.0

68 0.522
.0 45 .

0.cce
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oy
nt'Az
~Tc,2~JAL
HAD no
do So £ g
O£A0

r\.hz, ml, nc ap

/UiZlTc our ALL

iNcuT DATA I

CALCULATE
A*oGulrft? FCEOU. wurf

TOT. 1UG. 4F PtOTS Dnpt

Pcaion pt
T»Of PEtMEJUT dt
K' LT1,nft

S6T S -je
CALCULATE thetaf

do ) K-ln
ASSISN ir'yLrmi\pie>

CALCULATE
an“le ,fharm

CALCULATE; timf

AiSiivO X1l ' tine
A5SHO

/ WAiTE xa* j
/ wnuc 'Ki-iy

catAfc!) 3 aff 4; (i) 5ftup
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PROGRAM NAME harm.fortran
LIBRARY CLASSIFICATION
TITLE SuMMation of harmonics to yield original function
fortranlv Honeywell Multics 5 sept 1980
no special hardware
purpose The program takes as data a number of harmonics
expressed as amplitude and phase and adds them
together to produce the original function
associated subroutines
multics subroutines piot_$setup
plot_
input information (read from a data file)
ng numtier of functions
the following items of data must be specified
for each function
n number of harmonics
hz frequency of fundamental (hz)
ml mean level (real wvariable)
nc number of cycles to be calculated v
np number of points per cycle
amp array containing amplitude values
faze array containing phase values (degrees)
title title on graph (max. 50 charac.)
xlabel label for x axis (max. 20 charac.)
ylabel label for y axis (max. 20 charac.)
output information
X array containing values of independent variable
y array containing values of dependentvariable

Variatles

pl
anOle
blse

fh7rm

Fpt
pf

F as

ths+a £
H “e

(excluding i/o variatiles)

values inside do
turned through by Rth

argument

amplitude loop

angle hu’rmonic
in plot subroutine
time incrcnont
harmonic contribution

do loop counter

do loop COunter

d0 100p cc:nter

tvtal rumber of fjoiats to be
period of fiindamenl7il

phase

r-lrul7, ted

values inside do loop

summation of harmonic comronents

angle *urred
i! -f-'t

: olegel ar £ r

*hro"gh by fund:m_ot-l

rie le for plot ¢ing

cy cf e -gt *%:nlal
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dimension amp(20),faze(20),y (502,1),x(502)
real ml

external plot_!setup (descriptors)
eXterndil plot_ (descriptors)

character*50 title

character*20 =xlabel

cbaractert20 ylabel
data input

read(5,500)ng
wr ite (6,610)

do 50 m=1,ng

read (5,500)n ,hz ,m!,nc,np
read(5,500) (amp (i) ,i=1,n)
read(5,500) (faze(i),1=1,n)
read (5, 501 )tille
read(5,502)xlabel
read(5,503)ylabel

write(6,600)m
write(6,601)n,hz,nl,nc,np
write(6,602) (amp(i),i=1,n)
write (6 ,603) (faze(i),i=1,n)
wf=hz*2.0%3.14159

npt =(nc*np)-(nc-1)
pf=1.0/hz

dt=pf/(np-1)

do 10 i=1,npt

gs=0.0
thetaf =wf idt *(1-1)

do 20 k=1,n
Tnpl=7mnF (k)

phas=faze (k)

7 gle=(thetaf )+phas/57.3
ftBrr-TmplH in(angle)

gs=q: +fharm

Lc ,'tinue

tir,e=(1-1 )*dt

X(i)=time
yfi,1):gstrl

r:U11n"Me

output of rr-siilts

tt5I'IM *fEM 1/tf

it-'6,c 5)(yfi,1',:-1,rpt)
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plot graflks

call plot_*setup(title,xlabel,ylabel,1,bas*,2,0)

call p101_ (X ,V ,npt,1,'H )
50 continue
fornais

500 format(v)
6I0 fGfmdt (Ui0, summation of harmonics results'/I h ,30('*'))
600 formatflhO, function number ,i2/1Fi ,18(' ="))
601 format(IhO, number of harmonics = ',12/1b ,
1 'funddmpnta frequency ="', lpell.4/1h ,
l'mean level ,12x,'=',6lpell.4/1h ,
1'no of cycles output = ',i2/1h ,
1'no of pointb/cycle = -,1i3)
602 fO0imat (l1h0,"ampli1llide data '//1'i ,10n x,1]iell .4))
603 format(IhO,'phase data'//1lh ,10(1x,1pel 1.4))
501 fOrmat (a50)
502 format(a20)
503 fu.matia20)
503 fo'mat (204 )
604 format(IhO,'independant variable x'//1l%F ,10(1%,Ip*11.4)1
605 format (IhO,'dependant variable y'//1H ,10 (ix,lpell.4))
clOse (5)
clOse (6)

stop
end
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CCMPUTER PROGRAM DOCUMENTATION FOR SUBROUTINE integs-fortran

LIBRARY CLASSIFICATION

INTEGRATION OF A FUNCTION USING SIMPSON'S RULE

FORTRAN IV HONEYWELL MULTICS 5 SEPT 1980

No special hardware requirements

Author: C.M. SKARBEK-WAZYNSKI
Purpose

Given a function y = £(t) specified as an odd number of discrete
points at regular intervals of the independent variable, this routine
evaluates the integral of the function, i.e. the area under the graph,

using Simpson's rule.

No associated subroutines

All variables transferred via the argument list

call integs(n,h,ft,area)

Input information (Wia the argument list)

number of points defining function -

increment in the independent variable . - R
ft array containing points defining given
function - R

Output information (via the argument list)

area area under the graph - R

Limitaticns and accuracy of program

No data is available on the accuracy which largely depends on
the number of pcints used to specify a given function and the increment.
The subroutine is limited to a maximum of 201 points to define the '

function and the number of points srecified must ke odd.
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Inbuilt error messages

The program checks if the number of data points is odd, if not

an error message is printed and the program terminates.

Timing and Storage

Not known.

Program action and algorithm

Simpson's rule is an summation method for finding the area
under graphs in other words for evaluating definite integrals

numerically. (Ref. 1) (See Figure 1)

area under graph = E_(fl + 4f2 + 2f3 + 4f4 S 4af +

3
f2m + l) 1

which may be summarised as

area = E-[fl + f2m +1 + 4 I (even ordinates) + 2 T (odd ordlnates)]
3 2

where

increment of independent variakle between ordinates

h =
th . -
fm = value of m ordinate. (NB Zm + 1 = p)

Note the use of 2m implies the area is divided into an even

number of strips and hence there must ke an cdd number of ordinates. (n)

Computing procedure

The computing procedure is very straight forward. After
initialising various variables a check is made to see if the function
is specified by an odd number of points. If n is even an error message
is printed out and the program stops. Otherwise the evaluation of

equation 2 1is performed in three steps:- (Figure 2)
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1 even ordinates are summed, the total being assigned to
variable even '
2 odd ordinates are summed, the total being assigned to
variable odd
3 the area under the graph is calculated and assigned to

variable area which is output via the argument list.

Reference

LIST

BAJPAI, MUSTOE, WALKER
Engineering Mathematics (page 440)
John Wiley and Sons Limited 1978

OF VARIABLES USED

area area under the graph

even summaticn of even ordinates

ft array containing values of the function
h increment of the independent variable

i do loop counter .

n number of points defining the function
nchl variable used to check if number of data

points is odd

nch2 variable used to check if number of data
points is odd

nml n minus 1, used in do loops

nm2 n minus 2, used in do lcops

odd summation of cdd ordinates

H H W © N ™

b oH H O H
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FICURE 1 INTEGRATION USING SIMPSON'S RULE
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subi 0Oflime 1nleg5”n,h,fi.dred)

SUBROUTINE NAME integs

LIBRARY CLASSIFICATION

TITLE Integpdt ion of d function using SimpsoH" rule

fortranlVv Honeywell Multics 5 sept I960

author C.M. Starbek-Uazynski

no special hardware requirements

purpose Given a function y=f(t) specified as an odd number
discrete points at regular intervals of the iitch”pendent

variable, this routine evaluates the integral

function,ie. the area under the graph, using Cimpious

rf'p

no associated subroutines

input information (via the argument 1list)

numtier of points defining tdie function

increment in the independent variable

ft array cnntaining values defining funclion
output information (via argument 1list)

at ea area under grapLi

Varlaliles (eXcludixrg i/o variables)

even summation of even ordinates

I do loop col'nter

nchl Variable used to check if.n is udd
nch2 variable u-ed to ctrk if n is odd
Nn 1 n minus >, used in di loops

nm2 n minus 2, used in do loops

odd sumnat10n of ndd rrdi natifs
diraimM, n 'M 201)

Initialise valIiables
eVen=0.0
0dd =0.0

I,rr1=n-1

LtiEi.r tti-'l n IS -TO odd inimber
fichl=n/2
iicLi2=IKh '*2

1f (M.Ki? .eq .n)go <R :0
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write error message
10 write(6,600)
600 format (!hO, "’ uriroul 1ne ini.pgs error -n is -m rven nnniiPi-ii'i

stop
20 conti ttue

SUM even O0rijIna tes
do 30 1=2,nml,2
30 eVen=eVen+ft<1)

sun 0dd ordinates
do 40 1=3, nm2,2
40 0dd=0dd+f t(1)

Simpsons rule integration
drea=<h/3 .C)»{fi(1)+ft{n)+4.0»eVen+2. 0<odd)

return

end



