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Abstract

The magnetic behaviour in nanoscale structures is of great interest for the fundamental under-

standing of magnetisation processes and also has importance for wide ranging technological

applications. This thesis examines mechanisms for the enhanced control of domain walls in

these structures via focussed ion beam modifications to magnetic nanowires and through the

inclusion of periodic geometrical modifications to the nanowires geometry.

A detailed investigation into the effect of focussed ion beam irradiation on the structure of

NiFe/Au bilayers was performed through x-ray reflectivity and fluorescence techniques. This

analysis revealed the development of interfacial intermixing with low dose irradiation. This

is associated with complex changes of the magnetic behaviour including a rapid decrease, fol-

lowed by a recovery of the saturation magnetisation with low dose irradiation. This behaviour

is attributed to changes in the local environment of the atoms at the interface; resulting in

modifications to the magnetic moment on Ni and Fe. The development of an induced moment

on Au and a change in the spin-orbit interaction is also suggested.

Localised control of the magnetic properties in nanowires demonstrates the ability to

manipulate domain walls in these structures. Here, irradiated regions provide pinning sites

where the width and dose of the irradiated region give control over the pinning potential.

The inclusion edge modulation to nanowires geometry provides additional control over

their magnetic behaviour. The direct magnetisation reversal field of these structures is ex-

plained by an analytical model based on the torque on the spins following the modulated

wire geometry. This model is scalable for different modulation parameters and combines with

the effect of localised regions of orthogonal anisotropy along the wire; explaining the reversal

behaviour over the entire parameter space.

Domain wall mediated reversal in modulated wires was also investigated in these struc-

tures. The inclusion of modulation shows an improvement in dynamic properties by the

suppression of Walker breakdown. This is due to the relationship between geometrical mod-

ulations and the periodicity of micromagnetic domain wall structural changes during the

Walker breakdown process. The combination of this work shows a route to the optimisation

of the dynamic properties whilst minimising the detrimental increase in the de-pinning field

from the modulation.
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Chapter 1

Introduction

1.1 Background

Magnetic domains and domain walls give rise to many of the magnetic properties that are

observed in ferromagnetic materials. They form the basis for the domain wall nucleation and

propagation magnetisation reversal process, which, along with coherent rotation processes,

account for the majority of the ferromagnetic behaviour in these materials. Due to their

important role in the behaviour of these magnetic systems, magnetic domains and domain

walls have been the subject of much scientific investigation and are crucially important for

understanding fundamental magnetisation processes.

In many material systems the observed behaviour results from a number of combined do-

main wall processes. However, the fundamental physical processes that govern the behaviour

of magnetic domains and domain walls are best studied where the complexity of the system

is reduced to the study of single domain walls. This has been made possible by developments

in lithographic patterning techniques which allow control over material geometries on a scale

where the behaviour of individual domain walls can be investigated. Coupled with the recent

advances in computing power that allow for micromagnetic simulations of domain wall struc-

tures, significant contributions to the understanding of the magnetic domain wall processes

have been made in the past decade or so.

Magnetisation reversal by domain wall nucleation and propagation has been studied with

individual domain walls, allowing the detailed analysis of both the nucleation and propagation

components. [1] Here, the propagation is driven by an applied magnetic field, which is the

most common driving mechanism. Other techniques include spin transfer torque (STT) [2]
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and even spin wave induced motion [3] has been demonstrated. This research has enabled

the manipulation of domain walls with magnetic fields to progress to a stage where domain

walls can be moved along nanowires, [1] around corners [4,5] and directed along certain paths

at junctions. [6,7] The inclusion of constrictions [8–10] or notches [2,11] in a wire geometry leads

to a modification in the local energy landscape introducing a pinning potential related to the

constriction or notch geometry.

These studies have provided understanding of the micromagnetic spin structure of the

domain walls which adopt several different structures depending on the nanowire geometry. [12]

The design of asymmetrical notches [13,14] allows for the design of energy potential landscapes,

which present different pinning potentials to domain walls based on their structure and

propagation direction where their combination has demonstrated ratchet-like behaviour. [15–17]

There has been a large amount of work on the static properties of domain walls but

now research is moving towards developing a greater understanding of the more complex

and harder to measure dynamic properties of domain walls in nanowires. These studies

consist of measurements of domain wall velocity along the nanowires. [18,19] This has enabled

measurements of the Walker breakdown [20,21] effect, which limits domain wall mobility due

to spin precessional frequency limitations and the associated energy dissipation from the

wall during its motion. This breakdown results in a combination of dynamical pinning and

structural transformations within the domain wall, resulting in a low time-averaged velocity.

The understanding gained about the behaviour of Walker breakdown in nanowires has been

used to explain unexpected behaviour occurring in more complex thin film systems. [22]

In addition to the interest in understanding the fundamental physics behind these pro-

cesses, the manipulation of individual magnetic domain walls has opened many possibilities

for potential applications. This has contributed heavily to the interest that has been devoted

towards research in this area.

One string of applications is based upon the intrinsic memory effect from the hysteretic

properties of magnetic materials. Using domains or domain walls to represent data has led

to the development of devices for potential logic [23] and memory [24] applications. These have

shown that there is huge potential for technological impact in areas where these spintronic

devices have some significant advantages over current technological devices.

Other potential applications arise due to the stray fields produced by a domain wall,

which have been identified for their ability to detect [25] and manipulate [6,26–28] magnetic
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nanoparticles around magnetic nanowire circuits. Attaching biological or chemical species to

the magnetic particles has opened avenues for many areas of research, including drug delivery,

nanofabrication, molecular detection, nanofluidics and biomechanics. The stray fields from

domain walls have even demonstrated a capability for the manipulation of cold atoms with

possible applications in quantum computing. [29]

To realise the devices for these applications requires further work and greater under-

standing of magnetic domain walls and the relationships between the localised structure of

the nanowires in which they are supported. Accordingly, this investigation considers two

techniques for the modification of the nanowire properties and studies how these structural

modifications lead to changes in the localised magnetic properties of the nanowires. These

modifications are then demonstrated as a mechanism to control the behaviour of domain walls

within nanowire structures. The first of these techniques is based on geometrical patterning

of magnetic material through lithographic techniques, and the second through focussed ion

beam irradiation, which allows for localised modification to the magnetic material.

Lithographic techniques are already a common mechanism for the patterning of many

devices and are widely used to define geometrical structures for domain wall devices. However,

work is still outstanding in the area relating to the interactions between domain walls and

localised geometrical structuring. In particular, an understanding of the dynamic properties

of domain walls in nanowires is still lacking. For instance, Walker breakdown remains a

fundamental problem that ultimately limits potential device operation speeds, and needs to

be addressed in order to secure the future success of domain wall based devices.

Additionally, the use of localised ion beam irradiation, in combination with lithographic

patterning, provides an elegant method for tailoring the magnetic properties along nanowire

structures. Developments in patterning technology through the development of focussed

ion beam (FIB) systems allow this magnetic modification technique to be performed on the

nanoscale, making this very appropriate for future device fabrication. This FIB irradiation

technique is less well established than lithographic patterning so a significant proportion of

this thesis is devoted towards the characterisation of the ion beam irradiation on magnetic

structures, and gives a detailed understanding of the structural modifications arising from

Ga+ irradiation. A detailed analysis is also performed into the link between the structural

modifications and their effect on the magnetic properties within the sample before the ability

for the manipulation of domain walls is investigated.
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The pioneering work by Chappert [30] demonstrated the local modification of perpendic-

ular magnetic anisotropy (PMA) materials such as Co/Pt could be achieved with low dose

ion irradiation. This was performed without significant effect on the surface roughness of the

film, which is a desirable characteristic for technological device fabrication. In these multi-

layer materials, the PMA originates from strong magnetoelastic energy contributions due to

symmetry breaking at the sharp interfaces. [31] Upon irradiation, intermixing at the interface

releases the stress and reduces this anisotropy contribution. The anisotropy of the film then

rotates to be in-plane as the shape anisotropy from the thin film geometry begins to dom-

inate. [32–35] A further increase in dose leads to a ferromagnetic to paramagnetic transition,

associated with damage to the sample structure.

Although a large amount of work has been performed on PMA materials, relatively lit-

tle investigation has looked at the irradiation of materials with in-plane anisotropy, such as

permalloy, for which the domain wall processes are well understood. These materials have

no strong interfacial anisotropy giving rise to a PMA, so the anisotropy is governed by the

shape and lies in the plane of the sample. Upon irradiation these films show modified mag-

netic properties with ion irradiation giving a decrease in saturation magnetisation for the

near-surface region [36] which eventually undergoes a ferromagnetic to paramagnetic transi-

tion. [37–40] This is coupled with an increasing coercivity with dose attributed to ion induced

damage to the crystal structure, the introduction of scattering defects to the thin-film and

the expansion of the lattice parameter from inclusion of large defects. [41–44]

A greater understanding of the irradiation induced modifications to the structure and

magnetic properties of permalloy thin films may lead towards improved mechanisms for the

control of domain walls in nanowires. The combination of these material modifications with

existing geometrical structuring control may ultimately allow for greater control over the

properties of domain walls and lead to improvements in the efficiency of field driven, or spin

transfer torque (STT) driven domain wall dynamics. [45]

1.2 Aim of this thesis

The aim of this thesis is to develop a deeper understanding of the mechanisms for the con-

trol of magnetic domain walls in nanowires through lithographic geometrical patterning and

focussed ion beam modifications to the magnetic material.
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The focus is on in-plane anisotropy magnetic materials, in particular the NiFe/Au bi-

layer system, where the possibility of using FIB irradiation for localised modification of the

magnetic material is addressed and the parameter space associated with this ion irradiation

has been explored. A detailed structural analysis is presented, identifying the development

of an intermixed region at the interfaces as the origin of complex modifications to the mag-

netic behaviour of the material. Once appropriate irradiation conditions for the control of

the magnetic properties were established, the effect of localised irradiation on nanowires is

demonstrated as a means of defining artificial domain structures. The effect of these on the

domain wall behaviour in the nanowires is then presented.

The study also includes an investigation into the relationship between domain wall struc-

ture and lithographically prepared nanowire structures. This aimed to build on previous

knowledge about the relationship between domain wall structure and localised nanowire ge-

ometrical structuring, in particular with relation to the structural transformations taking

place during Walker breakdown.

Further knowledge about the behaviour and mechanisms for the control of domain walls in

nanowires will be highly relevant for the design of future spintronic devices. This is important

as the optimisation of the speed and reliability of controlled domain wall processes will be

key to the success of future technologies.

1.3 Thesis outline

This thesis begins with the introduction of the background and physical theories describing

magnetism, how it can be controlled at the nanoscale and techniques for the investigation

of these magnetic properties. This leads onto a major discussion of both the structural and

magnetic properties of irradiated magnetic material which, alongside lithographic patterning,

are used for the control of domain walls in nanoscale structures.

Starting in chapter 2, the physical basis of magnetism relevant to this thesis is introduced.

This begins with the atomic origin and leads into a full description of the magnetic properties

of materials. This includes details of the complex interplay between different energetic con-

tributions affecting a magnetic system and how these relate to the formation and existence

of domain walls in ferromagnetic materials. Sample geometry can have a large effect on the

properties of domain walls and the discussion here focusses on the domain wall properties in
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nanowire structures in preparation for their discussion later in this thesis.

A theoretical basis for the material structure is given in chapter 3. This introduces the

physics behind thin film material structures, methods for their growth and a discussion of

defects in a crystal structure. The physical basis of interactions involving high energy ion

irradiation of a material is introduced and describes the resulting modifications to the material

structure. This section also includes a review of the literature related to modification of the

magnetic properties. In addition to this modification to the thin film structure, the techniques

used for the geometrical structuring, in the fabrication of structures are also introduced.

This investigation uses a wide range of different techniques for investigating the various

structural and magnetic properties of interest. Chapter 4 introduces these techniques and

presents the underlying physics giving rise to the particular sensitivity of each technique.

Firstly, the scattering of x-rays from the samples gives information on the structural proper-

ties of thin film materials due to interference effects from the interfaces. This was combined

with compositional analysis through the study of fluorescent x-ray emission from the sample.

This leads into the discussion of the interaction of electromagnetic waves with magnetised

materials, giving techniques for probing the magnetic properties of these systems.

Chapter 5 contains details of all the experimental procedures used in this investigation,

each involving a combination of the fabrication and investigative techniques. This gives

the experimental plan that shows how the measurements that are required affect the initial

fabrication stages. The combination of several techniques at a time is discussed in relation

to obtaining each set of results presented in the later chapters of this thesis. This chapter

contains all the specific details necessary to reproduce this work.

The results of the structural and compositional investigation into the effects of Ga+

irradiation are presented in chapter 6. This includes detailed analysis of the layer thickness

and interface width as a function of irradiation dose. This interface width is then further

investigated to determine its origins. Fluorescent techniques also show the way in which

the elemental depth profiles of the materials change as a function of dose, demonstrating the

extent to which the interfacial intermixing is taking place within these samples with elemental

specificity.

The modified structure resulting from Ga+ ion irradiation has an effect on the magnetic

properties of the NiFe/Au bilayer films. Chapter 7 reports on the changes in magnetic

properties that are found to result from this irradiation. These changes were investigated
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using a variety of experimental techniques such as the magneto-optical Kerr effect (MOKE),

superconducting quantum interference device (SQUID) and x-ray magnetic circular dichroism

(XMCD) measurements to first explore the parameter space associated with ion irradiation

and then to explore in more detail the origins of the magnetic changes that occur.

Chapter 8 brings together the knowledge of the irradiation control of the magnetic prop-

erties with the techniques already available for nanofabrication. This demonstrates how local

modifications to the magnetic material can be introduced to magnetic nanowires to control

domain walls in these structures.

Chapter 9 presents analysis of the investigation into magnetisation switching and domain

wall propagation in edge modulated nanowires. The matching of Walker breakdown periodic

structural transformations with geometrical structural oscillation allowed additional control

and gave rise to Walker breakdown suppression in carefully tuned wires.

The thesis concludes with chapter 10 that provides a summary of the main results found in

this investigation and their interpretation. It goes on to discuss the possibilities for further

measurements that may be the next step towards future technological devices described

above. The impact that these results may have on the direction for future spintronic devices

using nanoscale magnetic structures is also discussed.

1.4 Definitions and units

In the field of magnetism, two different unit systems are commonly used: SI units and CGS

units. A magnetic material which is magnetised can be described by its magnetisation,

M , which is a measure of the magnetic moment per unit volume of the material. This

magnetisation gives rise to a magnetic induction, or flux density, B. The application of

magnetic field described by its field strength, H, also gives a contribution to the magnetic

induction. Both of these contributions are related using the equation: [46]

B = µ0(H +M) (SI units) (1.1)

B = H + 4πM. (CGS units) (1.2)

Here, µ0 = 4π × 10−7 H/m, in the SI system, is the permeability of free space, which is

a measure of the ratio, B/H, as measured in a vacuum. This becomes the dimensionless
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quantity of unity in the CGS unit system.

The different unit conventions are confusing and in most areas of science and engineering,

including many magnetism textbooks, the SI unit system has been adopted. However, in the

literature, the CGS unit system is still widely adopted due the the numerical equivalence of

the magnetic field strength, H (measured in oersteds) and the magnetic induction, B (mea-

sured in gauss). [46] Additionally, the magnetisation contribution to the magnetic induction

is 4πM , usually quoted in units of gauss to be numerically equivalent to B and H. Another

advantage of this system is the more convenient order of magnitude for these quantities which

is generally of the order of 10 - 100 Oe for typical reversal fields in the magnetic materials

studied here. Despite this, it is still standard to present equations and relations in SI units.

In this thesis, the SI unit system has been adopted with the exception of magnetic fields

which are presented in CGS units. Micromagnetic simulations contained in this thesis are

based on the SI unit system and have been converted to CGS for consistency. These units

along with the relevant conversion factors between the two systems are given in table 1.1.

In addition to this, when describing atomic magnetism contributions, a Bohr magneton,

µB, is most appropriate to represent a small quantity of magnetic moment. In SI units it is

defined as µB = e~
2me

where e is the electronic charge, ~ is the reduced Planck constant and

me is the mass of an electron.

Quantity Symbol SI Unit CGS Unit Conversion factor

Magnetic induction B tesla (T) gauss (G) 1 G = 10−4 T
Magnetic field strength H A/m oersted (Oe) 1 Oe = 1000/4π A/m

Magnetisation M A/m emu/cm3 1 emu/cm3 = 1000 A/m
Magnetic moment µm Am2 emu 1 emu = 10−3 Am2

Table 1.1: Units representing the principal magnetic quantities in both SI and CGS units along
with the conversion factors relating the two systems. [47]
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Chapter 2

Physical origins of magnetism and its

behaviour in nanoscale structures

2.1 Introduction

This chapter introduces and discusses the physical origins of magnetism which give rise to

the magnetic properties of materials. In particular, this chapter will focus on the factors

affecting the behaviour of ferromagnetic materials discussed in later chapters.

The discussion starts with the origin of atomic magnetic moments and how they arise from

electronic structure. This leads to the magnetic properties of materials which are governed

by the collective behaviour of many atoms along with interactions that take place between

neighbouring atoms and their environment.

In ferromagnetic materials, competition between energy contributions leads to the forma-

tion of magnetic domains separated by domain walls. These domains also have an internal

spin structure and the relationship between this and the sample geometry is discussed in

detail. The theory behind the micromagnetic understanding of magnetic systems is intro-

duced as a way of describing the magnetisation configuration of these complex structures.

This allows for deeper understanding of the subtle balance of energies responsible for the

phenomena such as domain wall pinning and propagation, including the effects of Walker

breakdown. This chapter finishes with a discussion of the current techniques that have been

adopted for the control of domain walls in both their static and dynamic regimes.
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2.2 Origins of atomic magnetic moments

The magnetic moment, µ, of an atom originates from the intrinsic spin, ms, and the orbital

angular momentum, mL, of its electrons. In an atom with multiple electrons, these combine

to give the orbital angular momentum, L =
∑

mL, and spin angular momentum, S =
∑

ms,

for each atom. The sum of these gives the total angular momentum, J = L + S, for the

atom. [48]

Atoms containing multiple electrons give rise to a range of total angular momenta de-

pending on their electronic structure. Full shells have no net angular or spin momentum so

only electrons in partially filled shells can contribute to the magnetic moment. The resulting

electronic arrangement is determined by the state with the lowest ground state energy.

2.2.1 Spin-orbit interaction

In addition to the contributions from the spin and orbital angular momenta, a weak spin-orbit

interaction also perturbs the energy of the system. This can be understood semi-classically

by considering the rest mass frame of an electron in an atom with an orbiting nucleus. The

positively charged nucleus has an associated current loop and hence a magnetic moment.

The spin of the electron in the centre of the current loop then exhibits preferential alignment

to the moment from the current loop.

This interaction forms the basis of many observed magnetic properties such as: magne-

tocrystalline anisotropy, magnetostriction, magneto-optic effects and anisotropic magnetore-

sistance which are discussed in more detail later in this chapter. [48]

2.2.2 Hund’s Rules

The atomic magnetic moment can be determined from the arrangement of electrons according

to their spin, orbit and the spin-orbit interaction. For an atom in its ground state energy

configuration, Hund’s rules provide a method to determine the order in which electrons are

added to atomic subshells whilst maintaining the minimum energy and not violating the

Pauli exclusion principle. The order of the rules shows the significance on the energy change

of the system.

Hund’s rules state that electrons are added to the atom such that:
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1. The spin, S =
∑

ms, is maximised. This reduces the electrostatic Coulomb energy as

electrons first occupy all the available orbital angular momentum states before starting

double occupation.

2. The orbit, L =
∑

mL, is maximised whilst maintaining a spin state consistent with

rule 1. Electrons with the same orbit direction can avoid each other more easily, thus

reducing the Coulomb energy associated with close passing electrons.

3. Finally, the total angular momentum, J is found by considering the effect of a weak

perturbation to the energy from the spin-orbit interaction. If the partially filled shell

is not more than half full, the lowest value of J has the lowest energy, i.e. J = |L−S|,
and if the shell is more than half filled then the highest value of J has the lowest energy,

J = |L+ S|.

For example, iron has 26 electrons with the electronic arrangement of Ar and 8 additional

electrons. Two of these electrons fill the lower energy 4s sub-shell and the remaining 6 par-

tially fill the 3d sub-shell of slightly higher energy giving it the atomic arrangement [Ar]3d64s2.

To maximise S, five of the electrons occupy the spin-up state with mL = +2,+1, 0,−1,−2

and the remaining electron needs to occupy the spin-down state. For this electron mL = +2

to maximise L. The resulting angular momentum for the atom is S = 2, L = 2 and since

the shell is more than half full, J = |L+ S| = 4.

From the total angular momentum J , the magnetic moment of the atom, µ, is predicted

by: [49]

µ = gjµB

√

J(J + 1) = 6.7µB (2.1)

using the Landé g factor:

gj = 1 +
j(j + 1) + s(s+ 1)− l(l + 1)

2j(j + 1)
= 1.5 (2.2)

and where µB is the Bohr magneton.

Hund’s rules are valid for isolated atomic magnetic moments but when atoms combine to

form metals there are additional energy contributions from the crystal field that dominate

over the spin-orbit interaction. This results in a difference between experimental results and

the predicted moments from Hund’s rules in equation 2.1, except in cases where the orbital

momentum is zero.
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2.2.3 Crystal field interaction and orbital quenching

As atoms combine to form metals the electric field from the orbitals of neighbouring atoms

interact as they contribute to the bonding in the metal. This interaction, averaged over the

material, can be interpreted as a crystal field, which interacts with the atomic moments and

preferentially favours states with zero orbital momentum. A semi-classical explanation shows

the orbital angular momentum precesses around the crystal field such that it has an average

value of zero whilst its magnitude remains unchanged. This is known as orbital quenching.

In 3d transition metals this orbital quenching dominates over the spin-orbit interaction.

A correction to the predicted moment from Hund’s rules (equation 2.1) to give higher priority

to the crystal field interaction gives a moment based only on the spin contribution: [49]

µ = 2µB

√

S(S + 1), (2.3)

which gives much better agreement with experimental values.

In the heavier 4d and 5d transition metals the spin-orbit interaction energy increases

proportionally with Z4. [49] This becomes comparable with the crystal field so the prediction

of the magnetic moment becomes more complicated.

2.2.4 Magnetocrystalline anisotropy energy

The crystal field also leads to an energy preference for particular orientations of the electronic

orbitals of atoms which have asymmetrical charge distributions due to a greater overlap

between the atomic orbitals in certain crystallographic directions. This leads to a preferential

alignment of magnetisation along specific crystalographic axes in the sample in an effect

known as magnetocrystalline anisotropy.

The magnetocrystalline anisotropy energy for cubic crystals such as iron and nickel is

formulated by: [48]

Emc = K1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +K2(α

2
1α

2
2α

2
3) + ... (2.4)

where α1, α2 and α3 are the cosines of the angle between the magnetisation and the x, y and

z axes of the cubic crystal respectively. The anisotropy constants K1 and K2 are material

dependent and have the values K1 = 4.8× 104 J/m3 and K2 = −1.0× 104 J/m3 for iron and
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K1 = −4.5 × 103 J/m3 and K2 = −2.3 × 103 J/m3 for nickel at room temperature. [48] The

sign of the first anisotropy constant determines the shape of the anisotropy energy landscape

which is illustrated in figure 2.1(a) for nickel and 2.1(b) for iron.

For NiFe alloys the magnetocrystalline anisotropy constant varies with composition shown

in figure 2.2(a) and passes through zero for compositions ≈ 70 - 80% Ni. [50] At these compo-

sitions the magnetocrystalline anisotropy energy landscape becomes approximately spherical

giving little preference for the magnetisation to lie along any particular crystal axis.

2.2.5 Magnetostriction

A stress or strain applied to a magnetic material can result in changes to the overlap between

atomic orbitals. This can lead to changes in the energetics of the system due to the interaction

with the crystal field giving rise to an additional form of anisotropy known asmagnetostrictive

or magnetoelastic anisotropy. This energy is given by:

Eme = 1/2λσs (2.5)

where σs is the stress and λ is a magnetostrictive constant. For a cubic system λ111 and λ100

describe the response to stress along the [111] and [100] crystal axes respectively.

For λ > 0, magnetisation aligns parallel to the strain and for λ < 0 the magnetisation

aligns perpendicular to the strain. The magnetostriction constants have the values λ100 =

20.5 × 10−6 and λ111 = −21.5 × 10−6 in iron, whilst for nickel they are λ100 = −46 × 10−6

Figure 2.1: Anisotropy energy surfaces for a) nickel and b) iron plotted from equation 2.4 where
minimum energy points correspond to directions of easy axes; along the x, y, z axes for iron and
along the cube diagonals for nickel. [48]
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Figure 2.2: a) Magnetocrystalline anisotropy coefficient K1 and b) magnetostriction λ for NiFe
alloys as a function of Ni%, from Bozorth. [50]

and λ111 = −25 × 10−6. [48] In NiFe alloys λ depends on composition shown in figure 2.2(b)

and at ≈ 80% Ni, the magnetostriction coefficients pass through zero.

2.2.6 Polarisation of non-magnetic atoms

The overlap between atomic orbitals has been used to explain the origin of the crystal field

which leads to a magnetisation dependence on the crystallographic axes in a sample. This

overlap also leads to interesting behaviour when dissimilar elements are in close proximity.

The overlap in atomic orbitals between magnetic and non-magnetic atoms is of particular

relevance to the work presented here.

In non-magnetic atoms, the electronic arrangement is such that the spin, orbit and spin-

orbit interaction result in zero magnetic moment. However, the overlap with the atomic

orbitals from magnetic atoms can lead to polarisation effects resulting in an induced moment.

For example, the induced magnetic moment on 4d and 5d transition metal impurity atoms

in an Fe matrix has been predicted theoretically and is shown in figure 2.3 for both the spin

and orbital contributions. [51,52]

The orbital contribution is small compared to the the spin due to the orbital quenching

that is typical for transition metals. However, the increased orbital moments and decreasing

spin moment in the 5d series compared to the 4d highlights the increasing significance of the

spin-orbit interaction over the crystal field with increasing Z. The spin moments follow an S

shape over the series starting with a negative value and becoming positive towards the end

whilst the sign of the orbital moment changes twice over the series.
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Figure 2.3: Theoretical predictions for spin and orbital moments induced on (a) 4d and (b) 5d
transition metal impurity atoms in Fe. [51,52]

Element specific techniques such as XMCD experimentally confirm these results. Atomic

Au with completely filled 5d states and no net magnetic moment gains a 5d moment of up

to 0.03 µB per atom when in proximity to 3d ferromagnets in an Au75Fe25 alloy. [53] This

moment scales with the number of Fe nearest neighbours up to 0.33 µB per atom. [42]

Proximity with ferromagnets can also be achieved at interfaces as demonstrated with

Fe/Au, [52,54] Co/Au [55] and Fe/W [52] interfaces. The geometrical differences between impu-

rities and interfaces suggests a local environment effect on the moment [56] but further work

suggests polarisation effects are likely to dominate over any geometrical effects. [52]

2.3 Magnetism in materials

So far the origins of atomic magnetic moments have been discussed in terms of the electronic

structure. The combination of atoms in a material leads to additional effects due to the

interaction of the crystal field that affects the magnetisation orientation with respect to crys-

talline axes in the material. As well as this interaction, there is also an exchange interaction

between the moments on neighbouring atoms and a Zeeman interaction between the moments

and external magnetic fields. The details of these interactions are covered in section 2.4 but

here considerations between the relative strength of these interactions and the strength of

the magnetic moment allows different classes of magnetic materials to be identified. This

section discusses the various classes of magnetic materials which are classified according to

their magnetisation response to an applied magnetic field.
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2.3.1 Diamagnetism

Atoms containing completely filled electronic sub-shells have no net spin or orbital angular

momentum and hence do not contain a magnetic moment. However, these materials show a

weak negative magnetisation in response to an applied magnetic field known as diamagnetism.

This effect originates from induced changes in the orbital motion of the electrons due to the

application of a magnetic field. This sets up a back-electromotive force that exerts a torque

on the electrons which opposes their motion and reduces the orbital contribution to the

magnetic moment. This classical description was developed by Langevin in 1905 [57] based on

Lenz’s law whilst a more robust Bohr-van Leeuwen model [58] provides a quantum mechanical

description of this diamagnetic behaviour.

All materials experience a diamagnetic response but this is often masked by stronger

effects such as paramagnetism and ferromagnetism. Examples of diamagnetic materials in-

clude: monatomic rare gases (He, Ni, Ar, etc.); molecules with strong ionic bonding (NaCl);

materials with strong covalent bonds (C, Si, Ge); and almost all organic compounds. [59]

2.3.2 Paramagnetism

For atoms with unpaired electrons in incompletely filled sub-shells a non-zero magnetic mo-

ment exists. The alignment of these magnetic moments in a material with applied magnetic

field is known as paramagnetic behaviour. In the absence of applied magnetic field, the

magnetic moments in a material are randomly orientated, which gives rise to an average

magnetisation of zero. The application of a magnetic field acts to align each of these mo-

ments with the field, which gives rise to a finite positive magnetisation. This alignment from

the applied field competes with the thermal motion of the atoms and maintains a degree of

random alignment in the moments. This explains why only a small magnetisation response

is achieved with applied field, which decreases with the effect of increasing temperature.

These effects were first observed by Curie in 1895, [59] but this theoretical description was not

developed until 1905 by Langevin. [57]

Paramagnetic behaviour is observed in materials where the atoms contain an incompletely

filled sub-shell. For example, transition metal ions and rare earth ions contain an incompletely

filled inner shell and the compounds of these elements are strongly paramagnetic. [59]
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2.3.3 Ferromagnetism

In addition to the preferential alignment of magnetic moment with applied magnetic field

found for paramagnetic materials, additional exchange interactions lead to the preferential

alignment of the magnetic moment between neighbouring atoms. This leads to long range

ordering of the magnetic moments and results in a large spontaneous magnetisation which

can exist in the absence of a magnetic field, this is known as ferromagnetic behaviour.

The relative strength of the exchange interaction to align magnetic moments and the

tendency for thermal motion to randomise the orientation of the magnetic moments is an

important characteristic of ferromagnetic behaviour. At low temperatures the exchange in-

teraction dominates, giving ferromagnetic behaviour but increasing the temperature above

the Curie temperature leads to a transition from a ferromagnetic to paramagnetic state.

The application of a magnetic field acts to align the magnetisation direction of the mo-

ments with the field but can only overcome the effects of the exchange and the thermal energy

by application of a sufficiently large magnetic field. Upon removal of the field, the material

can retain a remanent magnetisation due only to the exchange interactions.

The magnetisation response of a ferromagnetic material to an applied magnetic field is

often plotted as a hysteresis loop, illustrated by the example in figure 2.4. With a sufficiently

strong field, overcoming the thermal and exchange effects, the magnetic moments align uni-

Magnetic field

Magnetisation

MS

Mr

HC

Figure 2.4: Magnetisation as a function of applied field showing a hysteresis loop typical for a
ferromagnetic material. The magnetisation reaches the saturation magnetisation, Ms, at high fields,
retains a remanent magnetisation, Mr, when the field is removed and requires a coercive field, HC ,
to remove the net magnetisation.
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formly with the field in a state known as saturation magnetisation,Ms. As the field is removed

the magnetisation decreases to the remanent magnetisation, Mr, where the exchange acts to

maintain a partial alignment between neighbouring moments even in the absence of applied

magnetic field. Reversing the field results in the rotation of the magnetisation at the coercive

field, Hc, where the effect of the field dominates over the exchange interaction.

This theory for ferromagnetic behaviour was first introduced by Weiss [60] who proposed

the existence of a molecular field that acts to align the magnetic moments with an effective

field given by the magnetisation of the surrounding magnetic moments. The origins of this

molecular field were then explained through a quantum mechanical description of exchange

developed by Dirac in 1923 [61] in a formulation known as the Heisenberg Hamiltonian. [48]

Only very few materials show ferromagnetic behaviour at room temperature, these include

the 3d transition metals iron, cobalt and nickel and the rare earth gadolinium along with some

of their alloys. [59]

One such family of alloys with particular relevance to this thesis are NiFe alloys with

compositions around 50% - 80% Ni which are known as permalloys. At around 50% Ni,

these alloys show the highest saturation magnetisation and as shown in figure 2.2 these have

a vanishing magnetocrystalline anisotropy and magnetostriction towards 80% Ni. [47,62] This

gives them magnetically soft properties with a small coercivity and high permeability where a

large magnetic induction can be achieved for relatively low applied fields. [47,48,59] Permalloy is

technologically important and has widespread applications for electromagnetic applications

such as inductance coils, audio frequency transformer cores and for magnetic shielding. [47]

2.3.4 Antiferromagnetism

The exchange interaction is also an important feature in materials which display antiferro-

magnetic behaviour. Here, the neighbouring atomic magnetic moments display a preference

for antiparallel alignment. The application of a magnetic field leads to a magnetisation in

the direction of the applied field but this is small because the field acts against the effect

of the exchange to remain in antiparallel alignment. A similar critical temperature exists

for antiferromagnets as for ferromagnetic behaviour. Above a critical Néel temperature the

random thermal nature of the atoms overcomes the exchange interaction and results in an

antiferromagnetic to paramagnetic transition.

The underlying theory to explain antiferromagnetism was developed by Néel in a series
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of papers beginning in 1932 [63] based on the Weiss molecular field theorem. Examples of an-

tiferromagnetic elements are limited to just chromium and α-manganese [48] although many

antiferromagnetic ionic compounds have been discovered such as oxides, sulphides, and chlo-

rides. [59]

2.3.5 Ferrimagnetism

The final class of magnetic materials follow ferrimagnetic behaviour which is very similar

to ferromagnetic behaviour. These materials have a positive magnetic moment and exhibits

hysteretic behaviour, becoming saturated at higher fields. They support domains and also

display a temperature dependence with a transition into a paramagnetic state above a Curie

temperature. The difference in behaviour arises due to the molecular structure which incor-

porates ions with differing magnetic moments in a lattice structure. These show preferential

anti-parallel alignment but the moment contributions are different sizes which brings about

the spontaneous magnetisation behaviour. Ferrimagnetism can be thought of as ‘imperfect

antiferromagnetism’ and this theoretical understanding was provided by Néel in 1948. [64]

Ferrimagnetic materials include a divalent metal ion such as Mn, Ni, Fe, Co, Mg, etc.

bound with oxygen atoms. Common examples include iron ferrite or ‘lodestone’, FeO·Fe2O3,

magnetite, Fe3O4 and barium ferrite, BaO·6Fe2O3.

A summary of the various classes of magnetic material is illustrated in figure 2.5. This

shows the alignment between the magnetic moments on a group of neighbouring atoms in

these materials with no applied field. These moments adopt random orientations in the case of

paramagnetic behaviour, and align giving a spontaneous magnetisation in the ferromagnetic

case. Antiferromagnetic behaviour shows the preferential anti-parallel alignment of moments

which is similar to that shown in ferrimagnetism but differs due to the imbalance in magnetic

moments giving a spontaneous magnetisation.

Paramagnetic Ferromagnetic Antiferromagnetic Ferrimagnetic

Figure 2.5: A schematic illustration of the alignment of magnetic moments in paramagnetic,
ferromagnetic, antiferromagnetic and ferrimagnetic materials.
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2.4 Magnetic moment interactions

The various classes of magnetic materials result from the strength of the atomic magnetic

moments and the strength of the interactions between these moments on neighbouring atoms.

The origins of the magnetic moments and a discussion of their strength have been presented

in detail. This section discusses the various interactions between neighbouring atoms in a

material, as well as with external effects such as applied field.

2.4.1 Exchange interaction

The exchange interaction is a very strong localised interaction that acts between neighbouring

magnetic moments in a material. This interaction leads to the spontaneous magnetisation

that occurs in ferromagnetic material.

This interaction originates from a combination of the Pauli exclusion principle; the quan-

tum mechanical interactions between neighbouring spins, and the Coulomb repulsion between

charges. [65] The Pauli exclusion principle limits only one fermion to occupy the same position

in space with the same quantum numbers at the same time. Since electrons are indistinguish-

able fermions they must obey this principle so not all electrons can occupy the ground state

energy and some must occupy higher energy states. The energy increase associated with the

occupation of this higher energy state is known as the exchange energy.

The exchange energy of a magnetic system is calculated from a summation over all pairs of

magnetic moments in the system. The exchange interaction is a very short range interaction

so with increasing separation it very quickly becomes negligible. It is therefore common to

sum over only the nearest neighbouring moments, si and sj in the system:

Eex = −2J
∑

ij

si · sj (2.6)

where J is the exchange integral. In the case of ferromagnetic materials, J is positive re-

sulting in a minimum energy configuration when neighbouring spins have parallel alignment.

This interaction gives rise to the spontaneous alignment of magnetic moments seen in fer-

romagnetic materials. When J is negative, in the case of antiferromagnetic materials, this

leads to the antiparallel alignment of the neighbouring spins.
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2.4.2 Zeeman energy

Magnetic moments also interact with external magnetic fields. This effect is due to the

Zeeman energy which is described by the integral over the volume V of the dot product

between the magnetisation, M , and applied field, H , vectors:

Eze = −µ0

∫

V

M ·H dv. (2.7)

This contribution is scaled with the permeability of free space, µ0, and the energy is reduced

when the magnetisation is aligned with the external magnetic field. This interaction is more

significant for larger fields and vanishes in the case of zero applied field. This explains why

the magnetisation of a system will align with a strong external magnetic field.

2.4.3 Magnetostatic energy

The magnetostatic energy contribution is similar to the Zeeman energy except the field origi-

nates internally from the magnetisation of the system rather than from an externally applied

magnetic field. The source of this field is illustrated schematically in figure 2.6. In figure

2.6(a) a uniformly magnetised rectangular sample has an associated magnetic flux that is

continuous through the sample and in the vacuum surrounding the sample. In figure 2.6(b)

the magnetic fields associated with the same magnetised sample are shown. The magneti-

N

N

N

S

S

S

(a) (b)

Demagnetising field

Stray field

Magnetic flux

Magnetisation

Figure 2.6: A schematic illustration of a) the magnetic flux from a uniformly magnetised sample
and b) the field produced from the magnetic poles on the surface. Note the demagnetising field,
Hd, opposes the magnetisation, M , leading to a reduced magnetic flux, B.

21



Chapter 2. Physical origins of magnetism and its behaviour in nanoscale structures

sation leads to the development of free poles at the ends of the structure which act as a

source of a new magnetic field. This follows the flux (which must be continuous) through the

vacuum but opposes the flux inside the sample showing a discontinuity at the ends of the

structure. The field opposing the magnetisation direction inside the sample is known as the

demagnetising field, Hd.

The energy of this interaction is proportional to the integral over the volume of the sample

of the dot product between the magnetisation and demagnetisation field:

Ems = −1

2
µ0

∫

V

M ·Hd dv (2.8)

This energy is minimised when the magnetic surface charges and hence the stray fields from

the sample are reduced.

2.4.4 Shape Anisotropy

The geometry of a sample has an important effect on the magnetostatic energy of the system.

This is due to the difference in spatial extent of the stray fields which originate from the

free poles on different edges of the sample. For a non-uniform shape, this can give rise

to preferential magnetisation alignment along particular easy axes of a sample due to its

geometry. To align the magnetisation along a corresponding hard axis requires an increase in

energy to overcome the difference in magnetostatic energy between the two axes. This shape

anisotropy is described using a demagnetising factor, N , that relates the demagnetising field,

Hd, to the magnetisation, M , along a given geometrical axis:

Hd = −NM . (2.9)

This factor is determined from the aspect ratio of the structure. In a two dimensional

thin film structure, the axis perpendicular to the thin film is constrained giving it a high

demagnetisation factor, N⊥ ≈ 1, in comparison to the in-plane axes with N‖ ≈ 0. The lower

demagnetisation field for in-plane magnetisation has a lower magnetostatic energy and is

therefore usually the ground state configuration.

Constraining the dimensions further to form a one dimensional nanowire, N‖ to the long

axis remains very small whilst for both of the orthogonal axes N⊥ ≈ 1/2. The magnetic
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easy axis thus aligns the magnetisation along the long axis of the wire so that modifying the

sample geometry gives control over the preferential alignment of the magnetisation. This is

particularly relevant to small scale structures and is used heavily in the control of domain

structure and domain wall propagation as discussed later in this chapter.

2.4.5 Domains in ferromagnetic material

The many different interactions which govern the behaviour of a magnetic system have now

been introduced. Each interaction has associated with it an energy: magnetostatic, Ems,

exchange, Eex, Zeeman, Eze, magnetocrystalline, Emc and magnetostrictive, Eme energies

respectively. The combination of these energies yields the total energy for the system, Etot,

given by:

Etot = Ems + Eex + Eze + Emc + Eme. (2.10)

As each of these energies is affected by the alignment of the magnetic moments, different mag-

netisation orientation arrangements change the energy contributions to the system. This then

has an effect on the total energy of the system and, similar to other physical phenomena, the

equilibrium configuration is one where the total energy is minimised. It is this minimisation

of the energy that gives rise to the interesting behaviour that occurs in magnetic materials.

One of the major competitions between energies in a ferromagnetic material is due to the

exchange and magnetostatic energies. The exchange energy is minimised when neighbouring

moments are aligned, saturating the magnetisation. However, this leads to the generation of

magnetic poles at the edges of the sample generating a large magnetostatic energy contribu-

tion. In this case the total energy can be reduced by creating multiple domains in the system

separated by domain walls.

2.4.6 Introduction of multiple domains to reduce energy

Figure 2.7(a) shows a rectangular structure of magnetic material with low exchange energy at

magnetic saturation but with a large magnetostatic energy from stray magnetic fields. These

stray fields are dramatically reduced in figure 2.7(b) by the formation of two antiparallel

domains separated by a domain wall. In the case of permalloy with no magnetocrystalline

anisotropy, the addition of further closure domains at the end of the structure in figure 2.7(c)

can completely remove these stray fields resulting in zero magnetostatic energy.
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Figure 2.7: A schematic illustration of a magnetic structure showing how stray fields, and hence
magnetostatic energy can be reduced by subdivision of the structure into domains.

The reduction in magnetostatic energy by the introduction of additional domains must

be balanced with the increase in energy associated with the introduction of domain walls

into the system. In the next section the factors affecting the energy of domain walls are

considered and shown to give rise to a selection of different domain wall structures and sizes

depending on the energetics of the system.

2.5 Magnetic domain walls

Domain walls form at the division between two domains of non-parallel magnetisation and

incorporate a spin rotation between these two magnetisation directions. If this rotation

occurs abruptly over one atomic layer, then this will give rise to a very significant exchange

energy contribution associated with the domain wall. The exchange energy is minimised

when the magnetisation rotates over many spins in a wide domain wall giving a small angle

between adjacent spins. However, such alignments would increase the anisotropy energy as

it would include many spins not aligned along an anisotropy easy axis. It is the competition

between energies that determines a domain walls internal structure. These structures are

considered here using simplistic analytical models and later they are discussed further using

micromagnetic models of domain walls.

24



Chapter 2. Physical origins of magnetism and its behaviour in nanoscale structures

2.5.1 Width of Bloch type domain walls

Considering first domain walls in bulk material where magnetisation direction is dominated by

the magnetocrystalline anisotropy of the material. In these materials a Bloch wall separating

two magnetic domains comprises of a 180◦ rotation of the magnetisation distributed over

N atomic planes. With a lattice parameter, a, adjacent spins differ by an angle of π/Na.

Assuming a strong exchange interaction, the angle between neighbouring spins is small, so

the exchange energy contribution from equation 2.6 gives an energy density per unit area of

the domain wall as: [48]

σex = JS2 π2

Na2
(2.11)

where J is the exchange integral and S the magnitude of the spins. The exchange energy

density can be reduced by distributing the rotation over a greater number of atomic planes.

However, this leads to a corresponding increase in the anisotropy energy, which increases

with N as: [48]

σK = K1Na (2.12)

with the anisotropy constant, K1. Combining the exchange and anisotropy contributions,

the total energy density becomes: [48]

σBloch =
JS2

N

(π

a

)2

+K1Na. (2.13)

An increase in the domain wall width over a greater number of spins, N , leads to a reduction

in the exchange energy proportional to 1/N , but also causes a corresponding linear increase

in anisotropy energy with N . This combination leads to a total energy density, illustrated

in figure 2.8, which shows a minimum corresponding to a domain wall width, δDW , with the

lowest energy.

The value of N which minimises this expression is found by differentiating equation 2.13

with respect to N and taking the value at N = N0 where:

N0 =

√

JS2

K1

π2

a3
. (2.14)
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Figure 2.8: Variation in energy density with domain wall width, δDW , showing contributions from
exchange energy which favours wide domain walls and magnetocrystalline anisotropy energy which
favours thinner domain walls.

Using the exchange stiffness coefficient, A = JS2/a, the domain wall width becomes: [48]

δBloch = N0a = π

√

A

K1

. (2.15)

The total energy density of a Bloch wall can then be found by substituting this expression

into the total energy density relationship in equation 2.13 to give: [48]

δBloch = 2π
√

AK1. (2.16)

This expression provides a simple relationship between the domain wall width, the ex-

change stiffness and the intrinsic anisotropy of the material. For example, for Fe this analysis

gives the domain wall width as 30 nm and for Ni a value of 72 nm. [59]

This model is based on the assumption that the magnetisation rotates equally over N

atomic planes. This is simplified, and a more detailed model can be obtained by describing

magnetisation rotation by trigonometric functions. [48]

2.5.2 Domain walls in thin films

Analysis of the Bloch domain wall in bulk material ignores the effect of the magnetostatic

energy from the wall itself. This is reasonable when the wall is far from the edges of the

sample, however, in thin films, magnetic poles on the surface resulting from the domain wall
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give rise to a magnetostatic energy contribution that cannot be neglected. When this magne-

tostatic energy dominates, another lower energy micromagnetic rearrangement occurs. Here,

magnetisation rotation takes place within the plane of the thin film rather than perpendicular

to it as in the case of a Bloch wall. This type of wall is known as a Néel wall and is illustrated

in figure 2.9. The small magnetostatic energy resulting from free poles at the edges of the

domains in figure 2.9(b) is accepted instead of the larger magnetostatic energy associated

with free poles at the surface of the film from the Bloch wall in figure 2.9(a).

This gives a magnetostatic energy contribution, −µ0MS ·HD = 1
2
µ0M

2
S cos

2 θ, where θ

is the angle between the magnetisation and the demagnetisation field. [48] This is combined

with the magnetocrystalline anisotropy term, K1, to give the total energy density: [66]

σNéel = 4

√

AK1 +
1

2
Aµ0M2

S (2.17)

with an associated domain wall width given by: [66]

δNéel = π

√

A

K1

+
2A

µ0M2
S

. (2.18)

In the limit of vanishing magnetocrystalline anisotropy in the case of Ni81Fe19, this domain

wall energy density reduces to
√

8µ0AM2
S.

The energy for both Néel and Bloch domain walls are compared in figure 2.10 as a function

of film thickness. With decreasing film thickness the Néel wall has a decreasing energy density

becoming favourable over Bloch walls for films thinner than 50 - 60 nm for many thin film

materials. [48] Below this thickness the Néel wall also shows a dramatic increase in width due

to the larger spatial extent for spins rotating in the plane of the film.

These analytical models allow for a substantial discussion about the properties of magnetic

domain walls, but they are based on assumptions such as a constant magnetisation rotation

Bloch wall Néel wall(a) (b)

Figure 2.9: Magnetisation rotation direction in a) Bloch and b) Néel domain wall, showing the
greater surface charges present for Bloch walls in thin films.
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Figure 2.10: The a) energy density and b) width of Bloch and Néel walls calculated as a function of
thin film thickness for a film with Ms = 800×103 A/m, A = 10×10−12 J/m and K = 100 J/m3. [48]

over a domain wall width which is a simplification. To progress further, a more detailed

model is required giving a micromagnetic understanding of the domain walls. This theory

is introduced next, and later used to explain further relationships between the domain walls

and geometrical structuring of the material.

2.6 Micromagnetic understanding of magnetic

materials

The current understanding of ferromagnetic materials is based on the net effect of multiple

magnetic moments which combine to form domains of uniform magnetisation alignment.

These domains are separated by domain walls over which the magnetisation rotation between

adjoining domains takes place. The size and structure of these domain walls is determined

from the competition between the various physical processes previously discussed and the

study of these domain walls is of great importance. Further analysis of these domain walls

requires the study of the magnetisation on a length scale that lies between that of domains

and atomic scale. This intermediate scale is considered by micromagnetic theories developed

by Brown [67] where the analysis is small enough to show details about domains and domain

walls, whilst big enough to allow a single magnetisation vector to represent several atomic

magnetic moments. [67]

Neighbouring spins have an alignment that is dominated by the exchange interaction.
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This means the magnetisation vector, M , can be approximated as a continuous function of

position. The continuous variation of M with position can be through a large angle on a

scale comparable with domains which would indicate domain walls, alternatively the rotation

of M can be more gradual giving a gradual variation of M across the sample.

Viewing the magnetisation as a continuously varying quantity allows an integral over the

volume of a material to be performed where calculus techniques become applicable. [67] This

supersedes the previous sum over many lattice points that would have to be performed for a

atomic scale model. Although it may be possible to derive formalised energy contributions

from individual atoms in a lattice, the combination of these expressions for many atoms into

any usable form is unrealistic for a generalised micromagnetic problem. [67]

Early micromagnetic work described only the simplest problems where it was possible to

solve the integrals involved with the energy by reasonable numerical techniques. However

for any generalised problem these integrals can become impossible to solve mathematically.

Recent advances in computing power have given rise to simulation packages which can solve

these integrals using Monte Carlo techniques which makes the computation of micromagnetics

feasible. The techniques involved in using simulations to solve micromagnetic problems are

described in chapter 4. Following the modelling described in chapter 5 the results from

these models are presented in chapters 8 and 9; these are useful for the interpretation of

magnetisation processes that occur in thin film and nanoscale structures studied here.

2.6.1 Modelling precession and damping with the Landau-Lifshitz-

Gilbert equation

In the micromagnetic description of a magnetic structure, the various different energetic

contributions responsible for the magnetic properties are combined to form an effective field,

Heff defined as: [68]

Heff = − 1

µ0

∂E

∂M
. (2.19)

This depends on the variation of the average energy density, E, with magnetisation, M ,

from Brown’s equations [67], and represents the combined effects of exchange, anisotropy,

demagnetisation and applied field in a single expression.

The minimum energy, and hence ground state of a system is therefore dependent on the

magnetisation configuration. This is given by the time dependent Landau-Lifshitz ordinary
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differential equation (ODE), [69] reformulated by Gilbert to form the Landau-Lifshitz-Gilbert

equation [70] which is expressed as:

dM

dt
= −|γ0|M ×Heff +

α

Ms

(

M × dM

dt

)

. (2.20)

This equation describes how the magnetisation,M evolves in time, t, in an effective field,Heff

based on two material parameters: γ0, the gyromagnetic ratio and α, the Gilbert damping

parameter.

In this equation, M×Heff describes the precession of the magnetisation about the effective

field axis and M × dM
dt

describes the damping of the magnetisation which acts to align the

magnetisation with the effective field. These effects are both illustrated in figure 2.11 and

have relative strengths governed by their coefficients: the gyromagnetic ratio, γ0 and the

Gilbert damping parameter, α respectively.

Damping can be described by the coupling of the magnetisation with a thermal bath, al-

lowing for dissipation of magnetic energy. [71] A more complete understanding lies within the

quantum mechanical description of the spin primarily responsible for the magnetic moment,

however, this concept is not well understood. [72] Suggestions of physical mechanisms include

weak coupling of the magnetic moments to lattice vibrations [73,74] or spin-orbit coupling with

electrons near the Fermi level. [75] For the purposes of micromagnetic analysis, it is adequate

to combine these effects in the simple parameter α, which provides a phenomenological de-

scription of the approach to equilibrium configuration. [76]

Measurements for Ni81Fe19 films report a range of different measured values from α =

0.008 [71,77] to α = 0.013. [78] The range in observations is due in part to the difficulty in

H
eff

M

H
eff

M

precession 

and damping

precession

(b)(a)

Figure 2.11: Motion of the magnetisation vector around an effective field governed by a) preces-
sional torque and b) damping effects.
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its experimental determination. One technique used to measure this parameter is known

as ferromagnetic resonance (FMR), which is based on measurements of the linewidth of the

resonance using small driving fields at the precessional frequency of the system. The linewidth

is affected by additional effects due to an imperfect alignment between magnetisation and

applied field, which acts as a large source of error in these measurements. [71]

The damping in Ni81Fe19 is found to increase when doping with other transition met-

als [71] and is also sensitive to the microstructure of the prepared sample. [79] Again, for the

purposes of the micromagnetic modelling the damping parameter, α, is thought of as a single

phenomenological constant combining several complex damping effects. [67]

2.6.2 Effect of temperature on micromagnetic simulations

Micromagnetic analysis is fundamentally a zero-temperature formalism. It assumes a fixed

magnetisation density where each atom has the value of saturation magnetisation, Ms, and

the effects of thermal fluctuations are not incorporated into the LLG equation upon which

the energy minimisation is based. [80]

Some approaches have been developed to incorporate the effect of finite-temperature into

micromagnetic models. A popular method is to introduce irregular fluctuating fields imitating

the stochastic influence of temperature on the model. [68] These fluctuations are such that they

have a Gaussian profile for which the time-averaged field is zero.

2.6.3 Length scales in micromagnetic simulations

Critical to the validity of the micromagnetic model is the size of the volume element in which

uniform magnetisation can be assumed. This scale can be larger than the atomic structuring

in the material but must be less than the length scale of domains and domain walls.

Larger cells reduce the complexity of a micromagnetic model but, beyond the scale of

domains and domain walls, would lead to simplifications at the expense of the physical insight

to be gained by the model. This key length scale is governed by the exchange length of a

material, the length over which the exchange interaction acts to keep neighbouring moments

aligned essentially parallel.
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The exchange length is given by: [81]

Λ =

√

2A

µ0M2
s

, (2.21)

Using the parameters for Ni80Fe20: the saturation magnetisation, Ms = 860 × 103 A/m, [62]

and exchange stiffness, A = 13 × 10−12 J/m [48] yields an exchange length of Λ = 5 nm for

Ni80Fe20.
[82] Therefore a cell size of 5 nm is typically chosen to give a good representation of

the magnetic behaviour of permalloy samples.

To solve a micromagnetic problem, the volume of a structure such as the planar nanowire

illustrated in figure 2.12 is divided into cells. In this case a regular array of cubic cells fill the

volume and each is assigned a spin to represent the net spin of the atoms within the volume

of that cell. Further practical consideration of the division of a more generalised sample into

cells will be discussed further in chapter 4.

2.7 Micromagnetic understanding of domain walls

The micromagnetic framework allows for a more realistic explanation of domain wall physics

based on the minimisation of the energy from interactions between many spins in the system.

A further in-depth discussion of the domain walls is based on this theory, in particular, look-

ing at the domain wall structure in geometrically structured materials. The micromagnetic

understanding also allows for a discussion of domain wall motion and dynamic properties as

well as the effect of local features on the domain wall energy leading to the understanding of

domain wall pinning that is difficult to explore experimentally.

length

thickness

width

cell size

Figure 2.12: Division of a micromagnetic problem into cells. Each cell is assigned a spin vector
representing the average magnetic moment of the atoms within the cell.
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2.7.1 Domain walls in planar nanowires

Previously, Néel type domain walls were found to be preferable in thin film magnetic ma-

terials. Further constraining the material in two dimensions gives rise to planar nanowire

structures defined by their width, w, usually of the order of hundreds of nanometres and

their thickness, d of the order of tens of nanometres. Nanowires are typically micrometres in

length, much greater than the size of a domain wall so this is less significant in determining

their structure.

Ni80Fe20 nanowires have negligible magnetocrystalline or magnetostrictive anisotropy so

the magnetisation direction is governed by the shape anisotropy. Magnetostatic energy

favours states of flux closure but as sample dimensions are reduced, domain walls occupy

an increasing proportion of the structure giving increasing significance to the exchange en-

ergy. Below certain dimensions the exchange energy cost to support a domain wall becomes

greater than the magnetostatic energy advantage from the presence of multiple domains, so

the lowest energy configuration becomes one supporting just a single domain aligned with

the nanowires long axis due to shape anisotropy. [65,83]

As nanowires are thin, Néel domain walls are expected which have a simple structure of

spins which rotate largely in-plane and traverse the wire width. Different forms of in-plane

magnetisation rotation give rise to vortex, symmetric or asymmetric transverse domain wall

structures, as illustrated in figure 2.13.

The transverse wall (figure 2.13(a)) shows a triangular arrangement of spins with non-

zero magnetisation perpendicular to the wire axis with, in this case, a wider structure at

the top edge than the bottom. With increasing wire width this asymmetry becomes more

prominent bringing about an increase in magnetostatic energy due to the free poles on the

nanowire edge. Wider wires allow a rearrangement of the spin structure to an asymmetric

transverse wall (figure 2.13(b)) and then to a vortex wall (figure 2.13(c)) where the larger

cross section allows for an in-plane flux closure structure to develop with just a localised core

Figure 2.13: Micromagnetic simulations showing a) symmetric transverse, b) asymmetric trans-
verse and c) vortex type domain wall structures in a 150 nm wide, 10 nm thick permalloy wire.
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with out-of-plane magnetisation. [84] The reduction in magnetostatic energy outweighs the

increase in exchange energy, and as a result the vortex wall becomes energetically favourable

in wider wires whilst transverse walls are stable with lower energy in thinner wires.

A phase diagram of the stable domain wall structures in a permalloy nanowire of width, w,

and thickness, d, developed by McMichael and Donahue [84] and later improved by Nakatani [12]

to include asymmetric domain walls is shown in figure 2.14. This phase diagram shows that

for large cross sectional areas, vortex walls are expected whilst transverse wall structures

are more energetically favourable in wires with smaller cross sectional area. The transition

between these structures occurs at wd = (60 ± 2)Λ2 and is first order, where the energy

must overcome an energy barrier for the transition to occur. This allows both structures

to be metastable outside of their region of stability. [85] The transition between asymmetric

and symmetric transverse wall structures is second order, so structures cannot be separated

under a field. [12]

The wall width, δDW , can be approximated by δDW ≈ w/π for symmetric transverse

walls and δDW = 3w/4 for vortex walls, [12] showing a linear increase with wire width that

is more pronounced for vortex walls. Both of these structures show little dependence on the

nanowire thickness but for asymmetric transverse walls δDW increases with nanowire width

and thickness.

The illustrations of domain walls in figure 2.13 separate two domains with magnetisation

directed towards the domain wall, known as head-to-head domain walls. Corresponding tail-

to-tail domain walls have inverted magnetisation but have similar properties. Domain wall
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Figure 2.14: Phase diagram showing stable domain wall structures in a NiFe nanowire of thickness,
d, and width, w. [12]
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structures also have chirality depending on the orientation of the perpendicular magnetisation

component of a transverse wall. In vortex walls a four-fold chirality exists depending on

the direction of the out-of-plane component of the vortex core combined with the winding

direction of the magnetisation.

2.8 Domain wall pinning

In addition to the extended structure of a nanowire, further modifications of the energy

landscape can be achieved by the introduction of localised features within the nanowire

design. This can be used to artificially introduce pinning sites to investigate domain wall

pinning. A greater understanding of this is important, in some cases unwanted pinning

hinders domain wall motion and is avoidable and in other cases it is very important for the

control over the positioning of domain walls.

Domain wall pinning originates due to the stray fields from domain walls which interact

with defects in the material leading to variations in the energy landscape of the wire. This

can lower the domain wall energy at a particular location or present a potential barrier

which needs to be overcome and both of these effects can result in domain wall pinning. [86,87]

Pinning occurs naturally from roughness or defects in the material but can also be introduced

artificially for control over the positions of domain walls in domain wall devices.

2.8.1 Pinning by structural defects

A defect such as a non-magnetic inclusion eliminates the need for a change in magnetisation

over the defect. A domain wall over this defect has a reduced volume giving it a lower energy

which acts to pin the domain wall. A magnetic defect presents a barrier for the domain wall

as it takes a larger energy to rotate the magnetisation within the defect.

Defects can be divided into two regimes depending on the relative size of the defect, D,

in comparison with the domain wall, δDW . For sharp transitions between the material and

defect parameters the model developed by Friedberg and Paul [88] and later refined by Paul [89]

gives the reduced coercivity as:

hc =
HcM1

K1

(2.22)

which increases in proportion with the magnetisation, M1, and inversely with the anisotropy
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constant, K1, in the crystal lattice. Here the subscript 1 denotes the parameters of the crystal

lattice whilst 2 represents the differing values for the defect.

The reduced coercivity is found in terms of the following dimensionless parameters:

F = A2M2/A1M1, representing the saturation magnetisation of defect, E = A2K2/A1K1,

representing the anisotropy of the defect, δDW =
√

A2/K2, the domain wall width in the

defect and w = D/δDW the ratio of the defect size to the domain wall width.

This theory gives a linear increase in coercivity as Hc ∼ D/δDW for D ≪ δDW explained

as the defect fills a greater proportion of the domain wall width leading to a greater reduction

in local energy and hence a greater pinning effect. [48] For D > δDW the coercivity saturates

at a value determined by the difference between defect and matrix anisotropy. [89]

An alternative model for D > δDW exists for the case of a fuzzy defect experiencing a

gradual change in magnetic properties between the material and the defect. [90] Here, the

coercivity: [48]

Hc ≈
2Ha

π

δDW

D

[

∆A

A
+

∆K

K
+

3

2

λs∆σ

K

]

(2.23)

scales as δDW/D multiplied by terms representing fluctuations in the exchange stiffness,

anisotropy and magnetoelastic anisotropy in the defect and gives a decrease in coercivity

when D > δDW .

Figure 2.15 illustrates this behaviour based on the relative size of a defect and the domain

wall. The linear increase of coercivity as Hc ∼ D/δDW for D ≪ δDW can be compared with

the saturated coercivity for the larger defect case and with the reduction as HC ∼ δDW/D
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Figure 2.15: Illustration of the variation in coercivity of a domain wall pinned on a defect as a
function of the relative size of the defect, D, and domain wall, δDW .
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for the fuzzy defect case.

In materials sharp defects commonly result from grain boundaries and dislocations. Fuzzy

defects result from strain, diffusion or composition fluctuations within a material.

2.8.2 Pinning by geometrical features

In nanowires, non-magnetic defects can be introduced artificially by the omission of magnetic

material in the form of a notch. Magnetic defects can also take the form of an inclusion of

additional magnetic material as anti-notches in a nanowire geometry. [91,92] The engineering

of these structures is easily achieved using lithographic techniques giving control through the

geometrical size and shape of the features [11] along with the combination of multiple features

to form constrictions [9,10] and allow for greater control over the de-pinning field.

The micromagnetic structure of a domain wall, in addition to the notch/anti-notch ge-

ometry, has a large influence on the pinning potential. This has led to the design of notches

for pinning different domain wall structures [93,94] including differential pinning potentials

between head-to-head and tail-to-tail domain wall varieties [95] and domain wall chirality sen-

sitive pinning. [14,96]

The combined understanding of domain wall structure and nanowire geometry allows

for the manipulation of domain walls through in potential devices. These include domain

wall diode structures requiring a higher de-pinning field in one direction than the other ef-

fectively only allowing the propagation in one direction. This is demonstrated both with

micromagnetic simulations [14] and experimental results [13,17] with a single feature, whilst

ratchet behaviour is displayed with multiple asymmetric anti-notches along a nanowire ge-

ometry. [15,16,97]

2.8.3 Pinning by modified material

A lot of work has been performed on the behaviour of domain wall pinning through the

inclusion of artificial geometrical features for the pinning of domain walls in nanowires. How-

ever, the modification to the magnetic properties of the nanowire by the localised inclusion

of defects is becoming another viable method for domain wall control. The control over the

domain wall properties has been demonstrated in both perpendicular magnetic anisotropy

(PMA) [98] and in-plane anisotropic materials; [99,100] however this area has not been fully ex-
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plored. This is the theme of chapter 8 looking at the use of localised modification of the

magnetic properties in nanowires for the control of domain wall pinning by ion irradiation.

Localised regions of modified magnetic material along a nanowire may also be preferable to

the inclusion of artificial notches for domain wall pinning. The irradiation allows the nanowire

to retain its geometrical structure and this is less likely to modify other properties such as

the electrical resistance along the wire which may be important for device applications.

2.9 Domain wall propagation

The application of magnetic field to domain walls in nanowires, as well as supplying energy

for de-pinning from pinning sites, can provide a driving force for domain wall propagation.

The Zeeman energy from a field along the wire axis favours one domain orientation over the

other. This means that the domain with parallel alignment increases in size at the expense

of the anti-parallel domain effectively moving the domain wall. [20] The spins that make up

a transverse domain wall have a large magnetisation component orthogonal to the nanowire

axis. Under the influence of an applied field along the nanowire axis these spins feel a

torque leading to a rotation of the spins out of the plane of the nanowire. This out of plane

magnetisation component sets up a demagnetising field which also acts on the orthogonal

magnetisation component of the domain wall to provide a torque, rotating the spins in the

direction of the applied field.

These torques set up by the applied field drive the precession of the spins in the material.

This precessional motion is damped by the damping in the material allowing the spins to

ultimately align with the applied field direction. The passage of a domain wall over a section

of a material can then be understood by the increase in the precessional motion of the spins

which then rotate and precess around the new magnetisation direction parallel with the field.

As the domain wall passes these spins are damped to their final state.

The patterning of magnetic material into nanowire structures has enabled experiments

showing the propagation of domain walls under low fields [18,101] where control of the geometry

can be used to guide domain walls around corners [4,5,11,18,19,102] and through tapered wire

sections. [7,102] This level of control is useful for technological applications but an alternative

method of manipulation of domain walls through spin transfer torque (STT) is predicted to

ultimately be more convenient and allow for a greater degree of manipulation over the domain
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walls. [103] However, the theory of field driven domain wall propagation will be discussed here

as this is well established and also more appropriate for experimental investigation.

Domain wall dynamics were first investigated in the Sixtus-Tonks experiments [104,105]

which gave rise to the concept of domain wall mobility, defined as the ratio of the velocity to

applied field. This is useful for describing dynamics at low fields where velocity, v, increases

linearly with field, Hx, due to the Zeeman energy gradient given by:

v =
γ0δDW

α
Hx (2.24)

where γ0 is the gyromagnetic ratio, δDW , the domain wall width and α, the Gilbert damping

parameter. [106] Figure 2.16(a) demonstrates this linear increase in domain wall displacement

with time for 4 Oe and 10 Oe driving fields giving rise to a velocity with a linear dependence

on field shown for low fields in figure 2.16(b).

2.9.1 Walker breakdown in domain wall propagation

A further increase in field beyond the Walker field leads to the onset of Walker breakdown

where a dramatic change in domain wall dynamics occurs resulting in a rapid decrease in time-

averaged domain wall velocity. This is predicted from the dynamic solution to the 1D Bloch

wall equation by Walker [21] and is caused by a limit imposed by the precessional frequency of
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Figure 2.16: Propagation of a transverse domain wall in a 250 nm wide 5 nm thick NiFe nanowire
at fields above and below the Walker field. a) The domain wall displacement shows a change from
linear to periodic motion b) giving an average velocity with a dramatic reduction at the Walker
field.
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the spins where the rotation rate of the spins cannot maintain the fast domain wall velocity.

This phenomenon has been confirmed experimentally in many structures including NiFe

nanowires. [20]

Micromagnetic analysis shows that during Walker breakdown, the internal structure of the

domain wall undergoes periodic oscillation between a transverse wall structure and antivortex

core structures. The fast transverse walls are interrupted by the nucleation and slow traverse

of the wire width, by the antivortex structure which even includes a phase of retrograde wall

motion. The periodic nature of the wall propagation and retrograde motion is shown in figure

2.16(a) for the 14 Oe and 20 Oe driving fields giving a dramatically reduced domain wall

mobility in comparison to the mobility below the Walker field shown in figure 2.16(b).

The physical mechanism for this change in behaviour originates from the pinching end of

the ‘V’ shaped transverse wall structure where the rapid rotation of the spins required for

the domain wall motion exceeds the precessional frequency of the spins in the material. This

results in the incomplete switching of spins at the nanowire edge and hence the pinching end

of the transverse domain wall moves into the wall in the form of an antivortex core. This

has an out-of-plane Mz component and winding direction governed by the precession of the

magnetisation around the applied field. [107]

The dynamic Slonczewski equations [66] can be used to model the 1D domain wall motion

and give the Walker field as:

HW =
αHK

2
(2.25)

based on the damping parameter, α, and transverse anisotropy, HK . One can also find the

Walker velocity:

vW =
γ0δDW

α
HW =

γ0δDW

2
HK (2.26)

which depends on the gyromagnetic ratio, γ0, the domain wall width, δDW , but not on α. [107]

2.9.2 Walker breakdown suppression

Surprisingly, nanowires with rough edges show improved domain wall dynamics where high

mobility is found beyond the Walker field. [82,108] Micromagnetic analysis shows the regions

of high Mz develop but then dissipate with the emission of waves in magnetisation before

the creation of a full antivortex core is completed. [82] Turbulence due to a system of fine

amplitude interacting spin waves are left in the wake of the propagating domain wall as it
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interacts with many roughness facets. This can be interpreted as allowing a new energy

dissipation channel to be opened up in Thiele’s formula. [109]

By the very nature of edge roughness, it is hard to control, so other methods for preventing

the formation of the antivortex core have been explored. The application of a transverse

field to a nanowire provides Zeeman energy which maintains the spins in the ‘V’ shaped

transverse wall configuration. [106] The nucleation of the antivortex core is then suppressed

up until a higher energy. The application of external quasi-static perpendicular fields [110] or

oscillating axial fields [111] also have a similar effect maintaining the transverse wall structure.

As an alternative to external fields modified structures including magnetic underlayers [112] or

lateral comb structures [113] incorporated into the nanowire design also show the suppression

of Walker breakdown from intrinsically supplied field.

2.10 Injecting domain walls into nanowires

In order to study the properties of domain walls in nanowires, techniques for the nucleation

and injection of the domain walls into the nanowires are important. To understand these

techniques, it is best to start with an understanding of domain wall nucleation in larger scale

materials. For a domain wall to nucleate, the spins in a region of the material need to rotate

which can be achieved through the application of a magnetic field leading to an increase in

the Zeeman energy. Once this field overcomes an energy barrier associated with the spin

rotation, the domain wall can nucleate. Normally this effect occurs near defects or as a

result of edge or surface roughness in a structure due to the localised magnetostatic energy of

the defect. [114] This additional energy allows the energy barrier to be overcome at a reduced

applied field where the defect or edge roughness becomes the nucleation point in the system.

For experiments on domain walls, control over the nucleation process is desirable. Here,

two different techniques were adopted for the nucleation of domain walls at low fields. These

include the geometrical patterning of a nucleation pad onto a nanowire structure and the

addition of a stripline for applying localised pulsed magnetic fields.

For completeness, a further domain wall injection technique can be achieved through the

localised ion beam irradiation of PMA material. [115,116] This is a popular technique in these

materials due to the rotation of the anisotropy, however permalloy has in-plane anisotropy

so this is not a suitable method for the nucleation of the domain walls in this investigation.
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2.10.1 Nucleation pad domain wall injection

Nanowires have a high aspect ratio with strong shape anisotropy aligning the spins along

the wire axis and high coercive field is required to overcome this anisotropy to switch the

magnetisation. In comparison, a wider structure has much less shape anisotropy and will

therefore switch at a lower field. A wide pad structure can be included on the end of a

nanowire to create a structure that displays a combination of both of these properties. The

nucleation of a reverse domain and domain wall occurs at a relatively low field, governed

by the large size and reduced aspect ratio of the nucleation pad, and domain walls can

be investigated in the nanowire, as the pad is connected to the wire. This approach gives

control over the nucleation location and propagation direction in the structure. [1,117] Likewise,

a thinner structure such as a tapered end reduces the chance of nucleation. It is common to

include both structures, one on each end of a nanowire, for domain wall experiments.

Figure 2.17 shows a nanowire geometry including a nucleation pad and tapered end for the

nucleation and injection of a domain wall from the left hand end of the nanowire. Propagation

along the wire continues with the driving force of the applied field until annihilation of the

domain wall occurs at the tapered end of the wire after the successful switching.

This technique allows domain wall dynamics to be investigated at fields above the injection

field with control over the nucleation position and therefore propagation direction. Careful

design of the nucleation pad and applied field sequence can also give control over the domain

wall type and chirality that is injected into the wire. [94]

The limitations of this technique are that domain walls in the nanowires can only be

investigated at fields greater than the injection field of the pad. Some approaches have

adopted complex bent structures to separate the injection field from the propagation field. [18]

This methodology means that an additional transverse field component is also present during

the measurements which may have other undesired effects on the results.

Nucleation pad Nanowire Tapered end

Figure 2.17: The inclusion of a wider nucleation pad onto a nanowire structure for the injection
of domain walls into the nanowire. The tapered end restricts nucleation at that end allowing the
propagation direction to be controlled.
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2.10.2 Localised pulsed field domain wall injection

Another technique for the nucleation of domain walls is through the application of a localised

pulsed field to overcome the coercivity of the wire in a specific location along the nanowire.

This is performed by passing a pulsed current through a conductor, perpendicular to the

nanowire. [10] The schematic in figure 2.18 shows the typical arrangement of a nanowire with

a stripline injection circuit.

The field generated from a stripline nucleates a reversed domain and pair of domain walls

at the intersection point with no limits on additional bias fields as in the nucleation pad case.

There is also the added advantage that the nucleation process can be triggered electronically

allowing it to be synchronised with other field sequences allowing for many complex dynamic

domain wall experiments which are not possible with nucleation pads. [118,119] This technique

also gives more control over the injection as it can be separated from the domain wall propaga-

tion therefore allowing the injection of multiple domain walls into a nanowire. [120] The choice

of pulsed field amplitude, pulse length and current direction even allows for a choice of domain

wall structure rather than relying on device geometry during the fabrication stages. [121]

This technique comes at the price of a more complex sample fabrication process requiring

multiple lithographic steps (discussed further in chapter 3). The experimental protocol is

also more involved requiring electrical connection to the sample and synchronisation between

pulsed fields and external bias fields. In this thesis both domain wall injection techniques

will be adopted. Initially the nucleation pad injection technique can give a basic domain wall

injection scheme but the requirements for domain walls at low bias fields led towards the use

of the pulsed injection technique too.

Nanowire Tapered endTapered end Stripline

Figure 2.18: Schematic illustration of a domain wall injection stripline carrying a current pulse
perpendicular to a magnetic nanowire for the nucleation of a domain wall at the intersection point.
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Chapter 3

Preparation and patterning of thin

ferromagnetic films and

nanostructures

3.1 Introduction

This chapter considers the processes involved with the fabrication of thin-film magnetic sam-

ples, including their growth and the effect of ion irradiation on their structural and magnetic

properties. This is combined with further patterning techniques to explain the process for

fabricating the magnetic structures and devices that were introduced in chapter 2.

Material properties such as crystal structure and defects are also introduced with emphasis

on thin film materials. Techniques for the growth of thin films are discussed, in particular

growth by thermal evaporation as this method was used extensively in this investigation.

Modifications to the structure of the thin films following ion irradiation are discussed in

some detail as this is key to this thesis. This includes the ion implantation and the sputtering

of material from the sample surface at high doses, but more relevantly, the intermixing at

the interfaces in multilayered structures. The modifications to the magnetic properties of

the sample are discussed in relation to the changes to the sample structure as a function of

irradiation dose.

The patterning capabilities of the dual ion and electron-beam system, which allow for the

fabrication and modification of nanostructured samples are then described. These give control

over the magnetic properties of nanostructures, both via their shape anisotropy (chapter 2)
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and through the modification of the magnetic properties of the material.

3.2 Structural background to materials

This section describes the theoretical background governing the structure that is formed from

the arrangement of many atoms when they combine to form materials. This structure, along

with the defects occurring within the structure, has a major influence upon the physical

properties of the material.

3.2.1 Crystalline structure of materials

When atoms combine together to form materials, a crystalline arrangement is common where

a repeating basis is arranged in a regular lattice structure. There are 14 different lattice

structures but only the simple cubic (sc), body-centred cubic (bcc) and face-centred cubic

(fcc) lattice structures are relevant to this investigation. The unit cell representing the

smallest repeat unit of the lattice is illustrated in figure 3.1.

These unit cells have a spacing known as the lattice parameter, d. For Ni, Fe and Au

the crystal structures are fcc, bcc and fcc with lattice parameters 3.52 Å, 2.87 Å and 4.08 Å

respectively. [122] In NiFe alloys the crystal structure is bcc for Ni content below 30%. For

higher compositions there is a phase transition to a fcc structure [48] which represents the

alloy compositions of interest, in the range Ni81Fe19
[123] where the lattice parameter decreases

with increasing Ni content. [124] An ordered state, FeNi3, also exists; however the magnetic

properties of this alloy are inferior to the disordered alloy. Luckily this has a slow ordering

time and can be avoided with a reasonable cooling rate to avoid crystallisation.

(c)(b)(a)

d

Figure 3.1: Unit cell of a a) simple cubic (sc), b) body-centred cubic (bcc) e.g. Fe and c) face-
centred cubic (fcc) e.g. Au, Ni, NiFe lattice structure with lattice parameter, d.
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3.2.2 Crystal defects

Materials rarely form single crystals with perfect crystalline arrangement and it is common for

most materials to contain crystal defects, which have a large influence upon the macroscopic

properties of the material.

A crystalline structure that grows from multiple nucleation sites will form regions with

the same crystal structure but each is likely to have a different orientation of the crystal axes.

This results in crystallite grains separated by grain boundaries as illustrated in figure 3.2(a).

Polycrystalline material results from a high density of initial nucleation sites, while reducing

the number of nucleation sites results in fewer, larger grains.

Defects also form at the interface between two layers with different lattice parameters

and this is known as lattice mismatch. This can lead to elastic compression or expansion of

the unit cell (figure 3.2(b)), or, if the mismatch is too great, the energy associated with the

deformation exceeds an energy barrier and formation of a dislocation defect occurs. In this

case the lattice returns to its original size and dislocation defects are introduced where an

atomic plane is skipped (figure 3.2(c)).

The addition or omission of a single atom from a crystal structure is known as a point

defect of which there are several variations as illustrated in figure 3.3. Vacancy defects occur

when an atom is omitted from the crystal, and interstitial defects occur when an extra atom

of the same kind is present in the crystal. If a crystal is doped with a different element

this is known as a substitutional defect. This distorts the lattice spacing depending upon the

relative size of the defect and matrix.

(b) (c)(a)

Figure 3.2: a) Grains of crystalline material separated by grain boundaries and lattice mismatch
at an interface causing b) elastic deformation and c) the inclusion of a dislocation defect.
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(a) (b) (c) (d)

Figure 3.3: Types of point defects in a crystal structure: a) vacancy defect, b) interstitial defect,
and substitutional defects with c) smaller and d) larger atoms.

3.3 Growth of thin film magnetic materials

This section describes the different growth modes that can occur during the growth of metallic

thin films. These are typically grown on a substrate by either sputtering or thermal evap-

oration techniques where the source material is gradually added to the substrate increasing

the layer thickness.

3.3.1 Thin film growth modes

When material from a vapour-phase source reaches a substrate it becomes adsorbed onto the

surface and remains attached to the surface either by physical Van-der Waals forces or more

strongly if chemical bonding occurs with the substrate. If the energy of the adatom exceeds

the adatom-surface binding energy, the adatom is free to move around the sample surface or

even leave the surface.

There are different modes of material growth, illustrated in figure 3.4, that depend upon

(a) Frank-Van der Merwe growth

(c) Stranski-Krastanov growth

(b) Volmer-Weber growth

(a) Frank-Van der Merwe growth

(c) Stranski-Krastanov growth

(b) Volmer-Weber growth

Figure 3.4: Thin film growth depends on the relative strength between adatom-adatom and
adatom-surface binding energies. This gives rise to different growth modes known as a) Frank-van
der Merwe growth, b) Volmer-Weber growth and c) Stranski-Krastanov growth.
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the relative strength of the adatom-adatom and adatom-surface binding energies. [125] When

the adatom-substrate system is more strongly bound than the adatom-adatom system, the

deposition tends to form continuous epitaxial layers in a process known as Frank-Van der

Merwe or layer-by-layer growth. In the opposite case where adatom-adatom binding domi-

nates, then the growth of islands and droplets of material is favoured for energy minimisation.

This mode is known as Volmer-Weber or island growth. Stranski-Krastanov growth is an-

other mode where initially Frank-van der Merwe growth takes place up to a critical thickness

where strain in the layer results in a change to Volmer-Weber type island growth.

For NiFe films on Si or SiO2 Frank-Van der Merwe growth is expected, [123] but for Au it

is possible that Volmer-Weber growth will dominate. [126] Weak bonding between Au and the

substrate also means that an adhesive layer, such as ≈ 3 nm Cr, is required before each Au

deposition.

3.3.2 Thin film deposition by thermal evaporation

In this investigation, the thin magnetic films were grown using the thermal evaporation

technique that was first used for NiFe films by Blois. [127] Material is heated by passing a

DC current through a resistive crucible until the material melts and begins to evaporate at

a constant rate. In high vacuum the material travels ballistically to a substrate where it is

then adsorbed onto the substrate, forming a layer of the source material. For metals and

alloys, these layers are typically polycrystalline with a grain size of the order of 10 nm [128]

and films can be grown with a thickness from nanometres to micrometres.

For thermal evaporation, source material must melt at a reasonable temperature and

maintain a reasonable partial vapour which explains why this technique is good for metals but

more complex for insulators with higher melting temperatures. For alloyed source materials

there may be a differential evaporation rate between the components, but for the case of NiFe

the change in composition is small. [127] Therefore the thin film composition can be chosen

using the appropriate source alloy mixture.

To produce high quality films, the evaporation must be performed in a good vacuum to

reduce film contamination and oxidation, which may otherwise result in defects in the film

during deposition. It is common to bake out the crucibles and chamber prior to deposition

to allow contaminants adsorbed onto the source material and gases diffused in the chamber

structure an opportunity to diffuse out.
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With a multi-source system it is possible to fabricate devices with different layers by heat-

ing different sources in turn or by co-evaporation to create alloys. This allows multilayered

structures to be created with high quality interfaces since the sample remains under vacuum

for the whole growth.

A simple way to introduce lateral patterning is to perform thermal evaporation through

a shadow mask, shielding regions of the substrate to leave deposited material only on the

exposed regions. This is a relatively simple technique which is good for large structures as it

produces structures the same size as the mask, although the patterning resolution is limited

by machining capabilities when creating the mask; here features down to ≈ 0.1 − 0.5 mm

have been produced. To achieve even smaller feature sizes, patterning with electron beam

lithography has been performed: this is discussed in more detail in section 3.7.

3.4 Ion - solid interactions

Now that the basics of material structure have been established, this section describes the

physical background behind the processes involved as an energetic ion is incident on a target

material. There are three main processes: ion implantation, sputtering and intermixing,

all of which are illustrated schematically in figure 3.5 and discussed in detail below. These

processes are all characterised in terms of the irradiation dose, which is a measure of the

Backscattered ions

Sputtered atoms

Secondary electrons

Primary ions

X-rays

Sputtering

Ion implantation

Intermixing

Figure 3.5: Illustration of the physical processes resulting from energetic ion irradiation on a
bilayer sample including sputtering, intermixing and implantation. Various backscattered ions,
sputtered atoms, secondary electrons and x-rays are also emitted into the vacuum as a result of the
irradiation.
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number of incident ions per unit area of the irradiated sample and which is expressed with

the units Ga+/cm2 throughout this thesis.

3.4.1 Irradiation induced ion implantation

The implantation of ions can lead to structural changes in the sample due to both physical

and chemical processes. Physical changes result from the inclusion of defects in the sample

lattice which generates regions of local stress due to the dissimilar atomic size. Chemical

effects may also take place if the implanted ion forms chemical bonds in the lattice to make

an alloy.

The degree of implantation can be formulated by considering energetic incident ions that

are scattered by atoms in the sample, reducing their energy and modifying their initial tra-

jectory. After multiple scattering events the ions may return to the vacuum as backscattered

ions or come to rest within the sample as implanted ions when their energy falls below the

displacement threshold energy. The number of ions implanted at a depth, x, can be approx-

imated by a Gaussian distribution described by the average range of an ion, its projected

range, Rp, with a peak concentration, n0, and a standard deviation, σp:
[129]

n(x) = n0 exp

(

(x−Rp)
2

2σ2
p

)

. (3.1)

This can be integrated to find the peak concentration, n0, based on the incident ion dose per

unit area, φ, giving

n0 =
1√
2π

φ

σp
. (3.2)

A more robust analytical approach to predicting the range of implanted ions by Lindhard,

Scharff and Schiott is known as the LSS theory. [130] This is based on the probabilities of

scattering from binary collisions and can predict the ranges of ions to within 20% which is

usually acceptable. More commonly, the predicted range can be obtained from Monte Carlo

simulations using the projected range algorithm (PRAL) developed by Biersack, Littmark

and Ziegler. [131,132] The application of these simulation techniques to this work is discussed

further in chapter 4.

Equation 3.2 shows that an increase in the irradiation dose leads to a linear increase in the

concentration of implanted ions. A sample can initially be thought of as having an increasing
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number of defects, but there is also the possibility of a phase change where the sample may

then be better described as an alloy of the initial sample material and the implanted atoms.

Ga+ ions implanted into Fe leads to a phase change at a Ga fraction of around 15 at. %. [133]

However, the maximum doses used in this investigation give at most a 1% Ga fraction, so

the formation of new phases was unlikely.

3.4.2 Sputtering of surface atoms

As previously mentioned, the incident ions transfer some of their energy to the atoms in the

sample with each scattering event. If a near surface atom gains enough energy to overcome its

surface binding energy, it can be ejected from the surface and enter the vacuum in a process

known as sputtering. This has a significant effect on the structure, as it means material from

the surface is removed from the sample.

The amount of sputtered material per incident ion is known as the sputter yield. This

depends upon the surface binding energy, the atomic mass of the ions and the target atoms

and can be predicted from Sigmund’s theory for polycrystalline samples based on the linear

Boltzmann transport equation. [134] This shows that sputtering is proportional to energy ac-

quired by surface atoms and agrees well with experiments for a wide range of energies and

ion-target combinations (see figure 3.6(a)). [135]

More recently this theory has been extended to accurately predict the angular dependence

to the sputter yield. [135] This is illustrated in figure 3.6(b) for Ga+ ions incident on a Si target

0 5 10 15 20 25 30
0

5

10

15

20

25

30

35

40

(a)

 

 

S
p

u
tt
e

r 
y
ie

ld
 (

a
to

m
s
 /
 i
o

n
)

Ion energy (keV)

0 10 20 30 40 50 60 70 80 90
0

5

10

15

20

25

30

35

40

(b)

 
 

S
p

u
tt
e

r 
y
ie

ld
 (

a
to

m
s
 /
 i
o

n
)

Incident ion angle (degrees)

Figure 3.6: Sputter yield as a function of a) incident ion energy at normal incidence and b)
incidence angle at 30 keV for Ga+ ions on a Si target. [136]
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showing a maximum yield at 80◦ incidence angle.

This characterisation of the sputtering assumes a single crystal silicon target. However,

sputtering of a polycrystalline film shows variations in the behaviour due to the relative

alignment of the beam direction with the different crystallographic axes in each grain of the

material. The crystalline orientation of some grains can lead to a channelling effect where

incident ions travel deep into the sample. Here, the energy loss from the ion is more gradual

so the sputtering and damage to the sample is greatly reduced. [137]

3.4.3 Interfacial intermixing

Atoms far from the surface are also affected by momentum transfer from the primary beam

causing a relocation of atoms within a sample. This is particularly noticeable near an interface

between different materials where atoms relocate across the interface in a process known as

interfacial intermixing. The efficiency of this mixing, given by the number of mixed atoms

per incident ion, for an Au/Cu system mixed with Xe is more than 10 times as efficient

compared with the direct implantation of Au into Cu. [138]

Ballistic mixing

The ballistic model can be used to describe ion beam mixing based on elastic collisions

between incident ions and target atoms. The simplest form of ballistic mixing is known as

recoil mixing where a proportion of the incident ion’s kinetic energy is transferred to a single

target atom near an interface. With high energy incident ions, the target atom recoils deeply

into the target (≈ 50 nm), where the maximum range corresponds to a head-on collision.

The number of recoil events increases linearly with the irradiation dose and is independent

of temperature: however, head-on collisions are not common so recoil mixing is not a large

contributing factor. [139,140]

Recoil mixing is also an entirely forward-momentum model and fails to give an explanation

for the isotropic broadening observed with ion irradiation on thin film marker structures. [141]

Expanding this model to include further collisions between recoiled atoms and additional

target atoms shows that many atoms can undergo multiple low-energy uncorrelated collisions

in a process known as cascade mixing. The net effect is a collision cascade where atomic

relocations follow a random walk showing a diffusion-like process according to Fick’s law. [142]
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The initial momentum direction of the incident ion is lost and displacement becomes isotropic

about the interface and proportional to the concentration gradient at the interface.

Following the derivations by Nastasi, [129] the diffusivity, D, from thermally activated

diffusion is given by:

Dt =
nα2

6
(3.3)

which, following Anderson’s [143] adaptation for collision cascades, effectively becomes:

Dct =
dpa(x)〈r2〉

6
(3.4)

where the square of the jump distance, α2, is replaced with the mean squared range of the

displaced target atoms, 〈r2〉, and the number of jumps, n, is replaced with the number of

displacements per atom, dpa. This is given by:

dpa =
2

5

FDφ

EdN
(3.5)

using the damage energy per unit length, FD, the atomic displacement energy, Ed, the ion

dose, φ, and the atomic density, N . Combining these equations gives:

Dct =
FD〈r2〉φ
15NEd

. (3.6)

An alternative approach to this formulation by Sigmund and Gras-Marti, [141,144] based on

linear transport theory includes the mass difference between ion and target atoms and gives a

very similar result. Both of these equations show the effective diffusion constant, Dct, scales

with both the dose, φ, and damage energy, FD.

Since ballistic intermixing is a diffusion-like process, the resulting composition variation

over the interface can be described by an error function with an associated interface width. [145]

This width is given by
√
4Dct which scales as the square root of the ion dose, (

√
φ), [143] and

is shown in figure 3.7.

Thermodynamic effects

Models by Anderson (equation 3.6), Sigmund and Gras-Marti [141,144] suggest that mixing

is independent of the temperature and the chemical properties, and further suggest that

53



Chapter 3. Preparation and patterning of thin ferromagnetic films and nanostructures

0 1 2 3 4 5 6

Ar

Kr

Xe

 

 

In
te

rf
a

c
e

 w
id

th
 s

q
u

a
re

d

Irradiation dose (x10
15

 / cm
2
)

Figure 3.7: Interface width squared increases linearly with dose for 300 keV ions accelerated onto
a Pt/Si bilayer. Interfacial broadening occurs at a greater rate for the heavier ions which carry a
greater momentum. [138]

interfaces with similar physical properties should experience the same amount of mixing.

However, differences in the mixing are found to result due to the chemical properties of the

atoms at the interface that originate from thermodynamic effects. [129]

The enthalpy difference, ∆Hmix, is the difference between the enthalpy of the components

A and B, and the enthalpy of their alloy AB. Negative ∆Hmix shows a greater preference for

alloy formation, whilst positive ∆Hmix gives rise to preferential de-mixing (if the temperature

is high enough) which competes with the ballistic mixing effects.

Since ballistic mixing gives rise to a square root relationship between irradiation dose and

the interface width, a plot of the squared interface width is linear with dose only when ballistic

intermixing takes place. In the thermodynamic case of preferential mixing, an alloy layer of

fixed composition is expected to develop between the two layers, resulting in an enhancement

to the interface width. Alternatively, preferential demixing will result in a reduced interface

width. In this way, the plot of squared interface width with dose can be used to identify any

contributions from thermodynamic effects. [146]

For an Au marker layer in Fe the heat of mixing is +38 kJ/mol and for Ni it is +34 kJ/mol. [147]

These are both positive suggesting that preferential de-mixing is likely to be a competing

effect for Au mixed in NiFe. [148,149]
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Thermal spike model

Another deviation from the ballistic model comes from so-called thermal spikes, which occur

as a result of the collision cascades. [150] Here, the incident energetic ion creates a collision

cascade moving many target atoms away from their original location, resulting in a region

of vacancies along the ion path with an over-dense region surrounding it. These vacancy-

interstitial pairs are known as Frenkel pairs. Shortly after the collision cascade, the atoms

return to fill the vacant sites, releasing energy equivalent to a short, sharp rise in temperature.

This spike in thermal energy is sufficient that the atomic displacement energy is reduced,

which can lead to mixing rates appearing up to ten times larger than rates predicted by

ballistic models. [151]

Thermal spike effects are negligible for lighter elements (Zave < 20) and where the depo-

sition energy, FD, is low.
[144] However, the elements relevant to this investigation are above

this limit, so athermal mixing by thermal spikes can be expected. [145]

3.5 Structural effect on magnetic properties

The structural changes resulting from ion irradiation as described above give rise to changes

in the magnetic properties when the irradiated sample is a magnetic thin film. In this section

the previous work on irradiated magnetic thin film structures is discussed, with a focus on

the relationship between the structural changes and changes to the magnetic properties.

3.5.1 Perpendicular magnetic anisotropy (PMA)

Many multilayered magnetic materials show perpendicular magnetic anisotropy (PMA),

which originates from a strong magnetostrictive interfacial anisotropic component from stress

due to symmetry breaking at the interfaces. [31] This effect depends on the interface sharp-

ness [152] and variation in mixing at the interfaces during preparation allows for control of the

magnetic anisotropy. [153] The pioneering work by Chappert in 1998 [30] showed how ion beam

irradiation can be used to tailor the magnetic properties of Co/Pt films with out-of-plane

anisotropy, where regions of magnetic material can be patterned without affecting the topo-

logical surface roughness. Since this pioneering work, much attention has been paid towards

these PMA systems due to their high coercivity and large magneto-optical response making
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them well suited for high density recording media. [154]

The physical mechanisms leading to these changes in magnetic properties are attributed

to the development of an intermixed region at the interfaces during the irradiation process.

This mixing destroys the sharp interface structure, relieving the stress at the interface which

then lowers the magnetostrictive anisotropy contribution.

As the interfacial anisotropy contribution is reduced, the shape anisotropy from the thin

film geometry begins to dominate. This leads to a rotation of the anisotropy from PMA to

an in-plane geometry, resulting in a decrease in the out-of-plane coercivity and an increase of

the in-plane coercivity. [31–35,154–158] By a similar mechanism to the mixing at the interfaces,

ion beam induced surface roughening has also been demonstrated to lead to a lowering of the

surface contribution to PMA. [31,33,155–159]

Additionally, Co and Pt are miscible so the irradiation leads to the formation of Co-Pt

alloy regions, which also contribute to the reduction in PMA. [30,31,33,154,155,157,158] Similar in-

vestigation with Co/Au interfaces where Co and Au are not miscible still leads to a reduction

in PMA but not significant enough that the in-plane anisotropy becomes dominant. [154]

3.5.2 Loss of magnetic texturing

Most of these investigations in PMA materials also report a ferromagnetic to paramagnetic

transition, which occurs with a further increase in irradiation dose. [30,33,155,159] This effect also

agrees with the decrease in saturation magnetisation for the surface of in-plane anisotropic

materials. [36,37,39,40] This eventually renders the surface as a non-magnetic dead layer with a

thickness that increases with irradiation dose. [38,39]

These effects are accounted for by a reduction in magnetic moment from irradiation-

induced damage in the near-surface region of the samples. This damage includes the amor-

phisation of the crystal structure, the introduction of scattering defects and the expansion

of the lattice parameter by the inclusion of large defects. [41] The increase in defect density

throughout the material also gives an explanation for the increase in coercivity due to an

increasing number of domain wall pinning centres.

The implanted ions in the magnetic material give rise to only a small change in the

magnetic moment due to their chemical alloying effects and the physical stress resulting

from a large ion in a lattice. This is demonstrated by the reduction in moment of FeGa

and NiGa with increasing Ga content. [38,160] In NiGa, the irradiation beyond a critical dose
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leading to more than 20% Ga implantation leads to the complete quenching of the magnetic

moment. [38] This quenching occurs due to a phase transition from crystalline to amorphous

texturing which occurs above the critical dose threshold. [161]

3.5.3 Modified magnetic moment at intermixed interfaces

As discussed above, the intermixing at an interface can lead to a much greater mixing effi-

ciency than by direct implantation, as a larger effect occurs due to the energy of the incident

ion rather than its presence in the lattice following the irradiation. [156] The structural models

show that the width of the intermixed region scales with the square root of the irradiation

dose. This is consistent with the variation of the square root of the dose required to quench

the magnetic properties as a function of sample thickness. [37] This shows that the interface

region is responsible for the modification in the magnetic properties.

At the interfaces, several effects can account for changes in magnetism as a result of the

intermixing. [162] Substitutional and interstitial point defects, due to the intermixed atoms,

form localised regions of lattice stress. In the case of 3d transition metals this gives an increase

in the magnetostriction coefficient which may lead to preferential magnetisation alignment

along directions of applied stress. [163,164] At a magnetic/non-magnetic interface, polarisation

effects, discussed in chapter 2, can modify the magnetic moments of both the magnetic

and non-magnetic components. Interfacial intermixing modifies the local environment at

the interface and can lead to changes in moment that result in macroscopic effects on the

saturation magnetisation of the irradiated material. [39] The grain size is another property of

the material that is modified by the irradiation. Materials with small grain size typically

have soft magnetic properties with a low coercivity. [38] Irradiation-induced grain growth, due

to effective annealing from the energy of the beam, gives rise to a reduced moment and an

increased coercivity. [36]

3.5.4 Removal of magnetic material by sputtering

Finally, in the regime of very high irradiation doses, sputtering is the dominating mechanism

for the modification of the sample structure. This also affects the magnetic properties by a

reduction in the quantity of magnetic material in the sample. [165] A linear decrease in NiFe

magnetisation is found to occur with high dose Ga irradiation. [38]
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3.6 The dual ion and electron beam microscope

Most of the previous work on the irradiation of magnetic structures has been performed

with large area irradiation, or irradiation through lithographically-prepared masks. [30] With

the development of focussed ion beam systems it is possible to perform local irradiation

allowing for direct patterning without the need for additional resist preparation steps. This

has been demonstrated with a patterning resolution sub 5 nm; [166] however, for the most

common applications, beams in the 50 - 100 nm range are more than adequate. [167] In this

investigation, the FEI dual beam Helios Nanolab 600i system was used. This combines the

functionality of both a scanning electron microscope (SEM) and focussed Ga+ ion beam

(FIB) system. It is widely used for rapid prototyping and device fabrication in a research

environment and has the ability to define patterns for producing the magnetic nanostructures

described in chapter 2, as well as to perform the local ion irradiation.

3.6.1 SEM and FIB operation

The SEM and FIB are very similar in their operation principles, in that a charged particle is

produced at a source, accelerated by an electric field, focussed with electromagnetic lenses and

positioned on the sample by deflection with electric fields from an octopole. The difference

between the electron and ion columns is that the sign of all the fields is reversed to account

for the opposite charge of the electrons and Ga+ ions.

Schematics of the columns are shown in figure 3.8. These also contain other components

such as apertures to limit the beam current and a beam blanker to effectively turn the beam

on and off, both important during lithography and patterning.

Electron source

Extraction anode

Alignment octopole

Condenser lens

Scan + stig octopole

Immersion lens

Condenser lens

Liquid metal ion source

Extraction cathode

Alignment octopole

Condenser lens

Scan + stig octopole

Condenser lens

(b)(a)

Beam aperture
Beam blanker

Beam aperture
Beam blanker

Figure 3.8: Schematic layout of the electron/ion optical components inside the a) electron and b)
ion columns of the dual beam system.
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Ions are produced from a liquid metal ion source (LIMS) where a tungsten filament heats

a reservoir of gallium to its melting point (302 K [168]) which then wets a tungsten tip. A

potential between the source tip and an extraction electrode produces a large electric field at

the tip, drawing the liquid metal into a conical shape known as a Taylor cone, [169] in which

the electrostatic forces and surface tension remain in equilibrium. The electric field at the

apex of the Taylor cone leads to field extraction of the ions from the tip. [167] The extracted

ions are then accelerated down the column by an acceleration voltage (typically 30 keV).

Electrons are produced from an Elstar Schottky field-emission source, [170] which works by

field-assisted thermionic emission. This produces a large beam current [171] from a small source

area, which is needed for high-resolution imaging and very useful for e-beam lithography.

3.6.2 Dual beam system

In the FEI Helios Nanolab system, the two columns are combined in a single vacuum chamber

with the beams converging at 52◦ to a single focal point known as the eucentric point. The

sample stage can be manipulated to move the sample to the eucentric point as illustrated in

figure 3.9 which can be rotated for normal incidence ion or electron beams.

Beams incident on the sample produce backscattered and secondary electrons with an

intensity giving information about the surface topology and composition. By scanning the

beam over the sample, the intensity at each position can be combined to generate an image.

Whilst imaging can be performed with both beams, the electron beam is preferred due to

Sample

52o

52o

Electron beam

Ion beam

z
x

z

x

z
x

z

x

(a)

Figure 3.9: Electron and ion beams converge at 52◦ to a eucentric point in the dual beam system.
During operation the sample is positioned at this point and can be rotated for normal incidence
ion or electron beam. a) Shows a schematic illustration of the geometry of the sample space and b)
shows a photo of the stage positioned at 52◦ at the eucentric point.
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the damage caused by exposure from the ion beam. As the two beams are aligned at the

eucentric point, the electron beam can be used for aligning the sample before irradiation to

limit the Ga+ exposure and allow more precise positioning of irradiation patterning.

3.7 Patterning magnetic material

So far in this chapter the techniques for the preparation of thin films, and the modification

of their properties using ion irradiation have been discussed. Now, using lateral patterning,

further control over the magnetic properties can be gained through control of the shape

anisotropy. This section describes how micro and nanoscale structures can be fabricated and

how local ion irradiation was performed using the dual electron and ion beam system.

3.7.1 Patterning with electron beam lithography

As previously discussed, shadow masks can be used to give control over the geometry of

deposited material but these have a resolution limited by mechanical machining capabilities.

However, smaller structures can be made through lithographic processes where a mask is

created in a resist layer. With electron beam lithography, structures down to 30 nm can be

fabricated in a process illustrated schematically in figure 3.10.

First, the substrate is spin-coated with a resist layer, such as the positive tone resist,

polymethyl-methacralate (PMMA). Regions of the resist are then exposed by an electron

beam which is scanned over the desired pattern. When the dose is in excess of the clear-

ing dose, the secondary electrons provide enough energy to break apart the resist polymer

molecules into shorter lengths, in a process known as scission. Chemical development of the

Spin coat Exposure Development Deposition Lift-off

Electron beam

Exposed resist

Exposed resist removed
Remaining resist removed

Resist layer

Substrate Deposited material Final structures

Figure 3.10: The process of lateral patterning using electron beam lithography. An electron beam
exposes a pattern in a resist which is developed to leave a nanoscale stencil. Following deposition
of the desired material, the remaining resist is removed in a lift-off procedure leaving the desired
pattern on the substrate.
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sample dissolves the more soluble shorter polymer chains, leaving only the unexposed PMMA

remaining on the substrate to create a micro or nanoscale stencil on the substrate. At this

stage, material can be deposited onto the substrate, in this case by thermal evaporation, and

the process is completed by a ‘lift-off’ process where any remaining PMMA is removed, leav-

ing only material deposited on the exposed regions of the substrate. Further details about

the lithographic methods used here are given in chapter 5

3.7.2 Exposure of the patterns

For electron beam imaging, the beam is raster scanned over the field of view. In contrast,

during patterning the scanning of the beam is controlled using scan-processing software where

only the desired area of the sample is exposed. This area is divided up into pixels with a

given footprint that is exposed for a selected dwell time, such that the area dose reaches the

clearing dose for the resist. For simple shapes, the beam is scanned over the area in a raster

or serpentine fashion but for more complicated patterns the scanning strategy is determined

from comparison of the desired pattern with the available pixels on the raster grid. [172]

To achieve larger area patterning, greater than the size of the field of view, a more

complex strategy is used where the pattern is divided into smaller sub units which are exposed

separately. The sample stage is translated between exposures, effectively stitching adjacent

patterns together.

3.7.3 Multiple layer alignment

Some sample designs require multiple lithographic steps, such as the preparation of NiFe

nanowire structures with Au electrical connections. To ensure suitable alignment between

subsequent steps this process relies on markers deposited during the first lithography step,

which are then used to align the system in subsequent steps. The dual beam FIB/SEM

incorporates various automated control mechanisms so the whole alignment process can be

performed through the use of automation scripts.

Since structures are generally patterned in regular arrays on a substrate, the approximate

location of the markers on the sample is known and only the fine tuning of the alignment

requires imaging using the beam. The imaging area can then be minimised to reduce the

unnecessary exposure of the regions of the sample where the structures are to be fabricated.

61



Chapter 3. Preparation and patterning of thin ferromagnetic films and nanostructures

3.7.4 Patterning with ion beams

A similar approach can be used for patterning regions with localised ion irradiation on the

samples. Here, the scan-processor is used to manipulate the positioning and blanking of the

ion beam on to a sample following the deposition of magnetic material. This allows for local

intermixing of interfaces, which can then be combined with the nanostructures created by

electron beam lithography.

The ion beam patterning strategy is, in the first instance, copied from electron beam

lithography. However, differences in the physics involved in exposing a resist and the imme-

diate changes from ion exposure mean that the patterning strategies need to be adjusted.

Short pixel dwell times and multiple pass irradiation sweeps produce a more uniform effect

from irradiation in comparison to the single pass, longer dwell time applicable to the electron

beam lithography exposure. [173]

3.8 Summary

In summary, this chapter introduces all of the physics relevant to the preparation of the

magnetic thin films and nanostructures investigated in this thesis. This includes the basic

theories about sample structure and crystallography, before discussing the mechanisms for

the modification of this structure through ion beam irradiation and how that affects the

magnetic behaviour. Finally, the focussed ion beam system was discussed, including the

patterning capabilities that can be achieved with both the ion and electron beams.
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Investigative techniques

4.1 Introduction

In this chapter the experimental methods are discussed for the investigation of the structural

and magnetic properties of irradiated bilayer thin films and nanoscale structures.

First, the investigation of the structure of thin films using the grazing incidence x-ray

reflectivity (XRR) technique is discussed; this gives structural information from buried in-

terfaces being sensitive to interface roughness and interfacial intermixing. X-ray fluorescence

measurements give additional and complementary information about the element specific

depth dependence from the structure.

X-ray magnetic circular dichroism has also been used as it is sensitive to element specific

magnetisation and can even be used to differentiate between spin and orbital contributions

to the magnetism. Combining this with the grazing incidence reflectivity allows an element

specific depth profile to the magnetisation to be probed.

Magneto-optical Kerr effect (MOKE) measurements have been important too in this work.

The effect relies on the interaction between the magnetisation of the samples and polarised

electromagnetic waves in the optical part of the spectrum. This gives information on the

magnetisation orientation as a function of applied field. With a focussed laser, this system

can probe magnetisation behaviour in nanostructures and is well suited for investigating the

effect of geometrical patterning and local ion irradiation of nanowires.

Measurements on a superconducting quantum interference device (SQUID) also add to

this project and provide a direct measure of the magnetic moments and their variation with

irradiation in the thin film samples.
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In addition to these experimental techniques, simulations of ion-solid interactions and

micromagnetic behaviour have been used to aid in the understanding of the physical processes

taking place in the structures studied in this work.

4.2 X-ray reflectivity of thin films

Electromagnetic radiation incident on a material is generally scattered as the electron cloud

of an atom is driven into oscillation by the absorption of an incident photon. This oscillation

then acts as a source, instantly re-radiating a photon with the same energy in an elastic

process known as non-resonant scattering. [174]

When the incident photon energy is sufficient to promote an electron to an incompletely

filled orbital the atom transitions to an excited state in a process known as absorption. This

energetic state can either decay in a dissipative process by the emission of phonons and other

thermal energy, or radiatively by the spontaneous emission of a photon with energy matching

the transition energy back to the ground state. When the incident photon energy matches

the transition energy, resonant enhancement of the scattering occurs, where the process of

excitation and spontaneous emission is rapidly repeated. [174]

Illumination of a material containing many atoms shows these scattering and absorption

effects which are better described in terms of waves where atoms are considered as a source

of spherical wavefronts that propagate out in all directions. These waves interfere with each

other in such a way that it is possible to determine the material structure by measuring the

scattered beam from a sample. In this investigation the structural properties of NiFe/Au

bilayers were investigated with sub-nanometre spatial resolution. This was achieved with the

scattering of x-rays as they cover the region of the electromagnetic spectrum with wavelengths

from 0.01 nm to 10 nm. [175]

Grazing incidence x-ray reflectivity is a well established scattering technique for deter-

mining the layered structure of thin films. It can give quantitative information about the

layer thickness, interface width and the layer density. The penetration of x-rays into a sam-

ple allows subsurface layers and interfaces to be characterised non-destructively. This section

introduces the theory behind the interaction of x-rays with a material and how this technique

can be used to investigate the structure of thin films.

64



Chapter 4. Investigative techniques

4.2.1 Theory of reflection and total external reflection

The theory that underpins x-ray reflectivity is based on the interaction between x-rays elec-

trons where elastic or Thompson non-resonant scattering takes place. The model relies on

the kinematic approximation, where scattering is weak such that only one scattering event

per wave is included. The Fraunhofer or far-field approximation is also assumed in which the

observation point is far from the sample compared to the size of illuminated sample area.

This means that the scattered waves can be considered parallel at the detector.

The scattering of x-rays from a surface results in both reflection and transmission of

the beam, as illustrated schematically in figure 4.1. The angles of the reflected, αr, and

transmitted, αt, beams depend on both the incident beam angle, αi, and the refractive

indices either side of the surface, n0 and n1.

The refractive index is defined as:

n =
c

v
, (4.1)

where c is the speed of light in a vacuum and v is the speed of light in a medium. This is

governed by the electron density in the material and it is often expressed as:

n = 1− δ + iβ, (4.2)

using the dispersion, δ, and absorption, β, coefficients. In the case of x-rays, both of these

coefficients are small and of the order of 10−6 and 10−8 respectively, resulting in a refractive

index n ≈ (1− 1× 10−5).

At the interface between two materials with different refractive indices, Snell’s law and

the Fresnel equations can be derived from the continuity of waves and their derivatives over

n1 = 1 - δ + iβ 

n0 = 1 αi αr 

k
i k

r

k
t

αt 

Figure 4.1: Schematic showing the wavefronts and wavevector, k, of an incident x-ray beam at
angle, αi, that is reflected and transmitted from an interface between materials of refractive index
n0 and n1.
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the interface. Snell’s law is given by: [175]

n0 cos(αi) = n1 cos(αt). (4.3)

Total external reflection occurs when the real part of the transmitted beam vanishes, i.e.

when αt = 0. With n0 = 1 for a vacuum and for small αi the cosines can be expanded to get

the critical angle, αc:

αc =
√

2(1− n1) =
√
2δ (4.4)

using the real part of the refractive index from equation 4.2.

The Fresnel equations for reflectivity, r, and transmission, t, describe how electromagnetic

waves travel between layers of different refractive index. In angular terms these are given by:

r =
n0αi,r − n1αt

n0αi,r + n1αt

(4.5)

t =
2n0αi,r

n0αi,r + n1αt

. (4.6)

The measurable intensity from reflection and transmission are R = |r|2 and T = |t|2. Below
the critical angle only a reflected component exists. As the angle is increased above the

critical angle, transmission increases whilst the reflectivity drops as α−4
i .

4.2.2 Scattering from a thin film

A thin film illuminated with x-rays at grazing incidence sets up a series of infinite reflections

from both the top and bottom interfaces within the film, as illustrated in figure 4.2. The

observed reflectivity of the film, rslab, is found from the addition of the initial reflectivity, r01,
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Figure 4.2: Schematic illustration of the combination of transmitted and reflected x-rays from a
thin slab of material with refractive index n1 on a substrate, n2.
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with the transmitted component from each subsequent reflection at the surface:

rslab = r01 + t01r12t10p
2 + t01r12r10r12t10p

4 + ... (4.7)

= r01 + t01r12t10p
2

∞
∑

m=0

(r10r12p
2)m. (4.8)

These reflectivity components are combined with their appropriate phase factors, p, to ac-

count for the path difference, p2 = exp(iqd) where d is the thickness of the layer, q =

2k1 sin(α1) and k1 is the incident wavevector. This forms a geometric series which can be

summed and then simplified using Fresnel’s equations following the method by Als-Nielsen [175]

to get the Fresnel reflectivity:

rslab = r01 +
t01r12t10p

2

1− r10r12p2
=

r01 + r12p
2

1 + r01r12p2
. (4.9)

4.2.3 Parratt’s recursive method for multilayered films

In multilayered films the total reflectivity is affected by further transmission and reflection of

the beam from the sub-surface layers and interfaces. To account for this, each layer, j, with

its respective refractive index, nj , and thickness, dj has a Fresnel reflectivity as before, based

on the reflection from the top and bottom interfaces given by equation 4.9. The reflectivity

from any layer is then found from the reflection from all layers below it using Parratt’s

recursion relation: [176]

rj−2,j−1 =
rj−2,j−1 + rj−1,jp

2
j−1

1 + rj−2,j−1rj−1,jp2j−1

. (4.10)

The phase factor, p2j = exp(idjqj), accounts for the phase difference between reflected beams

where qj = 2kj sin(αj) and kj is the wave vector incident on layer j at an incidence angle

αj. This process is repeated recursively starting at the substrate (where the transmitted

intensity from underlayers is zero) until the reflectivity from the surface/vacuum interface,

r0,1, is determined.

An example simulation of the specular reflectivity, R = |r|2, as a function of the incidence

x-ray angle, αi, for a thin NiFe film on an infinite SiO2 substrate is shown in figure 4.3 for

both 5 nm and 10 nm thick NiFe layers. The reflected intensity shows a decreasing trend

superimposed with interference fringes which are known as Kiessig fringes after the author

of the first experimental observations. [177] The Kiessig maxima are found when the phase
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factor, p2 = exp(idq), with q = 2k1 sin(α1) between reflected waves from the bottom and top

interfaces of the film of thickness, d, results in constructive interference. i.e. when:

d sin(αt) = mλ (4.11)

where m is an integer representing the fringe number with an x-ray wavelength, λ. Using the

angle of incidence with equations 4.2 and 4.4 this becomes:

d
√

sin2(αim)− sin2(αc) = mλ (4.12)

which, in the case for small αc and αim simplifies to:

α2
im = α2

c +m2

(

λ

d

)2

. (4.13)

Then the angular difference between two consecutive fringes, m and m+ 1, is found from:

αm+1 − αm =
λ

d
. (4.14)

This gives a clear way to determine the layer thickness based on the angular positions of the

Kiessig fringes at high angles where the separation decreases linearly with increasing layer

thickness as shown in figure 4.3.
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Figure 4.3: Simulated specular reflectivity for 5 nm and 10 nm Ni85Fe15 thin films on an infinite
SiO2 substrate with perfect interfaces. Incident x-ray energy was 11.8 keV.
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At low angles, close to the critical angle, refraction effects also contribute to changes in

the Kiessig fringe positions and the model derived for the kinematical regime breaks down.

Névot and Croce [178] found that that by modifying the Fresnel coefficient of transmission as

well as the coefficient of reflection by replacing p2 with pi × pr to include the effects of a

complex pi near the critical angle, their model is more valid around the critical angle.

4.2.4 Scattering from interfaces

So far perfectly smooth interfaces have been considered. Actual interfaces have a finite

width due to topological roughness and chemical intermixing that are illustrated in figure

4.4. Specular x-ray reflectivity cannot differentiate between these two roughness mechanisms

as it is sensitive to only the average change in electron density in the z-axis and can only be

used to find the total interface width, σ.

Following the derivation by Als-Nielsen, [175] the interface between two layers of different

refractive indices can be described in the kinematical regime for angles much greater than the

critical angle, α ≫ αc. The interface can be represented by an ensemble of flat surfaces with

depths given by a Gaussian distribution with a standard deviation, σ. There is no in-plane

structuring so the scattering vector, q, only has qz components and hence this technique

is sensitive only to out-of-plane changes in roughness. The reflectivity from this interface

can be found from the reflected contributions from each of these surfaces (equation 4.9)

integrated over the interface width in z with a density profile described by an error function,

erf(z)/
√
2σ. This also needs to take into account the change in phase from each component

of the reflection given by p2 = exp(iqz) where q = 2k sinα.

ρ 

(a) (b)

σ

z

Figure 4.4: Graphical representation of an interface with a transition between two electron densi-
ties, ρ, over a total interface width, σ. a) Topologically rough interface or b) chemically intermixed
interfaces show the same averaged electron density variation in z.
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The Fresnel reflectivity for a thin slab then becomes:

r = rsmooth ×
∫ ∞

0

d

dz

(

erf

(

z√
2σ

))

exp(iqz)dz (4.15)

consisting of the reflectivity of the smooth interface, rsmooth, multiplied by the Debye-Waller

factor. [175] The differential of the error function is a Gaussian:

d

dz

(

erf

(

z√
2σ

))

=
1√
2πσ2

exp

(

−1

2

( z

σ

)2
)

(4.16)

whose Fourier transform is also another Gaussian:

exp

(

−q
2σ2

2

)

(4.17)

resulting in the reflectivity from this model with a rough interface given by:

r = rsmooth exp

(

−1

2
q2σ2

)

. (4.18)

The total reflection thus becomes:

R = Rsmooth

∣

∣

∣

∣

exp

(

−1

2
q2σ2

)∣

∣

∣

∣

2

= Rsmooth exp
(

−q2σ2
)

. (4.19)

Figure 4.5(a) compares simulations based on equation 4.19 for a 10 nm NiFe film with zero

and 0.5 nm roughness introduced to the NiFe/vacuum interface.

The main effect is the reduction in amplitude of the Kiessig fringes at higher incidence

angles. The angle up to which the Kiessig fringes remain can give an indication of the extent

of the interface width. The surface roughness also affects the beam transmitted into the layer

giving rise to interference effects which explain the enhanced Kiessig minima at ≈ 1◦.

This derivation has shown how the interface width, σ, affects the specular reflectivity from

a sample. However, the intermixed or topologically rough nature of the interface (see figure

4.4) cannot be found from the specular reflectivity. Information on this can be obtained from

the off-specular scatter from a sample.
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Figure 4.5: Simulation of x-ray reflectivity from a 10 nm Ni85Fe15 film on a SiO2 substrate with a
NiFe/vacuum interface width of 0.5 nm with 11.8 keV incident x-rays. a) The specular reflectivity
is compared with the same structure with perfect interfaces. b) An interface formed entirely of
topological roughness is compared with an interface with equal amounts of topological roughness
and chemical grading.

4.2.5 Differentiating between chemically graded and topologically

rough interfaces

The two contributions to the interface width shown in figure 4.4 have the same electron

density variation in the z-axis when averaged over x and y which explains why the specular

reflectivity is not sensitive to the interfacial differences. Diffuse scattered x-rays do have

an in-plane component to the scattering vector and hence have sensitivity to the in-plane

structuring, so can be used to determine the nature of the interfaces.

An intermixed interface can be described by a slowly varying electron density over many

layers which scatter out-of-phase resulting in a decrease in specular reflectivity due to destruc-

tive interference effects. For topologically rough interfaces, abrupt changes in the electron

density result in scattering but at a range of different angles. This also results in the decrease

in specular reflectivity but with an increase in diffuse reflectivity.

Real interfaces are composed of both topological roughness, σr, and intermixing, σi, contri-

butions which are related to the total interface width from specular reflectivity measurements

by: [179]

σ =
√

σ2
i + σ2

r . (4.20)

Figure 4.5(b) shows a simulated reflected intensity as a function of grazing incidence

angle, αi where exit angle, 2θ has been positioned at a Kiessig fringe maxima at αi = 1.37◦.
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The figure shows a sharp specular reflection at the specular condition, superimposed on

a broad diffuse scattered background. The diffuse scatter is bounded in angle by features

called Yoneda wings where diffuse scatter is enhanced at the critical incidence and exit

angles due to electric field at the surface. [180] Figure 4.5(b) shows an interface composed

of 0.5 nm topological roughness with no intermixing compared to the the reflectivity of a

sample with the same total interface width but equal amounts of topological roughness and

chemical grading. It can be seen that whilst the roughness and intermixing affect the specular

reflectivity in the same way, only the topological roughness contributes to the increased diffuse

scatter.

Other parameters such as the fractal Hurst parameter, h = 0.5, and the height-height

correlation length, ζ = 5000, are needed to accurately predict the shape. It is possible to fit

the data to these models but this is computationally intensive. There may also be no unique

solution to fit the data with four parameters.

Another simpler approach to determine the nature of the interfaces is based on the fact

that the diffuse, Id, and specular, Is, scattered intensities are related to a first approximation

by: [179]

Id
Is

= exp(q2zσ
2
t )− 1 (4.21)

where qz is assumed to be large in order to measure all of the diffuse scatter. This is given

by:

qz =
2π

λ
sin θ (4.22)

where θ is the detector angle and σt is the topological roughness. By integrating the intensity

under the transverse diffuse curve and separating the specular reflected component, it then

becomes possible to eliminate the topological roughness. This allows the contribution from

intermixing to be obtained using equation 4.20.

4.3 X-ray fluorescence

Another technique useful for investigating thin film structure is x-ray fluorescence which

gives elemental specific information about the composition of the sample. Performing these

measurements as a function of angle at grazing incidence allows for depth dependent analysis

through a layered material.
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Non-resonant x-ray scattering was used to explain the x-ray reflectivity technique, whereas

x-ray absorption processes are involved in the fluorescence measurements. Here, an incident

energetic x-ray photon ejects a core electron from an atom into the continuum known as a

photoelectron. An outer electron in the atom can then undergo spontaneous emission when

it fills the hole in the core shell, emitting a photon characteristic of the energy transition.

This process is known as fluorescent x-ray emission.

4.3.1 Atomic absorption and fluorescent decay

There is a threshold energy associated with the ionisation of a core electron. Once the

incident x-ray energy overcomes this threshold known as an absorption edge, a sharp increase

in the absorption coefficient is found. Figure 4.6(a) illustrates this absorption as a function

of energy with several absorption edges corresponding to the ionisation of an electron from

shells labelled with the quantum number of the shell: K-edge (n = 1), L-edge (n = 2) and

M -edge (n = 3). Each edge also shows fine structure resulting from spin-orbit splitting in

that level giving rise to five steps at the M -edge, three steps at the L-edge and one step at

the K-edge. This is discussed in more detail in section 4.4. These jumps at the absorption

edges are superimposed on an E−3 trend in the absorption, which is explained by a decrease

in the electron’s oscillitatory response as the incident x-ray energy is increased beyond the

absorption edge. [175]

For a given atomic series (K, L andM) there are multiple possible fluorescent transitions
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Figure 4.6: a) X-ray absorbtion as a function of x-ray energy showing the K, L and M absorption
edges. b) The allowed fluorescence transitions that can occur following a K or L shell ionisation.
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from the outer electrons that could fill the vacancy in the inner shell, giving rise to different

energy x-rays. Figure 4.6(b) illustrates the possible energy transitions between shells in

an atom relevant to to this work. These transitions are governed by quantum mechanical

selection rules which only allow certain transitions between electronic orbitals:

• The principal quantum number must change by at least one (∆n ≥ 1)

• The angular quantum number must change by one (∆l = ±1)

• The total angular momentum must change by zero or one (∆j = 0,±1)

The allowed fluorescent transitions are based on the electronic structure of the atom which

gives this technique its elemental specificity. By counting the number of fluorescent x-rays

as a function of energy a spectrum can be obtained where each peak represents an atomic

transition at a particular energy. An example spectra is shown in figure 4.7 for an irradiated

NiFe/Au bilayer with an x-ray beam incident at θ = 1◦ .

Since each element has a characteristic x-ray fingerprint, the different elements contribut-

ing to the peaks can be identified. Figure 4.7 also shows how the peaks from Ni, Fe, Au,

and Ga contributions sum to produce the measured spectrum. Some peaks lie very close in

energy, for example Ni Kα1 and Ni Kα2. In the measured spectra these cannot be resolved

and so appear as one peak.
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Figure 4.7: Example x-ray fluorescence spectra for a 0.31 ×1015 Ga+ /cm2 irradiated NiFe/Au
bilayer. The spectra is recorded at 12.5 keV and at an angle of 1◦ . The data fitted with multiple
Pseudo-Voigt curves for each element (offset for clarity) and the sum of the model is shown by the
red line.
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The intensity of the peaks represents the relative number of fluorescent x-rays collected

from each element in the sample. This is determined by the number of incident photons

multiplied by a number of factors representing the probability that the photon results in the

emission of a fluorescent x-ray photon.

The mass fraction, Ca, of a particular element a in a medium of density ρ and the photo-

electric part of the mass absorption coefficient, τaλ give the probability for the absorption of

the incident x-ray photon. The absorption jump factor, Jaλ, at a wavelength λ then deter-

mines the probability of that event creating a hole in the electron shell of interest of element

a. The fluorescence yield, ωa, gives the ratio of the decay of excited states by radiative flu-

orescent x-ray emissions to the total number of ionisation events. It can be approximated

by:

ωa =
Z4

A+ Z4
(4.23)

where Z is the atomic number and A is a constant approximately 106 for K shell ionisations

and 108 for L shell ionisations. [181]

The competing non-radiative decay process is known as the Auger process where the

energy from the electronic transition ionises a less tightly bound outer electron known as

an Auger electron, instead of producing a fluorescent x-ray photon. This process is more

common for lighter elements and since the efficiency of producing Auger electrons is inversely

proportional to the production of fluorescent photons, this gives rise to the improvement in

fluorescence yield with Z. [182]

The relative emission rate, ga, of one fluorescent emission line related to other possi-

ble radiative decay paths from the same ionisation is shown along with the energies of the

transitions relevant to this investigation in table 4.1.

Transition energy (keV) [183] Relative emission rate [184]

Element Kα1 Kα2 Kβ1 Kα2 / Kα1 Kβ / Kα

Ni 7.47815 7.46089 8.26466 0.506 0.135
Fe 6.40384 6.39084 7.05789 0.508 0.135
Ga 9.25174 9.22482 10.2642 0.512 0.143

Element Lα1 Lα2 Ll Lα2 / Lα1 Ll / Lα

Au 9.7133 9.6280 8.4939 0.1117 0.0473

Table 4.1: Table showing transition energies and relative emission rates for the relevant transitions
of the elements investigated.
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Each peak in the spectrum has a natural linewidth for the transition due to the lifetime of

a hole in the core energy level of the atom. The changing electronic configuration of the atom

leads to broadening of the energy levels when atoms are brought together to form metals.

This effect results in a considerable broadening of the linewidth. A detailed discussion on

the fluorescence linewidth along with other factors affecting it can be found elsewhere. [185]

For Z < 13 (Al) K transitions and Z < 30 (Zn) L transitions, the core energy levels can be

considered sufficiently deep that the transitions are not affected by broadening from bonding

and can be assumed to have the natural linewidth. [185]

4.3.2 Fluorescence from a layered sample

In layered samples there are several geometrical factors that also affect the fluorescence in

addition to those discussed for a free atom. For this method the electric field due to the

incident x-ray radiation must be known at every point in the sample structure.

Following the derivation by de Boer [186] the fluorescence intensity of an element from

a sample of thin layers can be found by considering the electromagnetic plane wave which

penetrates the sample surface. The energy supplied to the material varies as a function of

position due to interference that forms standing waves within the layers.

The energy absorbed by a volume of material bounded by a surface, S, can be converted

to the number of absorbed photons by dividing by the energy of a photon, hc/λ. The

fluorescent intensity is then found by integrating the rate of energy transfer per unit area,

Pjz, over the thickness of material, dj, and multiplying by factors describing the probability of

fluorescence emission. An exponential factor based on the linear absorption coefficient, µna,

is also included to describe the re-absorption of a fluorescent x-ray as it exits the material at

an angle, ψd, which is assumed to be greater than the critical angle. The total fluorescent

intensity, Iaj, of atom a in layer j from the sample is then given by:

Iaj =
λ

hc

CajρjτajJaλωagaS

µjλ

exp

(

−
j−1
∑

n=1

µnadn
sinψd

)

×
∫ dj

0

dz

(

−∂Pjz

∂z

)

exp

(

− µjaz

sinψd

)

. (4.24)

To extend this to a multilayered sample, Parratt’s recursion theorem can be used again

to find the electric field at any point within the sample. This is found from the sum of

a down-going transmitted component, Ed
j
, and up-going reflected component, Eu

j
, of the
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electric field at the top of layer j:

Ej = E
u
j
+E

d
j
. (4.25)

Combining this with the integration of the energy over the thickness of each layer gives

the number of fluorescent photons from a sample based upon the absorption factors and

the re-absorption by surface layers. This is modulated by the plane-wave amplitude of the

transmitted, reflected and incidence x-rays to give an intensity relation:

Iaj = I0CajρjτajJaλωagaS exp

(

−
j−1
∑

n=1

µnadn
sinψd

)

|Et
j
+E

r
j
|2

|E0|2
dj (4.26)

where:

I0 =
|E0|2λ
2Z0hc

(4.27)

is the intensity of the incident irradiation per surface area per unit time. The impedance

of vacuum, Z0, is related to the permeability, µ0, and permittivity, ǫ0, of free space by

Z0 =
√

µ0/ǫ0.

This equation shows that the fluorescence intensity is proportional to the amplitude of

the electric field of the incident x-rays into the sample. It is also dependent on both the

transmitted, Et
j
, and reflected, Er

j
, components of the electric field, so the electric field forms

a standing wave through each layer. This can be used to investigate the depth dependence

of the fluorescence as the standing waves can be controlled by the x-ray incidence angle.

4.3.3 X-ray penetration depth

Below the critical angle there is a component of beam intensity that penetrates the sample

surface known as the evanescent field. The penetration depth, Λp, is the depth into the

sample surface where the intensity drops to 1/e and is given by: [187]

Λp =
λ√
2π

(

√

(α2
i − α2

c)
2 + 4β2 − (α2

i − α2
c)

)− 1

2

. (4.28)

As the angle of incidence, αi, tends to 0, the penetration depth tends to Λp = λ/(2παc) which

for most materials is ≈ 1 nm. [187] For larger αi the penetration depth can be approximated

as Λp = αiλ/(2πβ), shown as a function of incidence angle in figure 4.8(a) where a dramatic

rise in the penetration depth occurs as the beam passes through the critical angle.
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Figure 4.8: a) Penetration depth of the x-ray beam into a Ni85Fe15 sample. b) Simulation of
fluorescence intensity for the Ni Kα, Fe Kα and Au Lα transitions as a function of 12.5 keV x-rays
incidence angle for a 10 nm NiFe / 2 nm Au bilayer sample. The solid lines show the stoichiometry
at Ni81Fe19 and the dotted line at Ni85Fe15 showing the sensitivity of fluorescence measurements to
the elemental composition.

4.3.4 Depth resolution using grazing incidence

By varying the x-ray incidence angle the geometry of the electric field can be varied from

the evanescent field to the transmission of the x-ray beam into the sample, which sets up

standing waves as described earlier. Further increases in angle modify the standing wave and

lead to an angular dependence of the fluorescence intensity.

When the incidence angle corresponds to a Kiessig minimum in the reflectivity data the

standing wave in the sample has nodes at the interfaces and an anti-node in the centre of

the layer. This acts as a waveguide leading to resonance giving a maximum fluorescence

intensity. [186] As the incident angle is increased the standing wave decreases in wavelength.

Each harmonic of the standing wave fits exactly inside the layer results in an enhanced

fluorescence signal that brings about fringes in the fluorescence data. These fringes are π

out-of-phase with the Kiessig fringes in the x-ray reflectivity since the Kiessig fringes result

from the interfaces between layers whilst reflectivity fringes originate from the centre of the

layers.

Beyond incident angles of ≈ 0.6◦ these modulations of the fluorescence signal are damped

leaving a fluorescence signal that is proportional to the amount of material fluorescing. This

damping is more significant than for the reflectivity fringes. At larger angles many harmonics

of the standing wave fit between the interfaces, as a result, the effect of adding additional

half wavelengths becomes less pronounced.
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Fluorescence enhancement is a second order effect caused by excitation of other atoms

by the fluorescent radiation. Elements with an absorption edge below the fluorescent x-ray

energy can be excited by these x-rays as well as by the incident beam. This has the effect

of reducing the fluorescence of high energy x-rays but enhancing the fluorescence observed

from low energy elements.

Simulations of the angular dependence of fluorescence are shown in figure 4.8(b). The

fluorescence intensity increases from zero with increasing incidence angle as the evanescent

field moves deeper into the sample. Around 0.3◦, the critical angle, the fluorescence reaches

a maximum before a gradual decrease. The fringes occurring at angles just above the critical

angle are caused by the interference effects discussed earlier.

The sharp rise in fluorescence intensity at the critical angle gives information on the

surface layer of the sample. Here the Au fluorescence rises at a lower angle than the Ni and

Fe indicating that the Au is a surface layer. The Au fringes are more distinct and carry on

to higher angles, indicating that the Au layer is thinner than the NiFe layer.

This figure also illustrates the fluorescence of Ni81Fe19 compared to that of Ni85Fe15. The

difference in the fluorescence intensity results from the Caj mass fraction term in equation

4.26 which gives the fluorescence technique its compositional sensitivity. The Au layer is not

affected by the change to the composition of the NiFe layer.

This simulation method can be extended to include the effects of small amounts of rough-

ness at the interfaces, by modulating the initially smooth surface with a root-mean-square

deviation, σj.

4.4 X-ray magnetic circular dichroism (XMCD)

As well as their use in structural characterisation, x-rays are also a useful tool for charac-

terising the magnetic properties of a sample through a technique known as x-ray magnetic

circular dichroism. This technique has advantages over other magnetic sensitive techniques

as it is sensitive to specific elements and can reveal differences in orbital and spin contribu-

tions to the magnetism. It is also sensitive to moments down to 0.001µB per atom. [188] This

magnetic sensitivity comes about due to changes in the polarisation dependent absorption of

the sample which depends on the part of its electronic structure responsible for magnetism.

In 1975, Erskine [189] first predicted that magnetic information could be obtained from
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the absorption spectra of circularly polarised x-rays. This XMCD effect was first observed

in 1987 on the K edge of Fe [190] and subsequent measurements at the L edges of transition

metals gave a much a greater effect. [191] This is because the p - d electronic transition is

probed which encompasses the region of the electronic structure responsible for the magnetic

properties in these materials.

In the discussion on x-ray fluorescence the concept of absorption edges was introduced,

where a sharp increase in x-ray absorption occurs at the ionisation energies in a material.

For the L and M transitions these absorption edges show fine structure resulting from the

spin-orbit splitting of the core levels.

Here, just the L absorption edge will be considered for the 3d transition metals as these

transitions involve the states responsible for the magnetism in these materials. Figure 4.9

shows in more detail the L absorption edge, composed of the L3 and L2 peaks originating

from the spin-orbit splitting of the 2p shell into the 2p3/2 and 2p1/2 levels respectively. The

spin-orbit energy difference, ESO between these levels gives rise to the difference in energy

between the two absorption peaks.

4.4.1 The two step model

The XMCD sensitivity is best explained using the simple two-step model of Kapusta et al. [192]

involving first the absorption of a photon leading to the excitation of an electron from the

ground state to a final state at the Fermi level. Secondly, the occupation of the final state

acts as a filter, further restricting the absorption based on the occupation of the final state.
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Figure 4.9: Fine structure results in splitting of the Fe L x-ray absorption edge where two peaks:
L3 and L2 arise due to absorption from the 2p3/2 and 2p1/2 levels respectively.
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Here, transitions between the 2p and 3d states are considered as they are commonly used for

investigating the magnetic properties in 3d transition metals.

The spin-orbit coupling in the p state of the atom acts to align the spin and orbital

momenta of the electrons. Right handed circular polarised (rcp) x-rays preferentially excite

more spin-up (62.5%) than spin-down (37.5%) electrons at the L3 edge since their spin and

orbital moments align parallel. At the L2 edge the moments are antiparallel so rcp x-rays

preferentially excite more spin-down (75%) than spin-up (25%) electrons. [193] The opposite

case occurs for photons with the left handed circular polarisation (lcp). In this way the core

shell is seen as a source of spin polarised electrons, as illustrated in figure 4.10(a) which shows

the proportion of the spins excited into an empty 3d state for each helicity of light.

The selection rules that govern the allowed fluorescence transitions discussed in section

4.3 also govern the allowed absorption transitions in an atom. Upon absorption the angular

momentum of a photon is transferred to the electron, so the orbital angular momentum

quantum number of the new shell must differ from the original by ∆l = ±1. Following the

definition by Feynman [194] ∆l = +1 for rcp photons and ∆l = −1 for lcp photons. This

limits the absorption to the excitation of only certain transitions giving rise to preferential

absorption.

The second step which introduces the magnetic sensitivity relies on the spin-split nature

of the density of states at the Fermi level. This results in a difference in the absorption

when the x-ray helicity is flipped with respect to the magnetisation of the sample. For non-

magnetic materials there is no exchange splitting of the d band, the spin-up and spin-down

transitions are equal for lcp and rcp and this is illustrated in figure 4.10(a). However, in a
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Figure 4.10: The two step model for XMCD showing a) the spin polarisation of photoelectrons
excited by circurlarly polarised x-rays from spin-orbit split 2p subshell. b) The spin filtering by the
spin-split 3d final state giving this technique its magnetisation sensitivity.
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magnetised sample there is an imbalance in the number of empty states at the Fermi level

for each spin. Figure 4.10(b) shows the case of a completely occupied spin-up state below

the Fermi level so only transitions to the spin-down 3d state are allowed.

These effects result in an imbalance in the absorption where the 2p1/2 sees greater ab-

sorption of one helicity and 2p3/2 sees greater absorption of the other. Hence, the absorption

over the L3,2 edge becomes sensitive to the spin of the valence states at the Fermi level which

represents the magnetisation of the sample. This imbalance in the absorption is maximised

when the magnetisation of the material is orientated parallel to the wavevector of the incident

x-ray illumination, otherwise the effect is scaled by cos θ where θ is the angle between the

magnetisation and the wavevector of the illumination. [193] Figure 4.11(a) shows two exam-

ple x-ray absorption spectra for lcp and rcp x-rays over the L3,2 edge and their associated

difference spectra.

Integration of the difference spectra over the L2 and L3 edges allows information about

the 3d band to be obtained ignoring the initial spin-orbit coupling in the 2p level. The sum of

the areas of both the L2 and L3 edges shows only changes in the orbital moments of the final

states whilst the difference between the areas of the peaks shows only the spin polarisation of

the final states. It then seems trivial to extract the spin and orbital moments but it is more

common to report the relative ratio of these contributions based on the sum rules. [193,196]
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Figure 4.11: a) Example x-ray absorption spectra for a 20 nm NiFe / 2.5 nm Au sample at the Fe
L3,2 edge measured for both helicities of incident light. The difference spectra (black) is integrated
(green) and from this the spin and orbital contribution to the magnetic moment can be found.
b) Example specular reflectivity of Co L3 edge (786.5 eV) for opposing saturating magnetisation
directions and the associated asymmetry ratio. [195]
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4.4.2 Sum rules to find the spin to orbital moment ratio

The sum rules by Thole and Carra [197,198] are a convenient way to find the ratio between

spin and orbital contributions to the magnetic moment using experimentally measured data

integrated over the L2 and L3 edges. This avoids needing to know the number of holes at

the Fermi level which is hard to measure experimentally.

The difference between the absorption spectra measured for each helicity is integrated

over the ionisation edge:

∆Ai =

∫

Li

µ+(E)− µ−(E)dE. (4.29)

From this the orbital, ml and spin, ms magnetic moments are found from:

∆A3 +∆A2 = − C

2µB

ml (4.30)

and

∆A3 − 2∆A2 = − C

3µB

(ms −mD). (4.31)

Here, C is an unknown material constant relating to the polarisation of the photons and

number of holes per unit area, µB is the Bohr magneton and mD is a dipole term which is

assumed to be negligible for Ni and Fe which have a cubic crystal structure. [196,197]

Hence, it is thus common to find the ratio of orbital to spin contributions, ml/ms, which

can be expressed as:
ml

ms

=
2

3

∆A3 +∆A2

∆A3 − 2∆A2

(4.32)

where the additional unknown terms cancel out.

4.4.3 XMCD difference as a function of applied magnetic field

The difference in peak heights represents both the number of holes at the Fermi level and

the relative orientation of the magnetisation and helicity of incident light. The preceding

discussion assumes the magnetisation is at saturation along the axis of the incident beam,

but when the energy is fixed at the L3 absorption edge, the height of the peak can give a

relative measure of the magnetisation in the sample. By performing this measurement as

a function of magnetic field, element specific hysteresis loops can be extracted using this

XMCD technique.
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4.4.4 Dichoric x-ray scattering from magnetic interfaces

In XMCD, the asymmetry between the absorption at each helicity depends on the magneti-

sation of the sample and has an energy dependence showing a maximum at the absorption

edges. Combining this technique with grazing incidence x-ray reflectivity can also give depth

sensitivity to the element specific magnetisation behaviour through a thin film.

Conventional x-ray scattering techniques give results dominated by the charge scattering.

However, Hannon [199] and Gibbs [200] found that with circularly polarised x-ray tuned to an

absorption edge, resonant enhancement of the scattering occurs due to electronic transitions

between the core shell and empty states at the Fermi level. The magnetic sensitivity originates

in a similar way to XMCD where the spin-orbit interaction in the core shell and exchange

split density of states at the Fermi level gives a difference in the resonance depending on

the incident x-ray helicity. By measuring the difference in scattering with opposite helicities

or opposite magnetic fields, an asymmetry ratio is found that can give an indication of the

magnetisation state.

This technique has mainly been performed in a scattering geometry, i.e. Ni multilay-

ers, [201] but it has been tried in specular reflectivity from a buried thin film of Fe [202] and

Co. [195] This originates from changes to the reflected and transmitted components of the beam

at the interface of a magnetic layer due to the dichoric absorption in that layer. This results

in a change in total reflectivity from the layered sample using Parratt’s recursive algorithm.

The grazing incidence x-ray reflectivity from opposite axial magnetic fields, I+ and I−,

with circularly polarised x-rays tuned to an ionisation edge gives results with contributions

from both the charge scattering and magnetic scattering in the sample. By taking the

sum (I+ + I−), only structural effects are found, relating to the electron density giving

the characteristic reflectivity curve with Kiessig fringes indicating the thin film nature of

the sample. The difference, (I+ − I−), is related to electronic transitions between shells

and depends on the field due to spin-orbit splitting in the inner shell and polarisation of

the conduction band. [199,200] By taking the difference and normalising by the sum of the

intensities, the asymmetry ratio defined by (I+ − I−)/(I+ + I−) removes the effect of the

charge scattering leaving only a measure of the magnetic signal from the sample. An example

of I+, I− and the asymmetry ratio is shown in figure 4.11(b) for the magnetic signal from

Co L3 in a multilayer system.
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4.5 Magneto-optical Kerr effect (MOKE)

Following from the XMCD effect where the polarisation of x-rays can be used to probe

magnetism, a similar effect also occurs for other parts of the electromagnetic spectrum such

as at optical wavelengths. Here, the interactions between visible light and magnetic materials

are known as magneto-optical effects where rcp and lcp photons experience different refractive

indices when they interact with the magnetic material. This technique differs from XMCD

in that the energies are not matched with the absorption edges and therefore do not give

element specific results. However, the availability of optical laser sources and the ability to

focus the beam to a small spot size on to a sample makes this technique valuable for the

investigation of nanowires and nanostructures using in-house equipment. It has also become

an important technique for studying surface magnetism and is widely used for magnetic thin

film characterisation.

The rotation of the plane of polarised light passing through magnetic material was first

reported by Faraday in 1845 [203] which was followed by the discovery of a similar effect for the

reflection of light by Kerr in 1877. [204,205] In both effects the rotation angle depends on the

strength of magnetisation of the material. Even though the Faraday effect is stronger than

the Kerr effect, the applications of this are limited because the sample under investigation

must be transparent. Therefore, the Kerr effect is the most commonly used magneto-optical

approach where the analysis of the change in polarisation angle of light upon reflection from

a magnetic surface is proportional to the magnetisation state of the material.

4.5.1 Physical interaction between polarised light and magnetic

materials

Linearly polarised light can be represented by a combination of left, lcp, and right, rcp, handed

circularly polarised light in equal proportions as illustrated in figure 4.12(a). The magneto-

optical effects arise from magnetisation dependent birefringence of magnetic materials that

give an asymmetry in the refractive index for the two circular polarisations. A mathematical

formulation of this macroscopic description is given by dielectric tensor theory, the details of

which can be found elsewhere. [206] In summary, this predicts the occurrence of a differential

absorption and a phase shift for the two polarisations.

The phase shift between rcp and lcp is illustrated schematically in figure 4.12(b) and
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Figure 4.12: Illustration of the polarisation dependent absorption and phase shift acquired during
reflection from a magnetic surface that renders the reflected light elliptically polarised.

results in a linearly polarised reflected beam with a rotation of the plane of polarisation.

This effect is combined with a differential absorption of rcp and lcp illustrated in figure

4.12(c) leading to a final beam with elliptical polarisation.

4.5.2 Geometries of the magneto-optical Kerr effect

Measurements of the magneto-optical Kerr effect can be performed in three different geome-

tries: transverse, longitudinal and polar which are illustrated in figure 4.13 and defined by

the relative orientation of the magnetisation with respect to the plane of incidence of the

illumination. The different geometries are best explained using a model where, upon re-

flection, a Lorentz force gives rise to an additional component of polarisation orthogonal to

the incident electric field vector and the magnetisation of the sample. The addition of the

original reflected polarisation with the Kerr component results in elliptically polarised light.

a) Polar b) Transverse b) Longitudinal

Ep
Es

Ep
Es

Ep
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plane of incidenceplane of the sample

Kerr signalKerr rotation Kerr rotation

Figure 4.13: Schematic showing MOKE measurements of samples with magnetisation in a) lon-
gitudinal, b) transverse and c) polar geometries.
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In the polar geometry, which is sensitive to magnetisation that lies out-of-plane of the

sample, incident p and s light both experience a Kerr rotation. Measurements in the polar

MOKE geometry are often performed with normal incidence illumination to maximise the

orthogonality between the electric field vectors and sample magnetisation and hence produce

a larger Kerr signal.

For transverse and longitudinal geometries the magnetisation lies in the plane of the

sample and the incident beam must enter at an oblique angle or else the electric field would

either be parallel with the magnetisation, producing no Kerr effect, or the Kerr effect would

be along the beam direction and would not be measurable. For the transverse geometry the

magnetisation is perpendicular to the plane of incidence of the light. This gives a magneto-

optical enhancement of the amplitude of p-polarised light. In the longitudinal geometry, the

magnetisation is parallel to the plane of incidence of the light giving rise to a rotation of the

angle of polarisation.

4.5.3 Measuring magnetic properties of thin films and

nanostructures

The MOKE technique provides surface sensitivity as the incident light probes only a certain

depth into the sample known as the skin depth. This is defined as the depth at which the

intensity is attenuated to 1/e of its initial value. The skin depth is governed by the absorption

of the material and for most magnetic metals, has a value of 10-20 nm. [207] Measurements of

films thinner than the skin depth give a Kerr signal proportional to the thickness of the film

with additional effects from the interaction of the underlying substrate. For thicker films or

bulk samples, the Kerr signal gives sensitivity only to the near surface region within the skin

depth of the surface.

For investigating geometrical structuring in-plane the focussed spot size allows for lo-

calised probing of the magnetic behaviour. Individual nanomagnets cannot be resolved opti-

cally as their dimensions are smaller than the wavelength of light used to interrogate them.

However, individual sub-wavelength nanostructures can still produce a detectable Kerr sig-

nal. [208] Further details about the measurements performed on the nanostructures in this

investigation are given in chapter 5, which covers in more detail procedures for locating

structures to be measured and maximising their signal to noise ratio.
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4.6 Superconducting quantum interference device

(SQUID) magnetometer

The magnetic characterisation techniques discussed so far in this chapter give great insight

into the properties of magnetic materials but are limited to only giving magnetisation mea-

surements on a relative scale. However, with a superconducting quantum interference device

(SQUID) magnetometer direct measurements of the magnetic moment can be obtained. This

technique is very sensitive and has a resolution below 10−14 Tesla [209] but does however require

a larger sample volume and samples separated on individual substrates for the measurements.

There are two varieties of SQUIDs, RF and DC. This discussion will focus on the operation

of the RF SQUID as this was used in this investigation.

4.6.1 Design of the Josephson junction

The SQUID technique relies on the discovery by Deaver and Fairbank in 1961 [210] where

flux quantisation was observed in a superconducting ring in units of Φ0 = h/2e. [211] Su-

percurrents in the ring respond to changes in external flux, inducing an opposing flux to

maintain the constant total flux through the inside of the ring. [212] The introduction of a

Josephson junction [213] to the ring disrupts the supercurrents leading to an oscillating super-

current contribution where the frequency scales with the internal flux contribution from the

supercurrent.

4.6.2 Detecting changes to the supercurrents in a SQUID

To detect changes in flux using a SQUID, the superconducting ring is coupled to external

circuitry. For the RF SQUID a resonant detection method [214] is used where the inductor of

a resonant LC ‘tank’ circuit, illustrated in figure 4.14(a), is coupled to the superconducting

ring in parallel with a capacitor chosen so that the tank circuit has a resonance and drives the

SQUID at 20-30 MHz. [212] Externally applied DC flux damps the oscillating supercurrents

and results in a change in power required to maintain the resonance frequency of the tank

circuit. This is measured by amplifying and detecting the small change in the AC voltage

across the tank circuit. [215]

The magnitude of the detected RF voltage shows a triangular shaped response with
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Figure 4.14: Resonance detection method for an a.c. SQUID showing a) schematic drawing and
b) output voltage [212]

increasing flux, illustrated in figure 4.14(b). These oscillations correspond to the quantised

states of the ring and depend on the tuning of the RF current supply. This response contains

regions where the voltage increases linearly with flux as long as the changes in flux are less

than ±1
2
Φ0.

[212] To achieve a greater range than this, external feedback is incorporated to

reduce the signal from the pickup coils to maintain the SQUID in the linear sensitive range.

The reduction in the signal from the feedback is accounted for later with data correction

factors. [216]

The SQUID device can measure change in magnetic flux on its own but it is often cou-

pled to additional coils through a flux transformer. In chapter 5 the use of a SQUID as a

magnetometer for measuring thin NiFe/Au films is discussed.

4.7 Micromagnetic investigation into the magnetic

properties of nanostructures

To assist with the interpretation of results from the various experimental techniques outlined

above and to gain insight into the physical processes occurring, micromagnetic simulations

have been performed alongside the experimental work presented in this investigation. These

simulations are based on the micromagnetic framework introduced in chapter 2 and offer a

powerful way to model and visualise the time evolution of the microscopic magnetic struc-

turing on a length scale smaller than that of domains and domain walls. This section will
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cover the techniques involved in performing these simulations for the investigation of nano-

and micro-scale thin film structures.

There are a variety of micromagnetic simulation packages available. SimulMag [217] is well

suited for educational use or initial characterisation of magnetic device design before rigor-

ous analysis. More in-depth analysis is suited to packages such as Magpar [218] or NMag [219]

which has the main advantage of non-cuboidal cells allowing more generalised geometries to

be investigated. [220] Here the discussion will focus on the object orientated micromagnetic

framework (OOMMF) [221] used in this investigation due to its extensibility, general accep-

tance and adoption by a large proportion of the magnetics community. The simulations here

were all performed at 0 K as the effect of temperature is not accounted for in this package

and techniques for the inclusion of a temperature effect are not the aim of this investigation.

Any results are therefore discussed knowing that micromagnetic results give an overestimate

of reversal fields in comparison to the expected values from finite temperature samples. In

a real system at a finite temperature, stochastic thermal fluctuations contribute energy to

the spins in the system giving a lower effective energy barrier that needs to be overcome by

field energy. In the simulations, this thermal energy is not present and therefore a larger

field is required to achieve the same total energy. However, symmetry breaking issues were

considered.

4.7.1 Performing micromagnetic simulations

To solve a micromagnetic problem using a simulation the sample is first represented as an

array of cells containing a volume of magnetic material where the magnetisation is assumed

to be uniform. Each cell is assigned a single spin which interacts with the effective field

formed from a combination of the exchange with its eight nearest neighbour cells and ener-

gies from the interaction with magnetic field. [222] A Monte Carlo approach is then used to

evolve the system in time, minimising the energy arising from the ensemble of spins in the

system according to the LLG equation (equation 2.20). [69] This gives the time evolution of

the magnetic spin state of the sample from which the magnetisation, energy contributions

and spin arrangement can be extracted.
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4.7.2 Division of generalised shapes into cuboidal cells

The division of a sample into cells was trivial in the example presented in chapter 2 where a

rectangular planar nanowire structure was represented by a rectangular array of cubic cells.

To represent a more generalised sample geometry, the cubic mesh is overlaid on the desired

structure geometry and the shape is approximated to a collection of squares as illustrated

in figure 4.15(a). Where the centre of a cell lies within the magnetic material the cells are

assigned a Ms value for the material. Alternatively, if the centre of the cell lies outside the

magnetic material then it is assigned a value, Ms = 0. [223]

Due to the square nature of the cells, this can result in step-like staircase edges to a

magnetic structure which may result in behaviour or effects that are artefacts of the model

compared to a structure with smooth edges. However, there are techniques available to

reduce this problem. The cell size can be reduced, but this increases the computational load.

Alternatively, corrections can also be made to the model to account for the differences in

magnetostatic energy from step-like and uniform edges. [223] In this work, the step-like edges

lead only to a small artefact in comparison to the geometrical structures investigated. This is

then insignificant compared to the trends observed in the magnetic properties as a function

of a wide range of sample geometries.
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Figure 4.15: a) The division of a non-regular sample geometry into a cubic mesh where cells take
the value of Ms of the material where their centre point overlaps the magnetic structure whereas
other cells have Ms = 0. b) The effect of initial symmetry in the model gives an artificial increase
in the reversal field that does not occur in real physical systems.
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4.7.3 Removing symmetry

Micromagnetic simulations are often initiated with uniform magnetisation along a particular

axis in the structure. For the case of a nanowire for example, it is typical to investigate the

switching from negative to positive magnetisation where the initial magnetisation is satu-

rated along the wire axis. Since there are no stochastic thermodynamic effects incorporated

into the model it is necessary to remove the perfect symmetry from the model to prevent

computational problems. This is typically achieved by adding a small off-axis field (in this

case 0.1 Oe) which does not appreciably affect the model except to break the symmetry.

For the case of a 300 nm × 1 µm elliptical structure that is 5 nm thick, figure 4.15(b)

demonstrates the reversal behaviour with applied field along the long axis with and without

a small perpendicular 0.1 Oe symmetry breaking field. A considerable 150 ± 10 Oe differ-

ence in the reversal field is found which is higher without the symmetry breaking field. In

a real system, imperfections in the structuring would lead to localised variations in the de-

magnetisation energy. Additional stochastic thermal effects are also not taken account of in

the model. Both of these effects result in the breaking of symmetry in real systems so it is

appropriate to compare these with simulations with a symmetry breaking initial field.

4.7.4 Damping in quasi-static and dynamic simulations

In magnetic systems the speed at which magnetisation rotation processes take place is gov-

erned by the damping in the system. This is a complex phenomenon and can be associated

with the dissipation of magnetic spin energy into the thermal energy of the system. A more

complete discussion of this is given in chapter 2. For the purposes of micromagnetic analysis

the damping is described by a single Gilbert damping parameter, α, which is a phenomeno-

logical constant describing the rate at which precessing spins settle to the effective field.

For quasi-static simulations where the magnetisation and energetics of the system as a

function of applied field are of interest, this damping is not important. Therefore, α is often

set to a value of 0.5 which is significantly larger than measured value for most ferromagnetic

materials but allows the simulation to converge to an equilibrium in a shorter computation

timescale with little effect on the results of the simulations. [68,222] For simulations of dynamic

magnetisation processes where the magnetisation as a function of time is the important

quantity, α has a more significant impact on the outcome of the simulations. It must therefore

92



Chapter 4. Investigative techniques

be set to a lower, more realistic value of 0.01 for Ni80Fe20.
[224]

Figure 4.16 shows quasi-static micromagnetic simulations of the de-pinning of a domain

wall from a trap structure (discussed later in chapter 8) with a damping parameter of α = 0.5

and α = 0.01. The graph shows that both damping parameters give consistent results

supporting the validity of artificially increased damping for quasi-static simulations. The

larger error bars for the α = 0.01 points are artefacts arising from the torque stopping criteria

which has been artificially increased in this simulation to gain the results on a reasonable

computational timescale.

In quasi-static simulations it is common to progress through a range of applied fields where

the magnetic configuration achieves an energy minimum at each field. During simulation the

damping has the effect of reducing the energy of the system which converges to a minimum

as the simulation evolves. Since this convergence may never reach the minimum point, an

appropriate stopping condition must be defined to enable the simulation to finish or progress

to the next field step. This is known as the torque stopping criteria where the torque, |m×H|,
must drop below this criteria for the simulation to progress. If this value is set too low

then the simulation will continue to evolve for longer simulation times without a significant

improvement in the validity of the simulations. On the other hand, if the criteria is set too

high, the simulation will progress before the minimised energy state can be found. In this

case the results from the simulations will not be realistic of the intended magnetic system.
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Figure 4.16: The de-pinning field of a domain from a reduced Ms trap giving a comparison
between the damping parameters α = 0.5 and 0.01 on the quasi-static nature of the micromagnetic
simulations. Both damping parameters agree with the same trend but α = 0.5 is generally accepted
for this job as it is considerably quicker.
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In the quasi-static simulations here, the default torque stopping criteria of 1 × 10−5 A/m

is used, and for the dynamic simulations, the torque stopping criteria is removed from the

simulation. [222]

4.7.5 Removing the effect of the ends of nanowires

Micromagnetic simulations are ideally suited to investigating the magnetic properties of finite

micro- and nanoscale structures. Nanowires, on the other hand are finite in their width and

thickness but have an extended length that can be approximated as infinite. Simulations on

infinitely long structures are unrealistic so simulations on nanowires must consider only a

finite length structure.

The introduction of ends to a nanowire will create free poles which set up a demagnetising

field. This leads to a rearrangement of the spins which becomes significant towards the ends

of the nanowire as shown in figure 4.17(a). A domain wall structure in a nanowire feels a force

driving it towards the nearest end of the nanowire which adds complexity to the investigation

of domain wall behaviour. To reduce the significance of this problem, the nanowire length can

be extended to maximise the region towards the centre of the wire with uniform magnetisation

but this comes at the expense of a significant increase in computation time.

Manipulation of the geometry at the ends of the wires can be used to gain a certain amount

of control over the orientation of the spins. [225] The abrupt square end shown in figure 4.17(a)

shows significant curling of the magnetisation towards the corners. The introduction of an

elliptical end shape in figure 4.17(b) shows an improvement where the magnetisation points

more uniformly along the axis of the wire with minimal edge effects. A nanowire with tapered

ends in figure 4.17(c) can be used to arrange the spins to point inwards.

Another more involved method to account for the free poles at the end of a nanowire is to

introduce boundary conditions where fixed spins produce a correction field which counteracts

the field from the free poles at the end of the structure. This has the effect of maintaining

Figure 4.17: Micromagnetic simulations of 200 nm wide, 15 nm thick nanowires comparing the
effect of a) rectangular, b) elliptical and c) tapered end sections extending over the last 200 nm of
the structure.
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uniform magnetisation along the nanowire all the way to the end. This methodology is

illustrated schematically in figure 4.18.

A simulation is first performed on a nanowire, saturated along its axis, to find the stray

field which develops as a result of the free poles on the end of the nanowire. This initial

simulation has the same cross-sectional area, but a length 10 times larger than the desired

simulation size, allowing the ends to be considered as independent. The free poles from

this initial simulation are then fixed at the ends of nanowires in subsequent simulations

with inverted polarity. This has the effect of cancelling out the poles created from the

demagnetisation effects and allows the spins near the end of a nanowire not to ‘feel’ the effect

of the nanowire end. This results in uniform magnetisation along the entire length of the

nanowire. [226]

4.7.6 Micromagnetic simulations on domain wall dynamics

Dynamic effects are investigated through micromagnetic simulations by removing the torque

stopping criteria, allowing the simulation to evolve as a function of time. Particularly appro-

priate to this project is the dynamic properties governing the propagation of domain walls

along nanowire structures. These walls travel with a velocity which can be derived from the

micromagnetic simulations by the analysis of the net magnetisation along the nanowire axis.

For a fixed nanowire length the domain wall propagation increases the size of one domain at

the expense of the other leading to an increase in magnetisation. The velocity of the domain

wall can then be found from the gradient of the magnetisation with time as illustrated in

figure 4.19(b).
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Figure 4.18: End correction where fixed spins at the nanowire ends counteract the demagnetisation
effects from the wire end allowing the simulation of an effectively infinitely long wire. [226]
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Figure 4.19: a) Evolution of domain wall position in time with applied field of 10 Oe in a section
of a 250 nm thick, 5 nm wide, 5 µm long NiFe wire. b) The rate of change of position is used to
determine the domain wall velocity.

The example shown here describes the velocity of a domain wall determined in its steady

state but to achieve this state the domain wall must go through an acceleration phase better

illustrated by the example in figure 4.20. Here a domain wall accelerates due to the application

of an 8 Oe field. The domain wall takes up to 3 ns to achieve its maximum velocity, travelling

up to≈ 2 µm along the wire. Disturbances in the internal spin structure that affect the energy

contributions continue for up to 8 ns.

These acceleration effects are a dynamic property of the domain wall which may be very

interesting for the nanowire structures presented in chapters 8 and 9; however this is beyond

the scope of the current work and here techniques for achieving the steady state domain wall
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Figure 4.20: Change in a) domain wall velocity, b) exchange and magnetostatic energy as a
function of time during the acceleration of an initially stationary domain wall in a 150 nm wide,
10 nm thick nanowire under the effect of an 8 Oe applied field.
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motion without the the additional acceleration effects are considered.

One technique is to ignore the results collected for the first 3 - 8 ns of each simulation. This

is a simplistic approach but it gives reliable results. However, domain walls can propagate a

considerable distance in this time requiring an increase in the nanowire length and therefore

an increase in computation time to achieve these results.

Another approach is to start a simulation with an initial magnetisation representing a

domain wall already in a dynamic state. This would require starting a simulation based on

the spin structure of a previous simulation but this would not hold information about the

current state of precession or damping in these spins. This would likely still result in an

initial phase where the domain wall needs to recover its steady state motion. This would

be likely to take less time than the initial acceleration phase but this technique adds to the

complexity of the simulation protocol.

In this investigation the dynamic properties were investigated for a wide range of nanowire

geometries. Because of this the simplistic approach was adopted by increasing the simulation

length. This was adopted due to the many different initiation steps that would need to be

repeated for each nanowire geometry which would not significantly reduce the computation

time in this case.

4.8 Simulating ion - solid interactions

The use of simulations provides insight into the magnetisation processes that take place in

magnetic systems and helps with the interpretation of the experimental results. Simulations

also provide additional understanding in relation to the structural and compositional analysis

work performed in this thesis. These help to provide further understanding of the results

from the experimental structural analysis techniques. Following from the theory of ion-solid

interactions introduced in chapter 3, this section follows Eckstein in his review of simulation

approaches to ion-solid interactions and describes how these theories are formulated into

simulations. [227]

The basic principles show that an energetic ion incident on a target will undergo scatter-

ing and lose energy as a result of collisions with the target atoms. This results in multiple

processes taking place such as sputtering of the target surface, ion implantation, and inter-

facial intermixing (already discussed in chapter 3). These processes can all be studied by
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following the histories of incident ions and subsequent recoils in a step-by-step fashion by

the analysis of many collisions taking place in a collision cascade. This must be repeated for

many incident pseudoparticles to obtain reasonable statistics. [227]

There are two main approaches to performing these simulations, either the binary collision

approximation method or the classical or molecular dynamics approach. The binary collision

model approximates the interaction as a series of binary collisions between moving ions and

target atoms. This differs from the classical or molecular dynamics model which take into

account interactions with all nearest neighbouring atoms to study the movement of atoms

as a function of time using many body Newtonian mechanics. The discussion here focusses

on the binary collision approximation model as this is the most common for this type of

simulation. It is also the method used in the TRIDYN simulation package which was used

for the simulations presented in chapter 6. [228] TRIDYN is a dynamic version of the TRIM

code so this discussion first considers the operation of the TRIM code before the extension

towards the dynamic simulations in TRIDYN.

4.8.1 Simulation method

Models using the binary collision approximation such as the TRIM [229] code are commonly

solved by Monte Carlo simulations instead of analytic analysis of the formulations based on

transport theory. The advantage of this is that it gives a better treatment of the elastic

scattering process in a model where it is easier to define surfaces and interfaces and make it

easy to determine the energy and angular distributions following scattering events. Monte

Carlo simulation techniques, however, come at the expense of a large computational load

so simulations usually result as a compromise between the accuracy and processing time

constraints. [229]

These simulations consider a large number of incident pseudoprojectiles which represent

a differential fluence, ∆φ, that is equal to the total fluence, φ0, divided by the number of

pseudoprojectiles, NH .
[227] Each pseudoprojectile has an initial energy, position and velocity

and is sequentially directed towards the target composed of an amorphous collection of atoms

with random locations. [230] Interactions during a binary collision result in the elastic energy

transfer between ion and target and also modify the ion’s trajectory. Further energy losses

also occur due to nuclear and electronic inelastic scattering. [229] The history of the pseudo-

projectile is terminated when its energy falls below a cut-off energy, Ef,i, or when its cascade
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results in it ending up outside the simulated target region.

There are two assumptions that dramatically increase the efficiency of the simulation:

• An analytic formula is used to determine atom-atom collisions rather than evaluating

the complete scattering integral.

• A free-flight-path approach is used so only significant collisions are evaluated.

Analytic expression for binary nuclear collisions

The analytic formula approximation developed by Molière [231] can be used to increase the

processing speed of the simulation by up to 50 times in comparison to the numerical analysis

of the scattering integral. [232]

For high energy collisions the target atom can be assumed to be an unscreened nuclear

coulomb potential as the electron density has little effect on the scattering. This assumption

puts the collisions into the Rutherford regime, making use of a derivable fitting parameter,

∆. For lower energy collisions the nuclear screening is important and the fitting parameter

is modified to include two parameters that are tuned so that the simulations fit correctly

with the experimental results. With these parameters the potential can accurately represent

scattering with most atomic potentials where the range from low to high is accounted for by

an interpolation scheme to bridge the gap. [233]

Free flight path assumption to reduce computation time

Between collisions, ions are assumed to travel in straight free-flight paths where they do not

lose momentum or kinetic energy. The length of this path depends on the pseudoprojectile

energy which is used to calculate a maximum jump length. This length is then divided

randomly to determine the position of the next collision event. After each collision the energy

decreases along with the maximum jump length. When the jump length would extend over

a boundary into a different layer, the length is reduced to a random distance within that

length which is then repeated until the interface is crossed in monolayer steps.

The maximum path length is given by λl = n− 1

3 based on the local atomic density n.

This underestimates the nuclear energy loss so λl = 0.5n− 1

3 was chosen as a satisfactory

approximation adopted for simulations. [234]
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4.8.2 Energy transfer during binary collisions

When an ion of energy E is involved in a collision with a target atom, the energy is divided

between the final energy of the ion, E1, and the final energy of the target atom, E2. Each

target atom also has an associated displacement energy, Ed, and binding energy, Eb, which

represent the physical bonding strength between atoms in the target.

In collisions where E2 < Ed, the final energy of the target atom is not sufficient to

overcome the displacement energy barrier. It therefore remains in its original location in the

target and the remaining energy, E2, is dissipated away by phonon emission in the target.

When E2 ≥ Ed the target atom is displaced from its initial location in the target matrix.

It leaves behind a vacancy and joins the cascade of moving ions with an energy given by

E2 − Eb. Similar comparisons are made with the incident ion energy, E1, which remains in

the cascade if E1 ≥ Ed and becomes an implanted defect if E1 < Ed.

As ions in the cascade take part in more collisions their energy is depleted. When the

energy falls below a cut-off energy, Ef,i, the history of the pseudoparticle is terminated. This

cut-off energy should be set below the surface binding energies to ensure correct sputtering

yield and atomic relocations are represented by the simulations. [228]

4.8.3 Dynamic relaxation of the target structure

TRIDYN is a dynamic version of TRIM code which has been extended to account for dynamic

changes in target composition as a function of fluence. [230] These changes are significant

for highly energetic ions where atomic reordering may occur, e.g. in layered structures or

polyatomic materials. [234]

Again this uses the binary collision approximation in an amorphous target, but there are

differences in how the target reacts to the incident fluence. Initially the target is divided

into arbitrary regions of constant thickness. During the collisional transport stages of the

simulation, atomic rearrangement results in vacancies in some atomic sites and interstitial

defects at others along with sputtering of the surface. This is illustrated in figure 4.21(a) and

(b).

In TRIDYN a dynamic relaxation step is introduced following the collision cascade, when

the energy of all of the particles involved in the collision cascade has decreased below the

cut-off energy. The defects result in a change in density of the layer and the thickness is
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Figure 4.21: Schematic showing process involved in the TRIDYN simulation starting with a) ion
cascades that cause surface sputtering and interfacial intermixing b) resulting in a modified density
in each layer c) which then relaxes to give layers of varying thickness with constant density during
the dynamic part of the simulation. [230]

adjusted so that the density relaxes in a process illustrated in figure 4.21(c). The simulation

of the collision cascade, followed by dynamic relaxation is repeated for each pseudoparticle

involved in the simulation.

Following a simulation, the layers with modified sizes are interpolated to give composition

profiles as a function of equal depth increments. These results are particularly useful near

interfaces where these effects show isotropic broadening of initially abrupt interfaces. The

output profiles also contain the location at which the incident ions come to rest within the

target matrix giving estimates for the range of the ions in the material.

4.9 Summary

In this chapter various techniques have been introduced relating to the investigation of the

structural and magnetic properties in thin films and nanostructures. First, structural studies

by x-ray reflectivity are described that give insight into the thickness and interfaces between

layers of a thin film while elemental profile can be obtained using x-ray fluorescence tech-

niques. Modifications to the structure resulting from energetic ion irradiation can also be

simulated, adding to the understanding of the work presented in chapter 6 on the nature of

ion irradiation on the structure of thin films.

Magnetic analysis techniques including XMCD, MOKE, SQUID and micromagnetic simu-

lations have also been discussed. Each technique has advantages for understanding a certain

aspect of the magnetisation behaviour in this investigation. For the analysis of changes

in magnetism resulting from ion irradiation, the change in magnetisation found from both
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MOKE and SQUID techniques. This was further investigated in terms of the spin and orbital

contributions using the element specific XMCD technique, which in combination with x-ray

reflectivity also gives rise to depth sensitivity. These results are presented in chapter 7. The

focussed nature of the MOKE allows for interrogation of magnetic properties on a local scale

allowing for magnetic characterisation of nanoscale structures. Structures on this scale show

properties that are well explained by comparison with micromagnetic simulations and are

presented in chapters 8 and 9.
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Experimental Procedures

5.1 Introduction

In this chapter the experimental procedures that were used to obtain the results in this

investigation are discussed in an order relating to the objectives of each area of the inves-

tigation. Firstly, the experimental procedures for the detailed structural analysis that used

both x-ray reflectivity and fluorescence techniques are discussed. An important aspect of

this part of the investigation is the trade-off between relatively large areas needed for x-ray

measurements and the small areas most suitable to focussed ion-beam irradiation. Secondly,

the experiments are discussed for the investigation of the change in magnetic properties as

a function of ion beam irradiation. This uses a combination of MOKE, SQUID and XMCD

experiments that combine to give an understanding of the irradiation induced changes in the

magnetic properties discussed in chapter 7. MOKE measurements were performed in the

first instance to gain an understanding of the magnetic behaviour for a wide range of irradi-

ation parameters whilst the SQUID and XMCD techniques were performed on samples with

selected irradiation conditions to further investigate the origins of the changes in magnetic

behaviour of these materials.

Finally the experimental work performed on magnetic nanowire structures is described.

This combines the techniques involved in the fabrication and measurement of nanoscale mag-

netic samples using focussed MOKE measurements. Local ion irradiation was also performed

along the nanowires to investigate the effects of local magnetic modification upon the prop-

agation of domain walls in the nanowires.
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5.2 Sample preparation details

Before providing a detailed discussion of the specific experimental details for each stage of this

investigation, an outline of the sample preparation procedure is first given that is appropriate

to every sample presented in this work.

5.2.1 Preparation of Si/SiO2 substrates

Samples were prepared on substrates of single crystal Si wafers with a 500 nm thick amorphous

hydrothermally grown oxide layer. This amorphous oxide acts to stop the effects of the

underlying crystal structure affecting the growth of subsequent layers and also acts as an

electrically insulating layer which is important for samples with electrical connections. These

wafers were scored using a diamond scribe and diced into ≈ 5 mm square substrates.

It is important to keep samples free from dirt and grease, particularly when experimenting

with nanoscale structures where the size of dust particles become comparable, or even larger

than the structures under test. Therefore all the preparation steps were performed in a

cleanroom and the sample substrates were cleaned, first in acetone and then isopropanol

(IPA) for two minutes in each under ultrasonic agitation and then blown dry with N2 gas.

5.2.2 Thin film deposition by thermal evaporation

Deposition of metallic thin films was performed by thermal evaporation. Substrates were

placed at the top of a vacuum chamber, 50 cm above crucibles containing the source material.

These crucibles were ceramic coated tungsten wires, or in the case of Cr, a pre-coated tungsten

wire. These were heated ohmically with a DC current (typically 30 - 60 A) to achieve a steady

evaporation rate, typically 0.6 Å/s for NiFe (nominally Ni81Fe19) from a single alloy powdered

source followed by Au at 0.3 Å/s without breaking the vacuum. Once a stable rate was

established the sample shutter was opened, allowing deposition on to the sample. Deposition

was monitored using an in-situ quartz crystal rate monitor to determine the deposition rate

and thickness in real time. The rate monitor was calibrated against x-ray reflectivity data

for films of different thicknesses and is accurate to 0.1 nm. Once the desired thickness was

achieved, the shutter was closed, the current stopped and the chamber allowed to cool before

venting with N2 gas.

The vacuum achieved by the combination of backing and turbo pumps gave a typical base
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pressure of 10−7 Torr, this rose to 10−6 Torr during deposition. Baking-out the crucibles prior

to evaporation helps to achieve lower pressures by allowing absorbed gases to be released from

the crucibles, the source materials and to some extent the chamber walls.

5.2.3 Electron beam lithography

Geometrical structuring was achieved by electron beam lithography prior to the deposition

of the thin film material. The methodology was introduced in chapter 3 and here the specific

experimental steps that were useful in many different parts of this investigation are outlined.

First a ≈ 70 nm resist layer was deposited by spin coating a 2% solution of PMMA-495

in anisole at 3000 rpm for 30 seconds onto a substrate. This was then baked on a hot plate

for 90 seconds at 120◦C to evaporate the anisole solvent.

The samples were then loaded into the dual beam FIB/SEM system, positioned at a

4 mm working distance and aligned using the electron beam with a 21 pA beam current

and 30 keV acceleration voltage. This beam was focussed onto an edge of the substrate in a

sacrificial region where additional exposure was not critical to the final sample. The centre of

the substrate was then located and patterning was controlled by patterning software relative

to this centre point. Patterns were exposed with a single pass of the electron beam remaining

at each pixel for a dwell time of 8 µs delivering an electron dose of 400 µC/cm2, suitable to

break enough polymer links in the PMMA allowing it to be cleared during development.

The exposure was followed by development of the resist in a 1:3 solution of methyl-iso-

butyl-ketone (MIBK) : IPA at 21◦C for 20 seconds followed by a wash in IPA for 20 seconds

and blown dry with N2 gas. This created a nano or microscale stencil through which a thin

film was subsequently deposited by thermal evaporation. Following deposition, lithographi-

cally patterned samples were soaked in acetone for 1 hour followed by 2 minutes in acetone

then IPA with ultrasonic agitation to remove any unexposed PMMA and deposited material,

to reveal the desired pattern on the substrate.

5.3 Structural investigation of NiFe/Au bilayers

Structural modifications to NiFe/Au bilayers resulting from Ga+ irradiation were investi-

gated using grazing incidence x-ray reflectivity and fluorescence techniques. This section

describes the experimental procedure for fabricating, irradiating and characterising the struc-
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tural properties of the samples using these techniques. The results along with their discussion

are presented in chapter 6.

5.3.1 Choice of sample geometry

Measurements using x-ray reflectivity and fluorescence techniques require relatively large area

samples. The x-ray beam spot size when focussed was ≈ 50 µm diameter (see section 5.3.5)

but when projected at grazing incidence, the footprint of the beam on the sample becomes

much larger. For these measurements it was also important to have adequate separation of

the samples to ensure that the beam probes only one sample at a time and to make it easy

to identify and align with the beam. It was therefore necessary to produce samples that were

several millimetres long and with a comparable separation between structures.

Since these structures were intended for analysis of the modification to the structural

properties resulting from Ga+ irradiation large sample areas needed to be irradiated. To

accurately represent the structural modifications that occur in nanoscale systems from local

ion irradiation, similar irradiation conditions were needed for this large area irradiation to

allow for a direct comparison. Performing such localised irradiation on a large area was also

challenging as this process was performed serially over a long timescale. This can introduce

problems due to drift in the ion beam current or the sample position over time.

The sample size was chosen as a compromise between the large areas required for x-ray

measurements and the timescale required for performing Ga+ irradiation on these structures.

This led to the choice of strip samples with dimensions 1.3 mm × 5.5 mm separated by 1 mm

gaps which were prepared by thermal evaporation of 20 nm NiFe followed by 2.5 nm Au cap

through a shadow mask onto a SiO2 substrate.

5.3.2 Irradiation of large area samples

To perform this large area irradiation the techniques discussed in section 3.7.2 have been

adopted. The 1.3 mm × 5.5 mm strips were divided into an array of 200 µm × 200 µm write

fields. Each of these were irradiated by raster scanning the beam over an array of 20 µm ×
20 µm regions. Following the irradiation of each write field, the stage was moved in 200 µm

steps covering first the 1.3 mm width of the samples before repeating multiple rows covering

the entire area of the strip in a scheme illustrated in figure 5.1. Each stage movement had a
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1.3 mm

5.5 mm

200 x 200 μm patterning area

NiFe strip

Figure 5.1: Irradiation of a large area strip was performed over 200 µm write fields where the
beam was raster scanned over an array of 20 µm patterning areas. This was followed by successive
stage movements to cover the entire area of the strip.

stitching error of at worst ≈ 1 µm which is negligible compared to the millimetre scale x-ray

beam footprint. The irradiation area was intentionally larger than the strip to ensure the

entire NiFe/Au structure was irradiated in the case of a misalignment or drift of the sample

position over time. Excess irradiation on the Si/SiO2 substrate does not significantly affect

the results.

The irradiation was performed with normal incidence Ga+ irradiation at 30 keV as these

conditions transfer the maximum energy to the sample without leading to significant amounts

of surface sputtering (see figure 3.6). A 6.7 nA beam current with a 66 nm beam diameter

was rastered over the area with a pitch of 33 nm and held at each position for a dwell time of

1 µs. The dose, determined by the number of repeat exposures, was chosen to be in a region

where interesting magnetic properties were found which are presented in chapter 7.

In total the irradiation of each strip took from several hours up to days depending on

the irradiation dose. During the irradiation the damage to the beam defining aperture was

significant resulting in a steady increase in beam current throughout the irradiation. A

measurement of the beam current before and after irradiation was performed and the average

used to give an improved estimate of the dose received by the sample.

5.3.3 X-ray reflectivity and fluorescence measurements

The x-ray reflectivity and fluorescence measurements were performed using synchrotron x-

rays from the bending magnet, BM28 on the XMaS beamline at the ESRF in Grenoble. The

use of synchrotron x-rays allows for a high brightness giving a large number of photons per
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second compared to a standard laboratory source. This allows for the measurement of weakly

scattered diffuse scatter with reasonable counting times which is important for characterising

the roughness and intermixing at the interfaces. The radiation from a bending magnet is

polychromatic allowing the use of a monochromator to give x-rays tuned to a particular

energy allowing for the investigation of fluorescence, where the excited transitions can be

chosen.

Both the x-ray reflectivity and fluorescence measurements were performed using the same

experimental setup illustrated by the simplified schematic in figure 5.2. Synchrotron x-rays

pass through the beamline optics which condition the beam to a 50 µm spot incident on the

sample. The x-rays reflect off the sample at an angle of θ into the detector located at 2θ.

These incident x-rays are also absorbed, ejecting a core electron from the elements in the

sample (depending on the incident energy) giving rise to fluorescent x-ray emission which

can also be detected with a detector above the sample.

Reflectivity scans were performed with 11.8 keV x-rays in the θ - 2θ configuration scanning

2θ from 0◦ - 7◦ with a step size of 0.02◦ and a counting time of 1 - 4 s at each point. At low

incidence angles this was measured with a photodiode detector positioned at 2θ with beam

attenuators to limit the intensity and avoid saturation of the detector. At higher angles as the

reflected intensity decreases, the attenuators were removed and a more sensitive avalanche

photodiode detector was used. The datasets for different levels of attenuation and detector

Figure 5.2: a) Simplified schematic layout and b) photograph of the experimental setup for grazing
incidence x-ray reflectivity and fluorescence measurements performed at the XMaS beamline at the
ESRF in Grenoble. Synchrotron x-rays incident on the sample produce specular and diffuse scatter
which is measured by a detector at 2θ as well as fluorescence x-rays which are measured from above
the sample.
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were combined and normalised against the monitor signal from an Au grid located before

the attenuators to account for minor changes in the incident beam intensity and losses in the

ring current. A corresponding off-specular scan (offset by -0.1◦ in θ) was also performed and

subtracted from the specular scan to obtain the true specular reflectivity of the sample. This

allows an approximation of the forward diffuse scatter from any topological roughness in the

film to be removed from the specular reflectivity results.

Transverse diffuse scans in θ with a fixed 2θ at Kiessig maxima or minima were also used

to measure the diffuse scatter and give information about the in-plane structure, such as

topological roughness and chemical intermixing in the sample. θ was scanned from 0◦ to 2θ

in 0.05◦ steps counting for 4 s per point. This was followed by more detailed scans in the

central 0.3◦ region of the specular peak in steps of 0.005◦.

The x-ray fluorescence measurements were performed with incidence x-ray energies of

12.5 keV and 11.8 keV, i.e. above and below the Au L3 edge (11.919 keV [235]). The fluores-

cence signal was measured with a Vortex Si-drift diode detector positioned perpendicular to

the beam direction and fixed at 75◦ to the sample plane to avoid detecting any signal directly

from the beam such as air scatter. The detector measures the energy of the fluorescent x-rays

from the sample by converting each detected x-ray into a charge proportional to its energy

which is counted with a multi-channel analyser (MCA). By combining the individual counts

at each energy, spectra were produced representing all of the intensity from each fluorescence

emission taking place within the sample. Fluorescence scans were performed at grazing in-

cidence for θ from 0◦ to 1◦ in 0.01◦ steps with data collected for 30 - 60 seconds at each

step. These measurements were used to gather information about the depth dependent com-

position throughout the sample. Fluorescence was also measured as a function of position

across the width of the irradiated samples in 50 µm steps with a constant incident angle of

θ = 1◦, i.e. above the critical angle. This gave information about the average composition

of each sample. Reflectivity and fluorescence scans followed a similar method but were not

performed simultaneously. For the fluorescence measurements the saturation of the detector

at low angles was not a problem, so the beam attenuators were not used and the reflectivity

detector was moved away from the specular condition.
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5.3.4 Fitting of the peaks in the fluorescence spectra

The fluorescence spectra showed the x-ray energy from all of the fluorescence transitions

taking place within the sample. These were separated into the contributions from each

element by fitting the spectra with a set of peaks corresponding to the individual atomic

transitions. This fitting was performed using the Levenberg-Marquardt method [236] and an

example was illustrated previously in figure 4.7 where multiple peaks were combined to form

a model that fits to the experimental data.

Pseudo-Voigt shaped peaks were used to best represent the peaks constituting the fluores-

cence emission as they incorporate the linewidth of the transition convoluted with the energy

resolution of the detector (100 - 150 meV minimum [237]). The full width half-maxima and

shape parameters of the peaks were constrained to be the same for all transitions from the

same element due to the negligible broadening of inner shells in heavy elements. The peaks

are centred on the transition energies given in table 4.1 and the energy axis was allowed to

shift and stretch to account for changes in the energy calibration of the vortex detector, which

affects all transitions in the same way. The ratio of peak heights between the transitions was

constrained to be in the ratio of the relative emission rates, also given in table 4.1 and the

heights of all the peaks were varied together when fitting the model to the data.

Once the model was fitted to the data, peak areas give the fluorescence intensity origi-

nating from each element. These were then normalised against the beam monitor to account

for any small changes in incident beam intensity during the measurements. Fluorescence

intensity as a function of grazing incidence x-ray angle was then fitted to a model describing

the depth dependence to the composition of the sample.

5.3.5 Fitting grazing incidence XRR and XRF data

The angular dependent x-ray reflectivity and fluorescence data were fitted using the com-

mercial software package Bede REFS. [238] This uses a model based on the nominal sample

structure containing free parameters to describe the thickness, roughness and composition

of each layer. A reflectivity or fluorescence curve is then simulated using these model pa-

rameters and the theoretical framework discussed in chapter 4. The parameters are then

adjusted to find a model which best fits to the data. When a suitable fit is found, the model

parameters are then taken to be representative of the sample structure.
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A goodness of fit (GOF) parameter was calculated from each model fit to the experimental

data. For reflectivity data where intensities vary over many orders of magnitude, a logarithmic

GOF parameter was used but with fluorescence a linear GOF parameter is more suitable. A

genetic algorithm [239] was used to modify the model parameters within a certain range and

the changes to the parameters are accepted if the GOF parameter is reduced.

Some model parameters such as the sample size and beam dimensions have been fixed

prior to fitting based on other measurements. The exact sample size is found from travelling

microscope measurements and beam dimensions are determined from half cut measurements

of the beam shown in figure 5.3. As the sample height was increased the beam became

obscured by the sample and the intensity dropped to zero. The shape of this curve represents

the Gaussian profile of the beam [240] so fitting the shape of this curve with a sigmoidal function

gave an estimate of the beam width of 50 ± 3 µm in the z direction.

5.3.6 Ion - solid simulations on multilayered samples

To support analysis of the structural experimental results, models of incident energetic ions

on bilayer system were performed following the technique discussed previously in chapter

4. These were performed using the TRIDYN simulation package. [230,234] Here a model for

the NiFe/Au bilayer sample with amorphous texturing was assumed. Normal incidence Ga+

irradiation was applied to the sample at 30 keV and simulated using 10,000 pseudoprojectiles

to give good statistical averaging without excessive computation time.

Table 5.1 shows the parameters used to describe the atoms and their energies that are
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Figure 5.3: X-ray beam intensity as the beam is cut by the sample. This is fitted with a sigmoidal
function and used to determine the beam width of the beam with Gaussian profile.
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Element Ga Au Ni Fe
Atomic number 31 79 28 26
Atomic mass (amu) 69.72 196.97 58.71 55.85
Atomic density (×1022 cm−3) 5.10 5.90 9.14 8.49
Bulk binding energy (eV) 0 0 0 0
Surface binding energy (eV) [143,241] 2.8 3.8 4.46 4.34
Relocation threshold energy (eV) [143] 12 36 23 17
Cut off energy (eV) 1 1 1 1
Electronic stopping correction factor 1 1 1 1

Table 5.1: Table of parameters used by TRIDYN for the simulation of energetic Ga+ ions incident
on a NiFe/Au bilayer system.

used in the simulations. The results given by the simulations are ultimately be determined

by these values so it is important they are representative of the real physical parameters.

The bulk binding energy is the energy needed for an atom to leave its initial location in

the bulk of the material. This energy is subtracted from the energy transfer to the recoil atom

during every collision. The value for this was hard to obtain so was set to a recommended

value of zero, which is reasonable when surface binding energies are more significant. [228]

These are similar to the bulk binding energy but are associated with atoms at a surface or

interface. The value for these can be taken from the enthalpy of sublimation, the energy

taken to convert the solid into a gas. This assumption works well for multi-atomic targets

which have a low heat of fusion such as metallic alloys. [234]

Once an atom or ion joins the collision cascade, the cut-off energy determines the energy

at which particle histories are terminated. This needs to be set less than the surface binding

energy, but otherwise a higher value reduces the computation time. Here a value of 1 eV

was chosen for all elements, suitably below the lowest surface binding energy at 2.8 eV. Once

its energy is depleted the particle then occupies a new position in the sample and it can

either relax back to its original position or remain in the new position if the energy change is

greater than the relocation threshold energy. Ion beam mixing, preferential sputtering and

the resulting composition profiles after irradiation are critically determined by this parameter

as the width of these collisional mixing profiles scales inversely with the square root of the

relocation threshold energy. [143] Finally the electronic stopping correction factor is a means

to correct for deviations from the Lindhard-Scharff stopping potential, important for light

projectiles, it is set to a recommended value of 1. [229]

The simulations returned results showing changes to the structure and composition of the
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model sample as a function of the applied dose. This contains information including the areal

density of implanted Ga+ ions, the sputtering yield and the predicted surface recession of the

target resulting from the incident irradiation. The simulations also produce depth profiles

for each atomic component showing the intermixing for various selected doses.

5.4 Investigating the magnetic properties of irradiated

magnetic material

Following irradiation, modifications to the sample structure resulted in changes in the mag-

netic properties of the NiFe/Au bilayer structures. This section describes the experimental

methods used to investigate these effects. The investigation starts with the initial charac-

terisation of a wide range of irradiation conditions followed by more specific techniques to

confirm and further investigate the magnetism for selected doses.

5.4.1 Magnetic characterisation of irradiation parameter space

Initially MOKE measurements were used for the measurement of a wide range of samples

under different irradiation conditions. The MOKE magnetometer has a beam spot size

of ≈ 10 µm making it ideal for probing the magnetic properties of microscale structures.

The irradiation procedure for these smaller structures was much less complicated and was

performed on a reasonable timescale. Structures on the 10 micrometer scale were also easier

to locate and align on the MOKE system.

Ellipses of size 50 × 10 µm were chosen so that the samples had an easy axis from shape

anisotropy but also curved edges to reduce the complicated spin structures that can arise

from sharper edge structures. Multiple ellipses were fabricated by electron beam lithography

followed by thermal evaporation of NiFe/Au with a variety of thicknesses onto a single Si/SiO2

substrate giving a large number of test structures that are nominally identical. The pitch

of 100 µm gave sufficient separation between each ellipse such that any interference effects

between neighbouring elements could be ignored. [208] However, this was small enough to allow

fabrication on a single substrate and for easy navigation between structures using the MOKE

system.

Following fabrication, the samples were irradiated using the dual-beam FIB/SEM system.
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The sample was positioned at the eucentric point, the focal point of both the ion and electron

beams. Alignments and identification of the structures were mainly performed using the

electron beam to avoid unnecessary ion beam irradiation of the samples during imaging.

Once positioned, a snapshot image with the Ga+ beam confirmed the alignment and allowed

for the precise positioning of an irradiation window over the elliptical structure. This short

exposure with a 50 ns dwell time should only contribute at most a small systematic error in

the dose to all of the measurements.

A rectangular irradiation window of 55×14 µm was used which was slightly larger than the

ellipses. This allowed the beam some lead-in time and lead-out time where any deviations

from the beam blanking or positioning would lead to dose variations outside the desired

structures at the edge of the scan. However, the irradiation window was kept relatively small

to avoid excessive time spent irradiating the substrate rather than the sample.

The beam conditions were kept similar to those used in the structural investigation; this

used a 30 keV Ga+ beam at normal incidence irradiation to keep sputter yields to a minimum.

Beam currents of 28 pA and 515 pA were used and the required dose was achieved by repeated

exposures of each pixel in the pattern with a dwell time of 1 µs. The magnification was 2000×,

giving a 64 µm wide field of view.

The measurements of the magnetic properties of these samples were performed using

longitudinal MOKE measurements with the experimental setup illustrated by the schematic

in figure 5.4.
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Figure 5.4: Schematic diagram of the focussed longitudinal MOKE system showing the optical
path for both the laser and white light source.
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The sample was mounted on a translation stage with the long axis of the ellipse aligned

along the MOKE sensitivity direction and the direction of applied field. The structures were

located through the use of a white light source and CCD camera which shows an image of the

structures on the chip and the position of the semiconductor diode laser (λ = 658 nm) spot

which was also focussed to a spot with an elongated ≈ 10 µm long footprint on the sample.

The laser spot was aligned with the structures by positioning using the motorised translation

stage. Once aligned the λ/4 waveplate was adjusted so that the elliptically polarised light

reflected from the magnetic sample was shifted back to linear. This condition was found

from iterative adjustments of the λ/4 waveplate and the analysing polariser angle to achieve

extinction of the beam. The analysing polariser was then rotated to give an offset so that

changes in magnetisation gave a monotonic response to the photodiode signal.

The sample stage was positioned within an electromagnet and a field was generated

typically at 27 Hz along the MOKE sensitivity direction to reverse the magnetisation in the

sample. The variation in the photodiode signal was recorded along with the field measured

with pickup coils and averaged over many field cycles for approximately 1 minute. The

photodiode signal was plotted against the integrated pickup coil signal to give the variation

of magnetisation with applied field.

5.4.2 Measurements using SQUID magnetometry

The MOKE was a useful technique to show how magnetic properties vary over a wide range

of irradiation conditions. However, the interesting changes arising in the magnetic properties

presented later in chapter 7 needed to be confirmed as originating from the magnetic mo-

ment in the sample and not occurring from other complicating magneto-optical effects. Here

SQUID magnetometry was used to investigate the true magnetic moments on an absolute

scale for selected irradiation conditions.

Samples for SQUID analysis needed a larger volume of magnetic material than that of

the microstructured ellipses and the samples also needed to be mounted individually into the

SQUID system as this technique does not have local sensitivity. Here, the same 1.3 mm ×
5.5 mm samples used for the x-ray structural characterisation studies were used, where the

doses were chosen from the region of interest from the MOKE results. The samples were

diced into individual substrates and each strip was mounted separately in gelatine capsules

and attached to a measurement straw with the long axis of the strip orientated vertical in
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the SQUID sensitivity direction.

The SQUID magnetometer, described in chapter 4, can detect very small changes in

magnetic flux through a superconducting ring. In the magnetometer however, the flux from

the sample is not measured directly with the SQUID ring, but from a series of pickup coils

that are coupled to the SQUID device through a flux transformer. As a magnetic sample

is passed through a coil set, the change in flux in the coils results in a detected voltage

that varies linearly with the flux from the sample. To account for any field drift from the

environment or the superconducting magnet incorporated into the system, the pickup coils

are arranged as a balanced second-derivative coil-set (see figure 5.5(a)) where counter-wound

coils are designed to reject any flux contribution not originating from the sample.

Superconducting magnets allow measurements to be performed in fields up to ±7 Tesla

and a helium cryogenic system allows for temperature measurements down to 1.9 K. [216]

This investigation focussed on the room temperature response of these samples as a function

of field rather than transitions through the Curie temperature, so the measurements were

performed at 290 K.

Samples were loaded into the SQUID magnetometer on a rod to the approximate position

of the coil-set. This was done through a load lock which was evacuated and purged with He

gas to reduce the chance of contaminants entering the sample space. A scan of the sample

position was performed in a field of 100 Oe and used to fine-tune the centre position of the

magnetic sample before the start of the measurement sequence.
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Figure 5.5: a) Schematic of the measurement of a magnetic sample in a counter-wound coil set to
remove the effect of flux not originating from the sample. [216] b) The variation in SQUID voltage
as a function of position of a magnetic sample as it is scanned through the detection coils.
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During the measurement the SQUID voltage was measured as the magnetic sample was

moved through the detection coils. This signal was fitted with a typical magnetic dipole and

the fitting parameters were used to determine the magnetic moment of the sample. Figure

5.5(b) shows an example of the SQUID voltage as a magnetic sample is moved through the

coils where the line indicates the fit to the data. This procedure was repeated as a function

of applied field in the range ±30 Oe with 1 Oe step size with high resolution field mode.

This was sufficient to saturate the sample in both directions and the combination of results

shows the response of the magnetisation to the applied field of the sample as a hysteresis

loop shown in figure 5.6(a).

All of these samples were fabricated on a Si/SiO2 substrate which also adds a diamagnetic

contribution to the detected moment. The effect of this was found by measuring the magnetic

response of a blank substrate at the same temperature at 290 K but the fields were increased

to ± 5 Tesla with 1 Tesla steps to detect this small magnetic signal. Figure 5.6(b) shows

these results which have a linear trend passing through the origin with a negative gradient

indicating the substrate is diamagnetic with a value of (−2.317± 0.009)× 10−8. This linear

response is subtracted from all subsequent measurements of NiFe/Au samples to remove the

contribution from the substrate.
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Figure 5.6: a) Example SQUID hysteresis loop formed from the fitted dipole to many scans
with increasing and decreasing field. b) Magnetisation contribution from the diamagnetic Si/SiO2

substrates that is subtracted from all measurements to leave only contributions from the magnetic
samples.

117



Chapter 5. Experimental Procedures

5.4.3 Investigating the element specific magnetism changes in NiFe

The XMCD technique provides a way to further investigate the origins of the changes in

magnetism that result from Ga+ irradiation. The technique is element specific and sensitive

to both the spin and orbital contributions to the magnetisation. The technique uses the

absorption spectra of a material, which is proportional to the fluorescence of the sample. For

3d metals the fluorescence yield is low so the absorption is either determined from transmis-

sion measurements or through drain current measurements. For drain current measurements

electrical connections are needed, requiring larger area samples, which increases the area that

needs to be irradiated. Measurements of the transmitted beam were more appropriate for

this investigation as they can be performed on smaller samples; however this requires samples

to be fabricated on electron transparent substrates, in this case 200 nm thick SiN membranes

covering 1.5 × 1.5 mm and supported by a 5 × 5 mm frame. These are easily damaged, for

example by cleaning with ultrasound, so special measures were taken to avoid this.

The substrate requirements for XMCD measurements required new samples and the

changes in magnetic properties occurring on SiO2 substrates were verified on SiN substrates

before continuing. Again the samples were a compromise between the large areas for x-ray

measurements and the small areas more appropriate for focussed ion beam irradiation. The

x-ray beam here was focussed to a 0.8 mm wide and 0.2 mm high spot, but in this case

no extended footprint occurs as the beam is not incident at a grazing angle. Rectangular

structures, with dimensions 1.5 mm by 1 mm with curved corners were used and were pre-

pared by deposition through a shadow mask aligned with the centre of the SiN windows. The

irradiation conditions for these samples followed the same procedure for irradiating the large

area samples for structural investigation with the total patterning area reduced to 1.2 mm

× 1.6 mm.

XMCD measurements require circularly polarised x-rays with energies that can be tuned

over the absorption edges of the material of interest. For Ni and Fe L3,2 edges at energies

708 eV and 721 eV for Fe, and 855 eV and 872 eV for Ni [235] require the use of soft x-rays so the

experiment was performed at ID1011, a soft x-ray beamline at the MAXLAB synchrotron

source in Lund, Sweden. This beamline uses an elliptically polarising undulator insertion

device to generate the x-rays where the choice of helicity and energy of the x-ray photons

was manipulated by controlling the geometry of the magnet array within the undulator

device. [242] A monochromator was used along with the undulator to further refine the energy
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of the x-ray photons and these two devices were adjusted together by an automated control

system to ensure the maximum photon flux was achieved.

When using soft x-rays, the scattering from air becomes significant so the entire experi-

ment was performed in ultra-high vacuum, requiring a bake out of the system after changing

the samples. A simplified schematic of this experimental setup is shown in figure 5.7.

The incident synchrotron x-rays travel through a series of beam defining optics which

focus the beam onto the sample with an elliptical spot size 0.8 mm wide and 0.2 mm high.

The x-rays are then transmitted through the sample and the intensity is measured using

a photodetector diode in-line with the beam. This intensity was normalised against the

monitor signal from an Au grid located before the sample, and used to detect changes in

beam intensity and to account for the gradual decrease in beam intensity with time resulting

from synchrotron current losses. Unfortunately this did not completely account for changes

in polarisation or variation in the beam positioning resulting from changes in the orbit of the

electron beam around the ring.

Multiple samples were mounted on a Cu stage allowing for the investigation of several

samples without breaking the vacuum. The long axis of each sample was orientated along the

applied magnetic field axis and the sample windows were aligned with holes drilled through

the back of the stage, illustrated in figure 5.8(a).

The dichoric effect is maximised when the magnetisation is orientated along the incident

x-ray beam direction. However, for permalloy samples with in-plane anisotropy, the mag-

netisation lies in the plane of the film so the samples were rotated so that a component of

the magnetisation lies along the beam direction. This rotation was achieved up to an angle

Synchrotron X-rays

Sample Photodetector

30o

Magnet pole pieces

Au grid

Figure 5.7: Simplified schematic illustration of the experimental setup for performing XMCD
measurements in transmission mode. Incident synchrotron radiation passes through a sample in a
magnetic field environment and the transmitted component of the beam is measured by a photodiode
detector.
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Figure 5.8: a) Photograph of samples mounted on the XMCD sample stage. b) A scan showing
the intensity of transmitted x-rays as a function of sample stage position used for the alignment of
the samples with the x-ray beam.

of 30◦ beyond which a loss in intensity occurred due to the beam clipping the edges of the

sample stage. An applied field of ±90 Oe was also rotated by 30◦, to align with the plane of

the sample.

Samples were aligned with the x-ray beam by measuring the transmitted intensity of the

beam as a function of the stage position shown in figure 5.8(b). The peaks indicate the

locations where the transmitted intensity through the sample was detected and correspond

to the location of the SiN windows. The sample positioned at 576 mm shows the transmitted

x-ray beam through a blank SiN window. At 544 mm and 565 mm a dip in the centre of the

peak shows the absorption by the NiFe sample which has a gap on either side of the sample

on the window. The sample at 554 mm was slightly offset during deposition and has only

one side without absorption from NiFe. Serial measurements of four samples at a time were

automated by driving the stage to these positions, however to access the other four structures

required manual adjustment.

To perform XMCD measurements on a sample, the undulator and monochromator were

scanned through the x-ray beam energies in the range 845 - 875 eV for Ni and 700 - 730 eV

for Fe in 0.25 eV steps with an additional 15 eV below and 30 eV above this range in steps

of 3 eV. The normalised transmission was used to determine the absorption as a function of

the photon energy. Each scan was performed with a fixed helicity and magnetic field. Each

scan was then repeated to obtain measurements with both helicities of circularly polarised

light and both orientations of the applied magnetic field to obtain difference spectra.
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Scans performed on a blank substrate show a decrease in absorption with energy which

was subtracted from the results obtained from the magnetic samples to obtain just the

absorption due to the absorption peaks. This measurement also removed the effect of a slight

Ni contamination found in the Au grid. The energy scans were then normalised between the

pre and post edge regions allowing the difference spectra to be found from pairs of scans with

opposite helicity or magnetic field. These difference spectra were then integrated over the

L3,2 peaks and analysed by the sum rule approach introduced in chapter 4.

In addition to the energy scans over the L3,2 peaks, the energy was also tuned to the

maximum at the L3 peak and scans were performed as a function of applied magnetic field.

This allows hysteresis loops to be obtained for specific elements in the sample.

5.5 Experimental procedure to investigate the

presence of a magnetic moment on Au

Experiments to investigate any dichoric x-ray signal originating from the Au atoms were also

investigated at the XMaS beamline, BM28 at the ESRF which can produce x-ray energies at

the Au L3 edge (11.919 keV [235]). This beamline was set up to perform reflectivity measure-

ments at grazing incidence so the combination of XRR and XMCD effects give a technique

with elemental sensitivity to the depth dependence of any induced magnetic signal originat-

ing from the Au. Again the x-ray measurements at grazing incidence probe a large footprint

so large strip samples (1.3 mm × 5.5 mm) were required.

This experimental setup was very similar to that used for x-ray reflectivity measurements

where the x-rays from the bending magnet on this beamline pass through a series of x-

ray optics, are focussed to a point on the sample from which they reflect into the detector

in the same setup described for structural x-ray reflectivity measurements. A simplified

experimental setup is illustrated in figure 5.9 where the addition of a diamond phase plate

gives circularly polarised x-rays and the sample was positioned in a magnetic field.

The magnetic field was applied along the axis of the x-ray beam and in the plane of

the sample. It was powered by a bi-polar amplifier capable of producing both positive and

negative fields. The field was calibrated according to the coil current shown in figure 5.10(a)

and during the field flipping measurements the field was flipped between ±300 Oe.

A synthetic diamond phase plate inserted along the incident x-ray path was used to
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APD

Synchrotron X-rays

Sample

Specular scatter

Detector slits

Ni grid

Magnetic pole pieces

Diamond

Figure 5.9: Simplified schematic of the experimental setup at the XMaS beamline for performing
x-ray magnetic resonance scattering measurements. The reflected x-ray intensity was measured as
a function of grazing incidence angle. The asymmetry ratio in the reflected intensity was compared
whilst flipping the magnetic field or incident x-ray helicity.

select the circular polarisation of the beam by rotation about an axis perpendicular to the

beam. Figure 5.10(b) shows the ‘batman curve’ of the x-ray intensity transmitted through

the diamond phase plate as a function of its rotation angle; this is used to identify the angle

at which the phase plate transmits circularly polarised x-rays. [243] A Ni grid included in the

path of the beam gives a monitor signal with which the reflected intensity was normalised.

In this experiment, measurements of the dichoric signal were obtained directly by flipping

either the helicity (with a fixed field) or the applied field (with a fixed helicity) in the sequence

‘+ − − + +−’ for each measurement. The averages of the data recorded for + and − were

combined and recorded along with their sum, difference and asymmetry ratio.

First, reflectivity scans were performed with the incident x-ray photon energy tuned to
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Figure 5.10: a) Calibration of the applied magnetic field at the XMaS beamline. b) X-ray intensity
as a function of the rotation of the synthetic diamond which is used to identify the incident x-ray
helicity at the XMaS beamline.
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the Au L3 absorption edge. The sample and detector angle were then fixed at the specular

condition where the greatest asymmetry ratio was detected when flipping the field or helicity.

This allowed for a scan of the incident x-ray energy to be performed to locate the precise

energy over the absorption edge at which the largest asymmetry ratio was detected.

Reflectivity scans were then performed for 2θ: 0.2◦ - 4◦ and θ: 0.1◦ - 2◦ in 120 steps.

At each point the reflected intensity was measured six times whilst the magnetic field was

flipped with a constant helicity. These measurements were then repeated for each sample

with the opposite helicity where any magnetic response should give an equal and opposite

response in the data.

The field dependence of the asymmetry ratio was measured at the specular condition

giving the highest asymmetry ratio at the saturation. The magnetic field was varied between

negative and positive saturating field where the helicity was flipped at each field step to give

a measure of the asymmetry ratio. The magnetic field was scanned between −350 Oe and

+350 Oe in 30 steps and then repeated from +350 Oe to −350 Oe to obtain data for both

increasing and decreasing fields.

5.6 Investigation of the magnetic properties of nanowires

Combining the work on the irradiation control of magnetic properties with lithographic pat-

terning techniques gives a potential new way for controlling the behaviour of domain walls

in nanowires. This section discusses the experiments involved in the investigation of the

magnetic properties of nanowires as a function of both their geometrical structuring and the

irradiation induced interfacial structuring.

In chapter 2 the idea of geometrical confinement of a magnetic material into a nanowire

geometry was introduced to reduce the complexity to a system where individual domain

walls can be studied. Typical dimensions for observing these properties in permalloy are

of the order 100 nm in width, 10 nm in thickness and micrometres in length. This means

that electron beam lithography techniques are essential for the fabrication of these nanowire

structures. As well as being optimised to support simplified domain wall structures, these

wires must also be optimised so that magnetic measurements can be achieved using the

MOKE magnetometer.

The best signal-to-noise ratio was obtained from the MOKE when the area of the spot
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fully illuminates the magnetic material; however for nanostructures this was not possible

so the signal was reduced in proportion to the area of the nanostructure. The length of

nanowires was the only dimension that could be extended so the minimum length of wire was

set by the width of the laser spot footprint (≈ 10 µm). Longer nanowires also become easier

to locate using the CCD camera on the MOKE system, but take longer to expose during the

lithography process. Most importantly the magnification of the electron beam microscope

had to be decreased for fabricating longer nanowires, this can result in a decrease in the

quality of the geometrical structuring obtained.

A further increase in the signal-to-noise ratio of the MOKE measurement was achieved

by fabricating arrays of identical nanowires to increase the area of the magnetic material

probed by the laser spot. In this way the signal was reduced by the filling factor of the array

instead of the relative size of the nanostructure in the illuminated spot. [208] The magnetic

properties of the entire array represent the properties of each wire within it, as long as they

are nominally identical and are suitably spaced with at least a 1:1 mark space ratio to avoid

interactions. [208]

To measure the magnetic properties of these structures using the MOKE system, a similar

method was followed to that described above for the microscale ellipses. The samples were

mounted onto the translation stage and the CCD camera was used to align the structures with

the focussed laser spot. It was possible to see an array of nanowires using the CCD camera

but the use of marker structures was particularly important for identifying the structures on

the substrate.

For individual nanowires that could not be observed optically with the CCD camera,

an additional alignment step was performed following approximate alignment using marker

structures. Here a map of reflected intensity was generated by scanning over the x and y

coordinates of the stage. [244] This was then plotted as an image which represents the shape of

the structure convoluted with the shape of the laser spot shown by the example in figure 5.11.

Maps were made over a 16 µm length with 0.5 µm resolution whilst averaging for 3 s/point.

Following the scan, the stage was moved back to the location where the maximum reflected

intensity was obtained. This maximum in the reflected intensity represents the position of

the nanowire structure that is likely to give the most significant Kerr signal. At this point

the λ/4 waveplate and analyser were optimised as before.

The measurement of an individual nanowire or a nanowire array followed the same method
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Figure 5.11: Map of the reflectivity of an individual L-shaped magnetic nanowire generated from
two scans stitched together along the x axis. The light regions represent the greater reflectivity of
the NiFe/Au structure.

as for the larger scale structures except that the averaging was increased to several thousand

field cycles over approximately 2 minutes. This allowed the signal to noise ratio on the

hysteresis loops to be maintained even though the signal size was much smaller due to the re-

duced area of magnetic material. MOKE measurements on the nanowires and nanostructures

also showed the effects of higher order Kerr signals which made the results more complex to

interpret. These appear as a higher frequency modulation of the Kerr signal with field super-

imposed upon the hysteresis loops. These are not observed from measurements performed

on thin films and are likely to occur due to complex reflection and interference conditions

from the patterned samples. As long as features such as the reversal field in the loops were

dominant, these higher order terms were removed from the hysteresis loops for clarity.

The fabrication and measurement procedure for both individual nanowires and arrays of

nanowires has now been discussed. The discussion now focusses on the different experiments

performed on nanowires that have structural modifications arising from different mechanisms.

The first investigation involved nanowires where local Ga+ irradiation caused a modification

to the magnetic properties at a point along the wire and the second involved nanowires

affected by edge modulation geometry along the entire nanowire length.
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5.6.1 Local ion irradiation of nanowires

In this part of the investigation, planar permalloy nanowire structures were modified by local

Ga+ irradiation to locally modify the magnetic material and hence investigate the influence

of this upon the domain wall behaviour.

Information about domain wall propagation along a structure can be obtained by MOKE

measurements of the magnetisation behaviour at various points along a nanowire where a

change in magnetisation corresponds to the passage of the domain wall past the probed region

of the nanowire. Comparison of the reversal field at different locations along the wire gave

insight into the domain wall propagation field. A uniform wire with a domain wall nucleation

pad should have a constant reversal field at all points along the wire representing the field

required to inject and propagate a domain wall along the nanowire. The introduction of

pinning defects along the wire leads to a rise in the reversal field for the remainder of the

wire beyond the defect, where this reversal field then corresponds to the de-pinning field for

that defect.

As the MOKE spot needs to be positioned at several different locations along the wire

the wire length needs to be considerably longer than the projected length of the laser spot.

Nanowires with dimensions of 400 nm wide and 100 µm long were chosen with a 2 µm wide,

4 µm long domain wall nucleation pad at one end and a 4 µm tapered end at the other to

inhibit domain wall nucleation. To pattern these structures the magnification was reduced

during lithography and a 120 µm wide write field was used. Several identical wires were

fabricated on the same substrate with a pitch of 200 µm in x and 100 µm in y, allowing for easy

navigation of the sample on the MOKE whilst leaving adequate separation to avoid magnetic

interference effects. [208] Following patterning, thermal evaporation was used to deposit 10 nm

NiFe capped with 2.5 nm Au.

Prior to the irradiation process, the position of the nanowire structures was located using

only the electron beam imaging in the dual-beam FIB/SEM system. Multiple irradiation

windows were positioned every 25 µm along the 100 µm long nanowire allowing the effect of

three different sets of irradiation parameters to be investigated on each nanowire. The 25 µm

separation was a suitable gap to confirm regions of constant magnetic properties between

irradiation windows and to allow the location of the irradiation windows to be determined

from the MOKE measurements afterwards.

The irradiation was performed using normal incidence 30 keV Ga+ ions and a 29 pA
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beam current with a spot size of 9 nm. Irradiation areas were 4 µm high rectangular regions

with widths varying from 100 nm up to 30 µm. The beam was scanned from the bottom to

the top in a raster scan fashion with a 1 µs dwell time at each point. The variation in dose

was achieved by repeat exposure at each pixel. The rectangles were larger than the width of

the wire to allow for any misalignment in the beam positioning. This allowed for a ‘lead-in’

time before the beam arrives at the structure of interest and also so that the position of

the irradiation can be inspected by electron beam imaging following the irradiation. Even

though low doses do not cause significant surface damage, the irradiated regions can still be

seen due to the localised electrical charging of the substrate.

5.6.2 Edge modulated nanowire structures

For investigation into nanowire properties affected by geometrical edge structuring, shorter

wires were used as the measurements did not need to be position sensitive. The use of

shorter wires allowed a higher magnification, with a 65 µm field of view, to be used during

lithography which allowed higher quality geometrical patterning to be produced. A nanowire

length of 20 µm was chosen so the overall structure size was also easy to locate and measure

using the MOKE system and the average width of the wires was again chosen to be 250 nm.

These wires were patterned in 8 µm arrays of nanowires with a pitch of 800 nm. Multiple

arrays of wires were patterned on the same substrate with a pitch of 100 µm which avoids

magnetic interference between structures, but is suitable for easy navigation between struc-

tures using the MOKE system. Each array had different edge modulation parameters where

the wavelength ranged between 0.2 µm and 2 µm and the amplitude was varied between

15 nm and 50 nm. This set of wires was fabricated in one case with 500 nm tapers at each

end. This was then repeated on another identical set of wires with a 1 µm long, 500 nm wide

domain wall nucleation pad on one end and a 500 nm tapered end on the other. Following

patterning, thermal evaporation was used to deposit 10 nm NiFe followed by a 2.5 nm Au

cap without breaking the vacuum.

The arrays were all measured on the MOKE magnetometer where wire structures with

two tapered ends gave information about the nucleation field in these structures. The wire

structures including the domain wall nucleation pad gave information about the domain wall

propagation field along these structures.
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5.6.3 Pulsed field domain wall injection experiments

In addition to the domain wall injection into nanowires with nucleation pads, localised pulsed

fields from a stripline were also used to inject domain walls. This was performed in the

nanowires with two tapered ends. The addition of pulsed and quasi-static fields at the

intersection of the stripline and nanowire produces an enhanced magnetic field. With suitable

length and magnitude pulses the fields were sufficient to nucleate domain walls. The change

in magnetisation resulting from the application of the pulsed field was then probed using

MOKE measurements to investigate the properties of the domain walls in these structures.

The stripline approach follows the methods adopted by Hayashi [121] for injecting an indi-

vidual (pair of) domain walls into planar permalloy nanowires. Adaptations were made to

fit in with the methods and techniques already being used in this investigation. The basic

design, follows the theory in chapter 2, where a pulsed current along a conductor perpen-

dicular to the nanowire creates a localised axial field component. This field can switch the

magnetisation in that local region and therefore creates two domain walls in the nanowire.

Domain wall injection striplines were fabricated using a second step of lithography in-

volving the alignment of the second layer on top of the first. This was followed by thermal

evaporation of 3 nm Cr followed by 30 nm Au to produce a conductive strip. The 500 nm

wide stripline regions were kept to a short length of 16 µm, long enough to cover the 8 µm

height of the array of nanowires with excess length to account for any misalignment. These

striplines were joined together with wider 10 µm connections to keep the overall resistance

low. The arrangement of striplines on the substrate then had to match the position of the

arrays of nanowires so 10 parallel groups each containing 5 striplines in series were fabricated

on the substrate. This arrangement is illustrated in figure 5.12(a) and an individual array of

nanowires intersected by a stripline is shown in figure 5.12(b).

1 mm wide contact pads extending to the edges of the substrate (≈ 3 mm) were also

included onto both ends of the stripline array to give a large area for making electrical

connections. Conductive silver paint was used for electrical connections to a sample holder

which then allowed for connection to further instruments through co-axial 50 Ω cabling.

Ideally the stripline circuit should have zero ohmic resistance so that an applied voltage

pulse travels freely along the stripline and the energy is dissipated into a 50 Ω load. In

reality the resistance was measured at 20 Ω which leads to a small amount of reflection of

the pulse; this was not significant compared to the initial pulse height.
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Figure 5.12: Scanning electron microscope images of stripline structures fabricated over arrays of
nanowires. a) Connection of multiple striplines to contact pads, b) a single 500 nm wide stripline
fabricated on an array of nanowires and c) a wider 2 µm striplines produced during an additional
lithographic step.

During preliminary testing of the stripline circuit it was found that the thin stripline

regions were easily damaged by the application of pulsed currents. To enable these mea-

surements to continue, the striplines were repaired with a wider 2 µm strip that was aligned

using a third lithographic step with the original two layers. Again, this was followed by the

thermal evaporation of 2.5 nm Cr and 30 nm Au and the result illustrated in figure 5.12(c).

The stripline was connected to a pulser circuit illustrated in figure 5.13(a) supplying a

pulsed voltage into a 50 Ω load resistance to generate a current pulse through the stripline.

This circuit used a pulse forming line that was charged by a DC voltage. Upon triggering a Hg-

wetted relay, the voltage was divided between the pulse forming line and the load resistance

creating a current that flows through the stripline. The pulse length was determined by the

length of the pulse forming line and the amplitude by the initial charge voltage.
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Figure 5.13: a) Circuit diagram of the pulser circuit and b) pulsed field triggering position on the
quasi-static waveform. The insert shows a typical pulse shape.
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The pulse was triggered by a digital to analogue converter (DAC), synchronised to the

additional quasi-static field applied to the sample (±270 Oe). The field sequence is illustrated

in figure 5.13(b) which also shows an example of a 100 ns long, 40 V pulse produced by

the circuit. To prevent samples from burning out a slower, 8 Hz, repetition rate was used

compared to previous MOKE measurements. Various pulse lengths were investigated and

showed little difference in the domain wall injection, so 150 ns was chosen as this gave a

reliable pulse shape but with reduced energy that helped prevent burn out of the stripline.

Figures 5.14(a-c) show three hysteresis loops from an array of nanowires where the pulse

was triggered at different decreasing quasi-static fields. This triggers switching at a field

lower than the nucleation field as long as the combination of quasi-static and pulsed fields

overcome the nucleation field and the propagation field is lower than the nucleation field.

These two conditions determine first whether or not a domain wall is nucleated, followed by

whether it will propagate along the wire. These conditions are met in two different ways: in

the case where the quasi-static field at the trigger point exceeds the propagation field, the

magnetisation will switch immediately after the pulse triggering point. Otherwise the domain

wall is nucleated but remains pinned until the quasi-static field increases to the propagation

field and then the domain wall will de-pin and complete the switching of the wire.

This effectively results in the reversal field measured on the hysteresis loops showing
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Figure 5.14: a) Hysteresis loops with pulsed fields triggered at various points on the decreasing
field section of the waveform illustrated by the blue line. The combination of the quasi-static and
pulsed fields leads to a) no effect, b) intermittent and c) repeatable domain wall nucleation. d)
The combination of reversal fields as a function of pulse triggering time. The blue points show the
reversal of the wire without pulses from just the quasi-static field and the red points show a decrease
in the reversal field as the pulses are triggered earlier in the field cycle.
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either the propagation field of the wire or giving an upper bound to the propagation field

where switching is determined by the field limitations of the stripline circuit. These results,

in relation to the magnetic properties of the wires are discussed in more detail in chapter 9

but they are presented here to facilitate the discussion of the method for obtaining results

from the stripline circuit.

Figure 5.14(d) shows the fields where magnetisation switching occurs from a collection

of hysteresis loops measured on two different structures. The blue points show the reversal

field for the wire structures with increasing fields representing the usual magnetic reversal

field for these structures. The red points illustrate the reversal field that is obtained for

decreasing field with the addition of the pulse field. This is plotted against the trigger point

on the quasi-static field cycle. The linear fit represents the linear nature of the sinusoidal

quasi-static field at low values. Points lying on this line result from stripline limited switching

and any points above this line would represent switching limited by the propagation field for

the wire.

This experiment was repeated with an increased pulse voltage to obtain a greater pulsed

field amplitude, this had the effect of lowering the line in figure 5.14(d). If the reversal field

was then measured above the new line, this is a measurement of the propagation field for that

structure. For the remaining points that still lie on the new line, they give a reduced value for

the upper bound to the reversal field. By repeating the process of increasing the pulse voltage

and repeating the measurements, better estimates of the magnetic properties are obtained.

However, the increase in voltage above 50 V resulted in damage to the striplines. The results

presented in chapter 9 therefore show a combination of propagation fields for modulated wire

structures along with the best estimates of the upper bound to the propagation field in other

structures.

5.6.4 Micromagnetic simulations

To aid with the interpretation of the experimental results for the magnetisation reversal in

nanowire structures, micromagnetic simulations of these structures were performed. This

section describes the specific simulations that were performed to give the results needed for

comparison in this investigation. Two different versions of the OOMMF package were used to

perform the magnetic simulations in this investigation. The mmSolve2D solver offers a simple

and fast way to simulate 2D structures and was used for the simulation of edge modulated
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structures presented in chapter 9. The eXtensible solver is more versatile and allows for a

more complicated structure configurations that can be defined on a 3D grid. This solver was

used for simulations including local variations in Ms to represent regions of local irradiation

where the results are presented in chapter 8.

Experimental methods mainly involve the characterisation of a sample by examining its

hysteresis loop. In a simulated system the interesting properties all appear in one quadrant

of the hysteresis loop. Therefore, the computation load can be reduced by just simulating

the increasing field section from a negatively saturated starting point. This shows the spin

structure moving to its remanent state followed by an increase in magnetisation from an

adjustment of the spin structure up to the reversal field. At this point the magnetisation in

the structure switches to the opposite magnetised state. In these simulations the material

parameters for permalloy were used, these areMs = 860×103 A/m and A = 13×10−12 J/m.

Static simulations

Micromagnetic simulations were performed on edge modulated nanowires with an average

width of 250 nm and a thickness of 5 nm and 10 nm to compare the switching and domain

wall properties with those found from experiments. The simulated nanowires were short-

ened to 3 µm compared to the experimental structures. This is long enough to simulate

several wavelengths of the edge modulation but still small enough to perform micromagnetic

simulations on a reasonable timescale.

Various techniques for removing the effect of the nanowire ends were discussed in chapter

4. Here the varying geometry of the modulated nanowires renders the fixed spins end cor-

rection not applicable because the wire cannot be represented as a continuous charge plate

due to the magnetic structuring that arises in these structures (see chapter 9). Instead the

nanowire ends were terminated with 0.5 µm long tapered ends to reduce the chance of nu-

cleation so that the nucleation field was dominated by the edge modulation geometry of the

wire. These tapered ends join to the modulated structure at the minimum width to give a

smooth connection. The edge modulation structures were defined from an image generated

with the minimum, 2 nm pixel size.

The reversal field of a structure was investigated with static simulations starting with

an initially saturated structure where the spins were allowed to relax to the lowest energy

configuration in zero field (with a 0.1 Oe asymmetry in the y and z direction). An axial field
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was then increased in 1 Oe steps until the magnetisation switched at the reversal field.

This simulation was then repeated with the same structures but with an initial mag-

netisation containing an abrupt 180◦ change in orientation at the centre of the wire. Upon

relaxation in zero field, this transformed into a transverse domain wall structure located at

the centre of the wire. The magnetisation reversal field for the wire then corresponds to the

de-pinning or propagation field of the domain wall within the wire.

Similar simulations were performed on unmodulated nanowires to investigate the effect

of local regions of reduced Ms along the nanowire in order to represent the effects of ion

irradiation. In this case the fixed spin approach was used to simulate an effectively infinitely

long nanowire which in fact used a simulation window 1 µm long, 150 nm wide and 10 nm

thick. Domain walls were formed from the relaxation of an abrupt change in magnetisation as

above. An axial field then allowed for the propagation of a domain wall through the regions

of reduced Ms. The field was increased until the domain wall structure de-pinned from the

reduced Ms region.

Dynamic simulations

Dynamic simulations were performed on longer, 5 µm, edge modulated structures to give

information on the behaviour of domain walls as they propagate along an edge modulated

nanowire structure. For these simulations a domain wall was introduced as above, but this

was moved to the left hand end of the nanowire by the application of a field to create the

starting condition. This allowed a greater distance for investigating the domain wall dynamic

properties as large acceleration distances were required before dynamic measurements com-

menced. During the simulations a constant axial field was applied to the wire. This was

maintained until the domain wall propagated to the end of the wire or the field was found to

be insufficient for domain wall propagation. The micromagnetic spin configuration and mag-

netisation data was recorded every 0.2 ns during the simulation. For simulations focussing

on spin wave emission the wire length was reduced to 2.8 µm to reduce the computation load

and the fine step size was reduced to 15 ps to achieve suitable temporal resolution.
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5.7 Summary

This chapter described all the experiments performed during this investigation using the

techniques for fabricating and characterising samples that were introduced in chapters 3

and 4. The results from these experiments are presented and discussed in the remainder of

this thesis, starting with the structural properties in chapter 6 leading on to the magnetic

changes that result from this structuring in chapter 7. These effects were then combined and

the results from both interface structuring (chapter 8) and edge structuring (chapter 9) on

the domain wall properties in nanowires are discussed.
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Chapter 6

Effect of irradiation on the structure

of NiFe/Au bilayers

6.1 Introduction

In this chapter the effect of the focussed ion beam Ga+ irradiation on the structure of thin

NiFe/Au bilayer films was investigated. This brings together experimental work including

grazing incidence x-ray reflectivity (XRR) and angular dependent x-ray fluorescence (XRF)

to investigate the layered structure and composition of the samples as a function of Ga+

ion irradiation. These techniques are surface sensitive and give an accurate description of

the depth dependence to the sample structure. These experiments are performed alongside

simulations based on collision cascades from ion-target interaction using TRIDYN [234] to aid

the interpretation of the results. These simulations predict the atomic rearrangement taking

place during the irradiation and provide convenient visualisations of the structure to compare

with experimental results.

Initially the damaging effects of high dose irradiation were investigated including the

sputtering of surface material and implantation of Ga+ ions. The investigation then moves

towards the analysis of the regime where these effects are minimal and where structural

changes are associated with intermixing at the interfaces. This was analysed through XRR

measurements and TRIDYN simulations.

The results of this study were published in our work [245] and has been extended here

to confirm the structural modifications using an alternative data fitting approach with a

similar model for XRR and the more robust peak fitting approach of the XRF measurements.
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Variations in the approach to the analysis affect the results of the fitting somewhat, showing

that these techniques do not give a single unique solution, although the conclusions drawn

from both analyses are consistent. The differences allow for a discussion of the validity of

the conclusions that can be drawn from these measurements.

The structure is further investigated through fluorescence analysis allowing the sample

to be characterised according to the element specific atomic relocation taking place during

the irradiation. Pseudo-simultaneous analysis of both XRR and XRF data shows how the

structural results agree between the two techniques; however the analysis was limited by the

current state of development of the available data fitting software which do not currently

support the required simultaneous fitting required for a full analysis of this data. Instead,

more useful conclusions from the XRF data were drawn from a more primitive analysis

approach based on the continuous variation in composition through the sample.

The ability to modify the interfacial structure through Ga+ ion beam irradiation provides

a mechanism to locally change the properties of a material. This is of great advantage

for technological applications where material properties can be modified without significant

roughening or damage to the sample surface and allows for the possibility to deposit multiple

stacked layers without the significant build-up of surface roughness.

6.2 Surface sputtering by Ga+ irradiation

One of the most common uses of focussed ion beam systems is for the sputtering of localised

regions of material in order to mill patterns into a material. This requires a relatively large

irradiation dose and therefore the effect on the structure of the sample is quite dramatic.

This is illustrated by the scanning electron microscope images in figure 6.1 which are used

to characterise the high dose regime.

This preliminary analysis of surface degradation of the samples shows the shape of the

irradiation window is visible as a lighter coloured region at low dose which then develops

roughness and ultimately results in the removal of material from the sample surface with

increasing dose. By 625×1015 Ga+/cm2, enough material has been removed in the irradiated

window such that a square shape has been milled into the sample surface.

The light contrast of the irradiated window at low dose can result from charging by im-

planted Ga+ ions. As the level of irradiation is increased, small amounts of surface sputtering
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Figure 6.1: NiFe (20 nm)/Au (3 nm) surface structure after the irradiation of 1× 1 µm windows
with doses a) 3.1, b) 6.3, c) 12.5, d) 31.2, e) 62.5 and f) 625 ×1015 Ga+/cm2 at normal incidence
with a beam current of 1.5 pA and an acceleration voltage of 30 keV.

lead to the development of roughness. Since these films are polycrystalline, grains are orien-

tated in different crystal directions which leads to the non-isotropic milling observed between

12.5× 1015 Ga+/cm2 and 62.5× 1015 Ga+/cm2. This is explained by different sputter rates

from the orientation of crystal axes in the film in an effect termed the channelling effect.

After 62.5× 1015 Ga+/cm2 significant sputtering results in the recession of the surface which

increases with irradiation dose.

6.2.1 Surface recession from sputtering

These preliminary results give an indication of the regime in which surface sputtering domi-

nates so here the low dose irradiation avoids this regime. Simulations of ion-solid interactions

performed using TRIDYN for lower irradiation doses give predictions of the surface sputter-

ing rate from NiFe, Au and NiFe/Au bilayer samples with normal incidence 30 keV Ga+

irradiation. This indicates the recession of the sample surface which is shown in figure 6.2 as

a function of irradiation dose for NiFe and Au samples along with NiFe/Au bilayers with a

3 nm Au cap.

These models show a linear increase in the recession of the surface with irradiation dose

where the gradient represents the amount of material sputtered from the surface per incident

ion. The steeper gradient for Au shows that it is more easily sputtered than NiFe, due to Au

having a lower surface binding energy than Ni and Fe (see table 5.1). The surface recession
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Figure 6.2: Surface recession predicted from TRIDYN simulations of the sputtering from NiFe,
Au, or bilayer NiFe / (3 nm) Au samples with normal incidence 30 keV Ga+ ions.

predicted for the bilayer structure with 3 nm Au lies between the Au and NiFe samples.

From these simulations the maximum surface recession is ≈ 1 nm, giving reasonable

confidence that for the investigation of the material properties in this low dose regime, a

consistent Au cap will remain after the small amount of sputtering from an initial 3 nm Au

cap. Confidence in this analysis is due to previous studies that have also shown the reliability

of these simulations at predicting the sputtering of capping layers in similar materials. [40]

6.3 Implantation of Ga+ ions

The implantation of ions within the sample following irradiation is another important effect.

This is significant in determining the properties of the material as the implanted ions can

be described as defects resulting in physical changes due to stress in the lattice of the sam-

ple. Implanted ions can also give rise to chemical changes due to alloying in the material.

This section presents grazing incidence x-ray fluorescence results that quantify the depth

dependence to the Ga+ implantation occurring as a function of the irradiation dose.

6.3.1 Total Ga+ implantation with irradiation dose

X-ray fluorescence spectra for ion-beam irradiated NiFe/Au structures were collected with

x-rays incident at 1◦ (above the critical angle) with an energy of 11.8 keV and 12.5 keV as

a function of position over the width of the samples. An example of the fluorescence energy

spectra is shown for 11.8 keV x-rays in figure 6.3 with peaks representing the atomic transi-
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Figure 6.3: X-ray fluorescence spectrum of a NiFe/Au bilayer irradiated with a dose of 0.78 ×
1015 Ga+/cm2 measured at 1◦. The spectrum is shown for 11.8 keV x-rays.

tions fitted to determine the fluorescence intensity from each element present. In the 11.8 keV

data the Au peaks are missing as 11.8 keV is below the Au ionisation edge (11.919 keV [235]).

This allows the Ga fluorescence to be determined more accurately as the Ga peak is not

superimposed on an Au peak.

The Ga+ implantation was found from the average fluorescence intensity of the Ga Kα1

peak taken from multiple points over the width of each 1.3 × 5.5 mm strip sample. This

fluorescence intensity from the measurements at 11.8 keV is shown as a function of irradiation

dose in figure 6.4(a) where a linear increase was observed with increasing irradiation dose.

This was interpreted as a linear relationship between the number of incident Ga+ ions and
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Figure 6.4: Linear increase in implanted Ga+ with irradiation dose shown a) experimentally from
x-ray fluorescence results at 11.8 keV with the best fit through the origin and b) by TRIDYN
simulations on Au, NiFe and NiFe / (3 nm) Au models.

139



Chapter 6. Effect of irradiation on the structure of NiFe/Au bilayers

the number of resulting implanted Ga+ ions.

TRIDYN simulations also predict a linear increase in implanted Ga+ content with irra-

diation dose for Au, NiFe and NiFe / (3 nm) Au bilayer samples shown in figure 6.4(b). The

proportion of incident Ga+ ions that become implanted is nearly 100% showing that very

few of the ions are sputtered or reflected from the sample during irradiation. Also, more Ga+

becomes implanted in NiFe than Au as Ni and Fe have a higher surface binding energy than

the Au, requiring more energy to displace a Ga atom from a NiFe matrix (see table 5.1).

In the bilayer samples with a thin Au cap and thick NiFe layer the proportion of incident

Ga+ ions that remain implanted lies between that of the Au and NiFe slab. These results

show the average Ga+ implantation throughout the thickness of the film but by combining

this fluorescence analysis with grazing incidence x-ray techniques, depth sensitivity can be

obtained.

6.3.2 Depth profile of Ga+ implantation

The grazing incidence angular dependence of the x-ray fluorescence intensity for the Ga peaks

is shown in figure 6.5 as a function of irradiation dose for incident x-rays at both a) 11.8 keV

and b) 12.5 keV. A sharp rise in the fluorescence intensity at the critical angle is followed by

a gradual decrease that is typical of the signal from a thin layer of material near the surface

of a sample. The height of the fluorescence intensity curves represents the amount of Ga+

implantation within the sample; this increases with the irradiation dose, consistent with the

results in figure 6.4.

The figure shows the results for incident x-ray energies at both 11.8 keV and 12.5 keV,

above and below the Au L ionisation edge respectively. The results with 11.8 keV x-rays

show much clearer behaviour than that found for 12.5 keV x-rays. This is due to artefacts in

the fitting that arise as the Au and Ga peaks are close in energy and both have a relatively

weak fluorescence intensity making it hard to differentiate between the two contributions. At

11.8 keV there is no Au fluorescence so the peak can be attributed entirely to Ga fluorescence

giving more understandable results. This figure also shows interference fringes just above the

critical angle for the lowest dose irradiation, indicating that the Ga is found within a thin

layer at the surface of the samples.

The results shown in figure 6.5 vary as a function of incident x-ray angle; however a

measure of the implantation as a function of depth is more useful and can be obtained from
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Figure 6.5: Angular dependence of the x-ray fluorescence intensity of Ga at a) 11.8 keV and b)
12.5 keV x-rays for various irradiation doses on 20 nm NiFe / 2.5 nm Au thin films.

the penetration depth shown in figure 4.8(a). Figure 6.6(a) shows the data presented in this

way and has been differentiated to give an approximation to the fluorescence from each depth

interval within the sample. Here a peak at the near surface region is shown which increases

in area with incident irradiation dose. The high sensitivity of the penetration depth to the

incident x-ray angle and additional features such as interferences from the layered nature of

the sample and re-absorption of fluorescent x-rays make quantitative analysis of these results

unreliable. However, the graph does show an implantation profile with a realistic shape

showing an increase in the Ga+ implantation at the near surface region with increasing dose.

This implantation depth is compared to TRIDYN simulations, shown in figure 6.6(b),
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dependent x-ray fluorescence and b) from TRIDYN simulations. The inset shows the maximum
Ga+ atomic fraction through the film as a function of irradiation dose.
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which give the atomic fraction of implanted Ga as a function of depth for different irradiation

doses. The results shown here have been smoothed with adjacent averaging over every 5

points to more clearly show the shape of the implantation profile.

These simulations show the profile where the concentration of Ga atoms rises to a max-

imum at a depth of approximately 10 nm followed by the decay in concentration up to a

maximum implantation depth of ≈ 30 nm. This region of high Ga concentration near the

sample surface is consistent with the shape of the implantation profile from the fluorescence

results but these cannot be compared quantitatively. The maximum concentration from the

TRIDYN implantation profiles is plotted in figure 6.6(b) as a function of the irradiation

dose showing a linear increase in Ga concentration with dose as predicted for the low dose

regime. [138]

The NiFe/Au interface at the 3 nm position in figure 6.6(b) has no obvious effect on the

implantation profile of the Ga+ ions. This is consistent with the relatively small difference

between the implantation in NiFe, Au and NiFe/Au samples shown in figure 6.4 and can

explain the negligible change in implantation due to the Au cap.

6.4 Layer structure of the samples

During irradiation, as well as the implantation and surface sputtering, the energy of the beam

resulted in modifications of the initial structure of the thin film. In order to investigate these

changes, grazing incidence x-ray reflectivity measurements were performed.

Figure 6.7 shows the grazing incidence x-ray reflectivity curves for the NiFe/Au bilayer

samples with a range of low dose Ga+ irradiation. The curves show both Kiessig fringes

representing the thin layered structure of the sample with decreasing amplitude representing

the roughness of the sample.

The features seen in the experimental data below 0.5◦ are not expected from the reflectiv-

ity of a layered structure but are explained by the finite length of the samples compared with

the extended footprint of the beam at low angles. Here, the reflectivity includes a reflection

from the SiO2 substrate with no deposited material, leading to a complication in the results.

This angle is very low so the fitting below this angle has been ignored.
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Figure 6.7: Fitted grazing incidence x-ray specular reflectivity curves for samples irradiated with
doses: a) 0.00, b) 0.16, c) 0.31, d) 0.47, e) 0.63, f) 0.78, g) 4.68 ×1015 Ga+/cm2. (Curves are offset
on intensity axis for clarity).

6.4.1 Model layered structure with interfaces

The data was analysed by fitting simulations using the Bede REFS software package [238]

which fits the reflectivity data to a layered structure model with parameters representing

the thickness, roughness and density of each layer. A good fit with the experimental data

is shown by the red lines in figure 6.7. The good agreement between the fits and the data

gives confidence that the layered model is applicable to these samples and that the fitted

parameters are representative of the sample.

For higher doses, such as 4.68×1015 Ga+/cm2 (figure 6.7(g)), the reflectivity curve shows

different behaviour without the repeating Kiessig fringes at higher angles. This indicates that

the layered description of the sample is no longer appropriate and not actually possible. Here,

amorphisation and damage to the sample structure resulting from the ion beam irradiation

has occurred.

The simulation model in figure 6.7 was based on a nominal layered structure (20 nm NiFe

/ 3 nm Au) on an infinite SiO2 substrate where the thickness, interface width and density
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of each layer and the incident intensity were allowed to vary as free parameters. The x-ray

reflectivity was mostly insensitive to the NiFe composition so this was fixed on the basis of

the fluorescence measurements that are discussed in more detail in section 6.5.

Preliminary fits using this model did not give a satisfactory fit around the critical angle

where the data represents the surface of the sample. This was improved by the inclusion of

an additional Au surface layer to the model which had a reduced density in order to represent

surface effects such as roughness or the formation of an oxide layer. [246] Figure 6.8(a) shows

the improved quality of the fit for a bilayer sample irradiated with a dose of 0.16× 1015 Ga+

/cm2. The goodness of fit parameter in this case was lowered from 0.12 to 0.06 without

significant increase in the complexity of the model, therefore this revised layered structure

was adopted as a reasonable representation of the system.

The NiFe/Au interface width was represented by the roughness parameter determined

from the modification to the Fresnel coefficients by the Debye-Waller factor in the model. [175]

This approach is valid only for interface widths below 5 nm, [247] so here a wider effective

interface was created by including an additional NiFeAu alloy layer between the NiFe and

Au layers for higher doses. [248,249] The models with an initially sharp interface, an interface

width and interface alloy layer are shown schematically in figure 6.8(b). Table 6.1 shows a

summary of the fit parameters for the best fitting models for the bilayers as a function of ion

beam dose shown in figure 6.7.
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Figure 6.8: a) Improvements to the fit by the addition of a low density surface Au layer. b)
Different model schematics showing the inclusion of interfacial alloy layer at high doses.
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Irradiation dose Layer Thickness Interface width Density
(×1015 Ga+/cm2 ) (nm) (nm) (%)

0.00

Au 0.45 ± 0.04 0.28 ± 0.04 20 ± 10
Au 2.7 ± 0.1 0.40 ± 0.03 90.6 ± 0.9
NiFe 21.09 ± 0.08 1.14 ± 0.07 87 ± 1
SiO2 ∞ 0.313 ± 0.004 100

0.16

Au 0.1 ± 0.1 0.390 ± 0.006 37 ± 2
Au 2.5 ± 0.4 0.82 ± 0.05 89 ± 6
NiFe 21.4 ± 0.4 1.6 ± 0.3 85 ± 2
SiO2 ∞ 0.560 ± 0.009 100

0.31

Au 0.5 ± 0.1 0.65 ± 0.04 45 ± 6
Au 2.8 ± 0.5 0.39 ± 0.01 80 ± 2
NiFe 20.8 ± 0.5 2.6 ± 0.5 80 ± 1
SiO2 ∞ 0.554 ± 0.007 100

0.47

Au 0.5 ± 0.2 0.45 ± 0.07 46 ± 20
Au 1.7 ± 0.7 0.28 ± 0.03 90 ± 1
NiFe 20.5 ± 0.7 3.0 ± 0.4 92 ± 1
SiO2 ∞ 0.62 ± 0.01 100

0.63

Au 0.6 ± 0.1 0.40 ± 0.06 30 ± 10
Au 2.0 ± 0.4 0.33 ± 0.02 89.5 ± 0.8
NiFe 19.6 ± 0.4 4.1 ± 0.1 80 ± 2
SiO2 ∞ 0.451 ± 0.006 100

0.78

Au 0.5 ± 0.1 0.44 ± 0.05 59 ± 20
Au 0.3 ± 0.3 0.27 ± 0.05 96 ± 1

NiFe/Au 2.1 ± 0.3 3.5 ± 0.1 112 ± 6
NiFe 19.2 ± 0.3 1.7 ± 0.2 93 ± 1
SiO2 ∞ 0.519 ± 0.005 100

Table 6.1: Table showing the layered structure models along with the best fitted model parameters.

6.4.2 Analysis of layer thickness from the fitted model

Figure 6.9(a) shows the layer thicknesses from these models plotted as a function of the

irradiation dose. The position of the points represents the centre of the interfaces and their

separation represents the layer thickness giving a graphical representation of the sample

profile as a function of irradiation dose. To simplify this analysis, the thicknesses of the two

Au layers were combined and for the higher doses where an alloy layer is included in the

model, the thickness of this was divided between the NiFe and Au layers to improve the

figure clarity.

The x-ray reflectivity technique confirms the original nominal 20 nm NiFe / 3 nm Au

layered structure. A reduction in the sample thickness with dose also occurs but this is more

clearly illustrated in figure 6.9(b) when the total Au thickness is plotted as a function of
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Figure 6.9: a) The variation in total sample thickness as a function of dose determined from x-ray
reflectivity is composed of a NiFe layer with an Au cap. b) The thickness of the Au cap decreases
slowly as a function of irradiation dose shown by the points fo x-ray reflectivity measurements and
the line from TRIDYN simulations.

irradiation dose. This reduction in thickness results from a small amount of surface sputtering

of the Au cap. TRIDYN simulations, shown by the line in figure 6.9(b), agree reasonably well

with the experimental results. Here, the sputter rate was determined from the experimental

results at 0.14± 0.04 nm3/Ga+ which is close to the simulated predictions from TRIDYN at

0.091 ± 0.002 nm3/Ga+. Even though the Au cap thickness reduces, x-ray reflectivity and

TRIDYN simulations both show a consistent Au cap remains on the sample surface for the

whole low dose region of interest.

6.4.3 Interfacial broadening with increasing irradiation dose

X-ray reflectivity also gave information about the interfaces between the layers using the

interface width parameter. This was used to determine the amount of intermixing taking

place as a result of the irradiation on the sample. For high doses where an alloy layer

was included in the model, the total interface width was defined as the width of this layer

convolved with the interface widths at the bottom and top interfaces. [149,248]

Figure 6.10 shows this width extracted from the x-ray reflectivity analysis as a function

of Ga+ irradiation dose. This has been squared as the irradiation induced contribution to

the interface width is a more convenient parameter for the explanation of the intermixing

mechanism as ballistic mixing leads to a linear increase proportional to this quantity with

dose (see section 3.4.3). The irradiation induced component of interfacial mixing, σf , was
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Figure 6.10: Broadening of the squared irradiation induced contribution to the interface width
between NiFe and Au as a function of Ga+ irradiation dose determined from specular x-ray reflec-
tivity analysis. The points show the spread in the data by different fitting protocols where both
agree with the line showing the linear increase predicted by TRIDYN simulations. [245]

separated from the total interface width, σ, by subtracting the interface width of the un-

irradiated sample, σ0, in quadrature: [149]

σ2 = σ2
0 + σ2

f . (6.1)

This square of the irradiation induced interface width in figure 6.10 is presented alongside

the analysis of the x-ray reflectivity data performed by Arac et.al. [245] and an estimate of the

interface width from TRIDYN simulations defined as a change from 5% to 95% composition

which is discussed further in section 6.5.2. All the datasets show an increase in the square of

the irradiation induced intermixing width and the spread of the data gives the best indication

of the errors associated with the different methods used to determine the interface width.

The linear increase shown in figure 6.10 suggests that the mixing here is governed by a

diffusion limited process. This is likely to have a contribution from ballistic mixing effects

but be dominated by thermal spike mixing effects, these are important for Z > 20 and with a

high damage energy, FD.
[144] This behaviour is consistent with that found in other ion beam

intermixing in other similar metal/metal systems. [250,251]

The chemical effects predicted for preferential de-mixing between NiFe and Au are small

in comparison to the mixing induced by the ion beam energy. [146] This explains why the

results follow a linear increase rather than a trend that falls below this which is expected for

preferential de-mixing.
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6.4.4 Interfacial structure

Analysis of the specular x-ray reflectivity data showed an increase in the total interface width

with irradiation dose. This interfacial width has two components: the topological roughness

and the chemical intermixing. These are indistinguishable in specular x-ray reflectivity.

However, transverse diffuse x-ray scattering experiments have been performed to distinguish

between these two contributions to the interfacial structure.

Figure 6.11(a) shows transverse diffuse scans for the samples as a function of irradiation

dose. A peak at the specular condition is found on top of a broad background of diffuse

scatter. At the critical angles for incidence and exit, small Yoneda wings are observed. The

effect of dose on these scans appears minimal. The specular peak is wide giving it a large

contribution in comparison to the relatively small diffuse background. This is expected for

films with large amounts of intermixing. [181]

By integrating the specular and diffuse intensities under the curve from the transverse

diffuse scans, the topological roughness contribution to the interface width can be deter-

mined. [179] Figure 6.11(b) shows this contribution as a function of the irradiation dose. Com-

bining this with the total interface width from specular x-ray reflectivity data allows the

intermixing component to be determined. This is shown in figure 6.11(b) where a relatively

small and constant contribution from interfacial roughness is found. Therefore, an increase

in intermixing at the interface is responsible for the increase in total interface width with

irradiation dose.

0.0 0.2 0.4 0.6 0.8 1.0
10

0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

Diffuse scatter Specular scatter

0.78 x10
15

 Ga/cm
2

0.63 x10
15

 Ga/cm
2

0.47 x10
15

 Ga/cm
2

0.31 x10
15

 Ga/cm
2

0.16 x10
15

 Ga/cm
2

 

 

R
e

fl
e

c
te

d
 i
n

te
n

s
it
y
 (

a
rb

. 
u

n
it
s
)

Normalised incident x-ray angle, θ/2θ

0.00 x10
15

 Ga/cm
2

(a)

Yoneda wing

0.0 0.2 0.4 0.6 0.8
0

1

2

3

4

5

 Topological roughness

 Chemical grading

 
 

C
o

n
tr

ib
u

ti
o

n
 t
o

 t
o

ta
l 
in

te
rf

a
c
e

 w
id

th
 (

n
m

)

Irradiation dose (x10
15

 Ga/cm
2
)

(b)

Figure 6.11: a) Transverse diffuse scans of the reflectivity from the NiFe/Au bilayers shifted for
clarity. b) Integration of the specular and diffuse contributions gives the topological roughness
which is used to find the amount of intermixing as a function of dose.
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This simple analysis method involving the integration of the peaks in the transverse diffuse

data incorporates the scattering from all layers and interfaces in the sample. Therefore this

method can give only a general indication of the roughness contribution averaged over all

of the interfaces. It is also not obvious how to identify separate contributions from the

specular and diffuse scatter from the scans in figure 6.11(a). In this analysis, a linear fit to

the extremities of the transverse diffuse scan (inside the Yoneda wings) gave a division. This

is likely to overestimate the specular scatter, leading to systematic errors, but this would

only adjust the size of the roughness contribution to the interface width and not affect the

fact that chemical intermixing is the increasing component. Fitting of the transverse-diffuse

scans would enable a more accurate description of the contribution to each interface to be

determined but this is computationally intensive, dependent on many free parameters and

was considered not to be a reasonable analysis method for this data.

The errors in the interface roughness contribution are taken from repeat analysis of two

different transverse diffuse scans performed at a different fixed detector angle. These are

combined in quadrature with the errors in the specular x-ray reflectivity fitting associated

with the total interface width parameter to give errors on the intermixing contribution to the

interface width.

In summary, the analysis of the specular x-ray reflectivity on a model with layers of

different electron density is appropriate for these thin film samples. The fitting of a layered

model to the reflectivity data gave parameters describing the thickness of the layers and

their interfaces which agrees with results extracted from TRIDYN simulations of ion-solid

interactions. This approach does not return one unique solution but the choice of model

can influence the results obtained. Here, the results from two models on the same data give

different analysis but both agree on the same linear increase in the squared intermixing width

with irradiation dose. The analysis is consistent with the predicted ballistic and thermal

spike mixing being the dominant intermixing processes with only a small thermodynamic

chemical effect. A comparison between the specular and diffuse scattered intensity leads

to the interpretation that an increase in interface width with dose is due to an increase in

intermixing where samples contain a relatively constant roughness contribution.
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6.5 NiFe composition in the samples

The x-ray reflectivity measurements show that focussed ion-beam irradiation has a significant

effect on the interfacial intermixing in these samples. This analysis was based on a model with

layers of different electron densities associated with layers of different elemental composition.

Further analysis of the composition at the interfaces and the variation in the composition

depth profile through the sample resulting from ion beam irradiation are presented here. This

analysis combines TRIDYN simulations and analysis of grazing incidence x-ray fluorescence

measurements.

6.5.1 Bulk composition of the NiFe layer

X-rays incident at a fixed angle of θ = 1◦, well above the critical angle, produce fluorescence

from the entire thickness of the sample probing the entire NiFe layer. Scans over the width of

each strip give the average fluorescence signal from multiple positions as well as being useful

for aligning the sample. Figure 6.12(a) shows the fluorescence from two NiFe/Au strips

irradiated with different doses where the fluorescence intensity was found from the peak area

in the energy spectra as described in chapter 5. This clearly shows the position of the strips

and their relative composition for an unirradiated and highly dosed sample.

The NiFe ratio was found by dividing the Ni fluorescence intensity with that of Fe and

correcting by their respective fluorescence yields. Figure 6.12(b) shows the change in compo-
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Figure 6.12: Fluorescence at an x-ray incident angle of 1◦ measured a) as a function of position
across a strip sample and b) used to determine the NiFe ratio as a function of irradiation dose where
the line is a guide to the eye.

150



Chapter 6. Effect of irradiation on the structure of NiFe/Au bilayers

sition measured as a function of irradiation dose where the composition is close to Ni85Fe15

showing very small dose dependent changes compared with the depth dependent changes

discussed later.

6.5.2 Depth dependent composition of the samples

Element specific depth profiles from TRIDYN simulations provide a convenient way to model

the depth dependent compositional variation resulting from ion beam irradiation. The rel-

ative concentration of each atomic species was extracted from the simulations as a function

of depth into the sample. This is shown in figure 6.13 for a range of irradiation doses in the

low dose regime for a NiFe sample with a 3 nm Au cap.

Initially a sharp interface separates the 3 nm thick Au cap layer from the NiFe layer.

With increasing irradiation the composition at the interface shows diffusion-like behaviour

and broadens as the atomic species relocate over the interface and become intermixed. Due

to the loss of momentum during the many interactions in a collision cascade, this broadening

becomes isotropic where Ni and Fe atoms move into the Au layer as well as Au atoms
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Figure 6.13: TRIDYN simulations showing the depth dependence to the relative atomic compo-
sition in an initial Ni85Fe15 film with 3 nm Au cap. The profiles show broadening of the initially
sharp interface as a function of low dose Ga+ irradiation. The hatched area represents the interface
defined by the width over which the concentration changes from 5% to 95%.
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moving into the NiFe layer. The centre of the interface also travels towards the sample

surface with increasing dose representing the small amount of Au sputtered from the surface

of the structure.

An estimate of the interface width was obtained from these simulations, defined as the

width over which the composition varies from 5% to 95%, as illustrated by the shaded regions

in figure 6.13. The average width was found from estimates of both the Au and Ni composition

profiles and this width was persented earlier as a function of dose in figure 6.10(b).

For the highest dose simulated here at 0.78 × 1015 Ga+/cm2, a small amount of NiFe

has intermixed so far that it has migrated through the Au layer and is found at the sample

surface. This could result in the loss of NiFe by sputtering but this is expected to be small

due to the low concentration of NiFe in the Au layer and the limited sputtering of the Au

layer in this dose regime (figure 6.2).

Angle dependent x-ray fluorescence measurements provide an experimental technique to

investigate the depth dependence to this elemental composition as a function of dose. The

fluorescence spectra obtained have been fitted to the elemental transitions and the areas of

the Ni, Fe and Au peaks give the fluorescence intensity as a function of the grazing incidence

angle. This data was normalised against the beam monitor and is shown in figure 6.14.

The fluorescence intensity for each element shows an initial increase as the incident x-
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Figure 6.14: Grazing incidence x-ray fluorescence showing the depth dependence to the elemental
composition as a function of Ga+ irradiation dose. This is measured with 12.5 keV (11.8 keV for
the 0.31× 1015 Ga+/cm2 sample) incident x-rays and the solid lines show the best fit to the data.
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ray angle passes through the critical angle. This is followed by interference fringes at the

maximum intensity and then a gradual decrease in intensity towards higher angles.

This angular dependence results from the penetration depth where just an evanescence

wave probes the surface of the sample below the critical angle. This region shows an increase

in Au fluorescence consistent with the Au capping layer on the sample. Increasing the angle

beyond the critical angle allows the beam to penetrate the entire sample thickness, explaining

the sharp increase in Ni and Fe fluorescence at a greater angle than the rise in Au.

The details of the interference fringes and the decay in the fluorescence signal for higher

angles contain additional information about the structure of the film. With increasing dose

the fringes become less pronounced, indicating the loss of the discrete layered nature of the

samples as the interface becomes intermixed, this is consistent with the x-ray reflectivity

analysis and TRIDYN simulations presented in figure 6.13.

This change in behaviour is more easily seen in figure 6.15(a) where the Au fluorescence

intensities at different doses are compared. Changes can also be observed below the critical

angle for the higher doses where the increase in fluorescence intensity is shifted towards higher

angles. This is an indication that sputtering effects on the sample surface become apparent

for high irradiation doses.

To gain further understanding from the subtle changes in fluorescence intensity data has

been fitted to a model in a similar approach used for the analysis of the x-ray reflectivity

data.
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Figure 6.15: a) Angular dependence to the x-ray fluorescence of Au for a variety of different
irradiation doses. b) Composition of NiFe layer obtained from fitting the angular dependent x-ray
fluorescence data where the line is a guide to the eye.
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6.6 Layer model for fitting composition

The solid lines in figure 6.14 show a model fitted to the fluorescence data using REFS.

This is based on the structure obtained from the x-ray reflectivity measurements presented

earlier. Ideally the same model should fit to all the data sets from the different experimental

techniques used to describe the structure, but, in reality current developments in fitting

packages only allow for fitting a single set of fluorescence or reflectivity data independently

and the use of both techniques for a single sample is rarely performed. The fitting of the

fluorescence data here is heavily constrained around the layer structure from the reflectivity

measurements but was fitted based on the composition parameters for which the fluorescence

data is most sensitive.

The composition profile predicted by the TRIDYN simulations (figure 6.13) shows a

gradual dependence on the composition across the interfaces. To reflect this, the alloy region

in the reflectivity model was substituted by a layer where the composition varied as an error

function across the layer. This graded composition approach for fluorescence analysis has

been shown to give an improvement over reflectivity models based on discrete layers and

roughness. [247] To obtain a good fit, this compositionally graded layer was introduced to the

model at a lower irradiation dose than was necessary with the reflectivity fitting.

This model was also more sensitive to the surface Au which affects how the beam travels

into the film due to the refractive index at the surface. A low density Au layer was included

in the reflectivity model. This made little difference to the quality of fits for the fluorescence

model so was removed at high dose irradiation, but the inclusion of a NiFe2O3 layer between

the substrate and permalloy layer did give an improvement to the fits at high irradiation

dose. [252]

As previously mentioned the simultaneous fitting of all the data with a single model is

desirable, but was not possible with the fitting packages currently available. Here, a fitting

procedure was developed where iterative fitting of the fluorescence data for Ni and Fe was

performed on the structural model based on the x-ray reflectivity results described above.

The genetic algorithms built into REFS gave a best fit of the model to Ni and Fe flu-

orescence data with a fixed incident beam intensity and NiFe composition. Combining the

goodness of fit parameters gave a parameter indicating the combined best fit for both data

sets which was minimised with respect to the choice of beam intensity and NiFe composition
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parameters. Once the stoichiometry was fixed from iterative fitting with the Ni and Fe data,

the same model was fitted to the Au fluorescence data and the results illustrated by the lines

in figure 6.14 and the parameters in table 6.2.

This technique can only find a local minimum so the fitting of many parameters may

degrade the usefulness of this technique as it becomes limited by the choice of initial param-

eters. For this reason just the stoichiometry and incident beam intensity, the two parameters

most sensitive to the fluorescence measurements, fitted using this technique with surprisingly

good results. There are slight variations between the optimum structure from reflectivity and

fluorescence models due to different descriptions of the layers and interfaces but the results

from both models agree on the same trends for low dose irradiation. They also agree on the

breakdown in the model for representing the sample as a layered structure towards higher

irradiation doses.

These models are best interpreted by taking layer structure and interface width infor-

mation from the reflectivity fitting and the compositional information from the fluorescence

results. Ideally all x-ray reflectivity and fluorescence data would be fitted simultaneously,

using a single model which can be fitted to minimise an overall goodness of fit parame-

ter. However, this is beyond what can be achieved with currently available computational

packages for fitting these complex models.

The NiFe composition which gave the best overall combined goodness of fit is shown in

figure 6.15(b) as a function of the irradiation dose. Here, the composition is approximately

Ni85Fe15 with a dip indicating a Fe enrichment at a dose of 0.5× 1015 Ga/cm2. These results

agree with the fluorescence results in figure 6.12(b) but where a more significant dip occurs

this may be related to the fact that these results are highly sensitive to the fitting at the

critical angle whilst the previous results represent the entire NiFe thickness.
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Irradiation dose Transition Layer Thickness Interface width Density

(×1015 Ga/cm2) (nm) (nm) (%)

0.00

Ni Kα1

Au 0.4 ± 0.2 0.2 ± 0.2 17 ± 3

Au 2.2 ± 0.1 0.2 ± 0.1 107 ± 3

NiFe 19.53 ± 0.06 2.0 ± 0.1 90.9 ± 0.3

SiO2 ∞ 1.5 ± 0.1 100

Fe Kα1

Au 0.2 ± 0.2 0.2 ± 0.8 14 ± 10

Au 1.7 ± 0.1 0.4 ± 0.2 110 ± 6

NiFe 20.5 ± 0.1 2.5 ± 0.2 91.0 ± 0.5

SiO2 ∞ 1.5 ± 0.2 100

Au Lm1

Au 0.2 ± 0.1 0.2 ± 0.2 21 ± 2

Au 2.65 ± 0.04 1.08 ± 0.05 110 ± 1

NiFe 19.5 ± 0.1 1.32 ± 0.04 91.0 ± 0.4

SiO2 ∞ 1.22 ± 0.07 100

0.16

Ni Kα1

Au 0.6 ± 0.1 3.9 ± 0.5 23 ± 2

Au 3.2 ± 0.1 0.2 ± 0.1 85 ± 2

NiFe 19.96 ± 0.04 1.8 ± 0.1 88.1 ± 0.2

SiO2 ∞ 1.19 ± 0.09 100

Fe Kα1

Au 0.36 ± 0.09 2.7 ± 0.3 31 ± 3

Au 2.51 ± 0.09 0.3 ± 0.1 86 ± 2

NiFe 20.78 ± 0.05 2.8 ± 0.1 88.0 ± 0.2

SiO2 ∞ 1.1 ± 0.1 100

Au Lm1

Au 0.32 ± 0.06 1.46 ± 0.05 44 ± 2

Au 3.46 ± 0.04 0.52 ± 0.08 83.9 ± 0.5

NiFe 19.39 ± 0.05 1.43 ± 0.04 88.4 ± 0.2

SiO2 ∞ 0.98 ± 0.05 100

0.31

Ni Kα1

Au 3.51 ± 0.07 0.8 ± 0.1 72 ± 2

NiFe/Au 0.24 ± 0.08 2.25 ± 0.05 89 ± 7

NiFe 19.1 ± 0.1 1.5 ± 0.2 92 ± 0.2

NiFe2O4 0.8 ± 0.2 0.7 ± 0.2 86 ± 9

SiO2 ∞ 0.9 ± 0.2 100

Fe Kα1

Au 3.8 ± 0.1 0.9 ± 0.09 71 ± 1

NiFe/Au 0.22 ± 0.06 2.12 ± 0.07 83 ± 10

NiFe 18.9 ± 0.3 1.5 ± 0.3 91.9 ± 0.3

NiFe2O4 0.8 ± 0.1 0.7 ± 0.4 90 ± 10

SiO2 ∞ 0.9 ± 0.5 100

Continued on next page
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Irradiation dose Transition Layer Thickness Interface width Density

(×1015 Ga/cm2) (nm) (nm) (%)

0.78

Ni Kα1

Au 3.2 ± 0.1 0.3 ± 0.1 73 ± 2

NiFe/Au 0.7 ± 0.1 1.98 ± 0.07 92 ± 7

NiFe 16.7 ± 0.3 1.2 ± 0.2 77.4 ± 0.7

NiFe2O4 0.7 ± 0.1 5.0 ± 0.7 90 ± 10

SiO2 ∞ 5.0 ± 0.9 100

Fe Kα1

Au 4.2 ± 0.2 0.8 ± 0.1 72 ± 2

NiFe/Au 0.72 ± 0.08 1.50 ± 0.08 89 ± 6

NiFe 17.5 ± 0.8 1.2 ± 0.2 90 ± 7

NiFe2O4 0.8 ± 0.1 5.0 ± 0.8 90 ± 7

SiO2 ∞ 5 ± 2 100

Au Lm1

Au 4.5 ± 0.3 0.2 ± 0.1 76 ± 4

NiFe/Au 0.7 ± 0.2 1.57 ± 0.08 90 ± 10

NiFe 17.3 ± 0.7 1.2 ± 0.3 75.5 ± 0.7

NiFe2O4 0.8 ± 0.3 5 ± 1 84 ± 9

SiO2 ∞ 1.7 ± 0.4 100

Table 6.2: Table showing the best fit parameters to the model for the x-ray fluorescence data.

6.6.1 Interfacial NiFe composition

The analysis of the NiFe composition in figures 6.12(b) and 6.15(b) reveals that there may

be a depth dependence to the composition throughout these films. This has been analysed

using a more primitive technique where analysis of the variation in the composition through

the critical angle assumes the samples have a continuously varying composition with depth

without considering the effects of the layered structure.

In figure 6.14, the Ni and Fe fluorescence intensities were presented as a function of

incidence x-ray angle. Dividing the fluorescence intensity of Ni with that of Fe and correcting

for their respective fluorescence yields gives an indication of the composition as a function of

incident x-ray angle. This analysis was performed for the data at both 11.8 keV and 12.5 keV

and the average NiFe composition determined for each incidence angle is shown in figure 6.16

where the lines are included as a guide to the eye.

At large angles where the beam penetrates the entire film thickness, the results give a

constant composition but as the angle is reduced through the critical angle, dose dependent

variations in the composition indicate a reduced Ni/Fe ratio when the beam probes only the

surface of the sample. In this surface region the quantities of Ni and Fe are low, which gives

rise to the increased errors in the data at lower angles. The data for the lowest angles is
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Figure 6.16: NiFe ratio as a function of x-ray incidence angle for various irradiation doses. The
lines are a guide to the eye.

omitted when the errors become very large and distract from the trends in the data.

The overall higher Ni content indicated by this data over the entire angular range is

likely to be a result of a systematic error introduced through the simplistic analysis of this

data. This may be explained by the fact that this analysis does not take into account any

re-absorption of the fluorescent x-rays transmitted through the surface Au layer. [186] Since Fe

transitions are at a lower energy than Ni, [183] Fe fluorescent photons are more easily absorbed

giving the appearance of a higher Ni content.

Similar analysis has been performed on the TRIDYN simulations in figures 6.13 which

also shows a variation in Ni and Fe composition as a function of depth into the sample. The

NiFe ratio from this analysis is shown in figure 6.17(a) as a function of depth for a range
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Figure 6.17: TRIDYN simulations showing the variation in NiFe composition at the surface of a
NiFe film with a) a 3 nm Au cap and b) no Au cap, for various ion irradiation doses.
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of irradiation doses where binning was used to reduce the noise on the data and highlight

the behaviour taking place. Here a constant NiFe composition at Ni85Fe15 was found in the

deep regions in the sample which is consistent with the initial starting parameters for the

simulation. However, at the near surface region a reduced Ni/Fe ratio was found to result

from the ion irradiation which is similar to the experimental results.

As the NiFe concentration in the Au layer at the surface was low, the data is only shown

for depths where the NiFe accounts for over 10% of the composition. The broadening of the

intermixed region then explains the shift in the start of the data towards shallower depths as

a function of increasing dose.

Figure 6.17(b) shows similar simulations for NiFe with no Au cap. In this case no changes

to the NiFe composition are found at the near surface region resulting from ion irradiation.

Instead these simulations show the sample maintains its initial composition reaching to the

sample surface. Here the data is displayed all the way to the surface as there is always 100%

NiFe and therefore no problems with finding the ratio of two small numbers.

Comparison between these two simulations shows that the change in surface composition

of the samples is an effect that only occurs with the presence of the Au cap. This suggests

that this is a property of the interface rather than due to any preferential sputtering which

has been associated with similar behaviour in an uncapped sample. [41]

Instead it is possible that there could be a preferential atomic rearrangement at the near

surface region where the migration of Fe into the Au layer occurs at a greater rate than Ni.

This explains the resulting Fe rich surface found from both simulations and experimental

results on Au capped NiFe samples. To maintain a constant ratio of Ni:Fe in the sample, a

corresponding region with depleted Fe content is to be expected. Figure 6.17 shows a wide

region with a higher Ni:Fe ratio that could correspond to this although it is hard to see any

equivalent effect in the results of the simulations.

6.7 Summary

In this chapter the structure of thin NiFe/Au bilayer structures has been investigated using

both grazing incidence x-ray reflectivity and x-ray fluorescence techniques. This has been

used to quantify the structural changes in the samples resulting from focussed ion beam

irradiation and the structural changes are compared with TRIDYN simulations of ion-solid
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interactions.

Initially the damaging effects of high dose irradiation were investigated which result in

roughening of the surface where sputtering of material is significant. This gave an upper

bound on the dose range and subsequent measurements were performed at lower doses where

the effects of sputtering were not significant. Here, the amount of implanted Ga+ increased

linearly with irradiation dose and was distributed around an implantation depth of ≈ 10 nm

from the surface. The maximum concentration predicted from this implantation was about

0.7% Ga, which is a very small effect and unlikely to give rise to the changes in magnetism

that are presented in chapter 7.

A much more significant effect is the energy transfer of the initial Ga+ beam into the

sample which gives rise to intermixing at the NiFe/Au interface. Analysis of the x-ray

reflectivity of irradiated samples based on a layered model shows an increasing width for

the interface region with dose. This fits to a square root relationship with the irradiation

dose showing the mixing mechanism to be ballistic with additional effects of a thermal spike

model. Thermodynamic considerations predict a de-mixing effect between NiFe and Au but

this is small in comparison to the ion beam induced mixing and was not identified from

experiments or simulations here.

Further analysis of the interfaces through measurements of the transverse diffuse x-ray

scatter has shown that the topological roughness contribution to the overall interface width

is small and constant. Therefore, an increasing width of intermixed region at the interface is

concluded to be the dominant mechanism leading to the increase in total interface width.

The elemental composition of the samples was also investigated by angular dependent x-

ray fluorescence measurements giving a depth dependent probe for the sample composition.

Measurements of the total thickness of the samples gave a composition comparable with

the nominally prepared NiFe film with the inclusion of a slight Fe enrichment for doses

around ≈ 0.5× 1015 Ga/cm2. More detailed analysis of this composition and comparison to

simulations suggests this may be due to an interface effect with Au, where the Fe is mixed

into the Au layer more strongly than the Ni.
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Chapter 7

Modification of magnetic properties

by focussed ion beam irradiation

7.1 Introduction

The modification of the magnetic properties of perpendicular magnetic anisotropy (PMA)

materials by ion irradiation has been extensively explored and showed how structural modi-

fications of an interface result in changes of the magnetic properties. However, significantly

less work has been performed on materials with in-plane anisotropy. This is the theme of

the results presented in this chapter where the effect of Ga+ ion irradiation on the magnetic

properties of NiFe/Au bilayer structures was investigated. The results have been analysed in

terms of the structural changes taking place at the interface that were identified in chapter

6.

The chapter starts with an investigation of the magnetic properties measured using MOKE

magnetometry to cover a broad range of irradiation conditions; this identified some inter-

esting magnetic changes that occur for low dose Ga+ ion irradiation. The remainder of the

chapter focusses on detailed measurements which investigate the physical mechanisms that

give rise to these effects. The measurement techniques include SQUID magnetometry, to give

a direct measure of the magnetic moment, and XMCD, to give information about the rela-

tive contribution to the moment from the spin and orbital contributions. Magnetoresistance

measurements were used to investigate the spin-orbit interaction and the induced moment

on Au was also investigated through x-ray magnetic resonance scattering.

These techniques were introduced in chapter 4 and the experimental procedures described
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in detail in chapter 5. The results presented here provide the understanding relevant for the

local FIB control of the magnetic behaviour in nanowires presented in chapter 8.

7.2 Magnetic properties as a function of dose

This investigation started with the magnetic characterisation of NiFe/Au elliptical (50 ×
10 µm) structures fabricated by electron beam lithography. These were irradiated with Ga+

ions using the dual beam FIB system and the magnetic properties were investigated by

MOKE magnetometry as a function of irradiation dose.

7.2.1 Magnetisation reversal in irradiated NiFe/Au ellipses

Example hysteresis loops in figure 7.1 show hysteretic behaviour, typical of a ferromagnetic

sample. The coercivity is ≈ 15 Oe and the loops showed a relatively high remanence which

indicated a magnetic easy axis along the MOKE sensitivity direction (aligned with the long

axis of the ellipses). The changes in loop shape are subtle in comparison to previous studies

with ion irradiation on NiFe; however these previous measurements were performed with an

order of magnitude higher dose. [253] Here, the most significant difference in the magnetic

behaviour was found from the variation in the maximum Kerr signal, which represents the

saturation magnetisation of the sample and has been normalised with the data from the

unirradiated sample. This variation is the main subject of the discussion in this chapter.
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Figure 7.1: Variation of the hysteresis loop shape with dose for 50 µm ×10 µm elliptical samples
measured in a MOKE magnetometer. The samples have a layer structure of 15 nm NiFe / 3 nm
Au and have been irradiated with doses of a) 0.00× 1015 Ga+/cm2, b) 0.63× 1015 Ga+/cm2 and c)
1.54× 1015 Ga+/cm2.
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7.2.2 High dose modification of magnetic properties

Initially a study over a wide range of irradiation doses up to 13×1015 Ga+/cm2 was performed

on 10 nm NiFe / 7 nm Au bilayer elliptical structures. The results obtained were associated

with damage to the magnetic thin film structure at higher doses. From these measurements

the Kerr signal and coercivity were extracted from the hysteresis loops and are shown as a

function of Ga+ irradiation dose in figure 7.2. Here, the coercivity remains constant over a

wide dose range before rising dramatically when the dose increases above 7 × 1015 Ga/cm2.

In contrast, the Kerr signal shows a linear decrease with dose, and for doses below 4 ×
1015 Ga+/cm2 a decrease followed by a recovery in the Kerr signal is observed.

The changes in coercivity can be explained by an increasing density of domain wall pinning

sites throughout the film. This results from an increasing number of implanted defects and

damaged regions within the film that occur as a function of dose. [165]

The Kerr signal gives an indication of the magnetisation in the sample. In this case

the saturation magnetisation is represented by the Kerr signal obtained from the maximum

height of the hysteresis loops. The decrease in this Kerr signal with irradiation dose indicates

a loss in the saturation magnetisation to the point where a ferromagnetic hysteresis loop can

not be detected beyond a dose of 13× 1015 Ga/cm2. The loss in magnetisation is explained

as a result of the amorphisation and degradation of the surface of the thin film structure.

This is consistent with the results for high dose irradiation previously investigated through
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Figure 7.2: Coercivity and normalised Kerr signal as a function of Ga+ dose for irradiated 10 nm
NiFe / 7 nm Au bilayer ellipses. A linear decrease in Kerr signal with dose is found with an additional
dip for low dose irradiation. The coercivity shows little variation until a dose of 7× 1015 Ga+/cm2

at which point a sharp rise in coercivity occurs. Beyond 13 × 1015 Ga+/cm2 the ferromagnetic
properties of the sample cannot be determined. The lines are a guide to the eye.
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ion beam irradiation on similar materials. [37]

More interestingly, at very low doses, figure 7.2 shows a decrease, followed by a recovery in

the Kerr signal suggesting that complex changes in the magnetic properties of these structures

occur for low dose Ga+ irradiation. This behaviour is the focus of the rest of the investigation

in this chapter.

7.2.3 Complex Kerr signal behaviour for low dose irradiation

Changes in the Kerr signal may result from other factors in addition to the magnetic moment.

These need to be eliminated before conclusions can be drawn from these MOKE measure-

ments. One such artefact arises due to the alignment of a sample in the MOKE system.

This means that it is common to normalise hysteresis loops from the MOKE system as they

give only a relative measure of the magnetisation. However, in this case each structure was

nominally identical and fabricated on the same substrate so it was reasonable to assume

consistent alignment of the MOKE laser on each sample.

Magnetic changes may also result from any deviations occurring during the fabrication

stages of the investigation. However, these should not be reproducible with repeat measure-

ments. Figure 7.3(a) shows the behaviour of the Kerr signal for another bilayer sample with

a thicker magnetic layer of 15 nm NiFe and a thinner capping layer of 3 nm Au. In this

case the Ga+ ion irradiation doses was focussed around the low dose regime and these results

repeatably show complex low dose Kerr signal response in this case with the minimum shifted
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Figure 7.3: Normalised Kerr signal as a function of Ga+ irradiation dose for 15 nm thick NiFe
ellipses, a) with and b) without a 3 nm Au cap.
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to lower dose compared to the previous sample with a thicker capping layer.

In figure 7.3 the errors on the data points represent the standard error between repeat

measurements of an irradiated structure which also includes experimental errors associated

with the repeat alignment of the structure within the MOKE system. Different points at the

same dose represent the results from different elliptical structures that were irradiated with a

nominally identical dose. Both of these sources of error are small in comparison to the trends

observed here which suggest these results originate from the samples and not from any noise

or lack of precision in the measurements.

Figure 7.3(a) also shows the effect of irradiation dose performed with two different beam

currents. The results overlap, indicating that the changes arising here are due to the total

quantity of Ga+ ions involved in the irradiation rather than an effect of the rate of irradiation.

This suggests that the changes in the magnetic properties do not result from any temperature

rise in the sample (beyond the expected thermal spike mixing discussed in chapter 6) as the

dose rate differs by nearly a factor of 20.

In figure 7.2 the minimum Kerr signal occurs at a dose of 2 × 1015 Ga+/cm2 whilst

in figure 7.3(a) this minimum point is shifted to 0.6 × 1015 Ga+/cm2. This shift can be

explained by the differences in the Au cap thickness. In the first case, the thicker 7 nm

Au cap provides more attenuation to the Ga+ beam than the 3 nm Au cap. This means

that a greater incident dose is required to achieve the same amount of energy transfer to the

NiFe/Au interface to achieve the same level of interfacial intermixing. This is also supported

by TRIDYN simulations which shows that a similar interface width develops for lower doses

with a thinner Au cap.

A sample thickness argument can also explain the relative size of the initial drop in the

Kerr signal for these samples where the thinner 10 nm NiFe sample shows a 45% decrease

in the Kerr signal compared to a 30% decrease for the 15 nm NiFe sample. The MOKE

measurements probe to a skin depth of ≈ 10 − 20 nm [207] and therefore give a measure of

the entire magnetic thickness of both samples. The change in Kerr signal then represents

the ratio of the magnetic response from the interface in comparison to the response from the

volume of the NiFe layer.

Assuming a similar magnetic response from the interface at the minimum point in both

of these samples, the difference in magnetic signal can be approximated by the ratio of the

magnetic layer thicknesses: (10 nm/15 nm)−1 = 1.5. This is the same as the difference in the
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decrease in Kerr signal between the two samples: 45%/30% = 1.5.

Ga+ ion irradiation was also performed on similar samples prepared with no Au capping

layer and the effect of low dose irradiation on the Kerr signal in these samples is shown

in figure 7.3(b). Here, a linear decrease in Kerr signal was found throughout the low dose

region and can be explained by degradation of the film quality and an increase in defect

density that is consistent with the explanation of the high dose behaviour. This contrasting

behaviour shows that the capping layer is important to produce this complex dose dependent

magnetisation behaviour.

Although the focus here was upon an Au capping layer, the effect of other capping layers

were also considered. Measurements made on a 20 nm NiFe film capped with 2.5 nm Cu

also show a dose dependent change in the magnetic properties which is shown in figure 7.4.

In this case the minimum magnetic signal occurs at 0.2× 1015 Ga+/cm2 which is consistent

with the discussion based on attenuation of the beam with the cap thickness. Also, a ≈ 30%

change in signal is consistent with the previous discussion of the MOKE skin depth into the

sample and the sample thickness. At higher doses this sample also shows a gradual decrease

in the Kerr signal associated with sample damage.

The NiFe sample with a Cu capping layer shows similar complex magnetic behaviour

to those obtained with the Au capping layer. This contrasts with the gradual decrease in

moment that occurs in an uncapped NiFe film. Therefore, the complex behaviour can be

strongly associated with the presence of the capping layer and attention is drawn towards
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Figure 7.4: Variation of the normalised Kerr signal with irradiation dose measured using the
MOKE magnetometer for 20 nm NiFe thick elliptical structures with a 2.5 nm Cu cap. The line is
a guide to the eye.
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the interface between the layers as the origin of this magnetic behaviour. Although this

effect has been demonstrated with both Cu and Au capping layers, further investigation was

continued with the Au capped samples to investigate the origins of this behaviour.

7.2.4 A direct measure of the magnetic moment from SQUID

measurements

The MOKE results rely on magneto-optical interactions as the origin of the magnetic sen-

sitivity. To a first order approximation these interactions depend linearly on the change in

the ellipticity of polarisation of incident laser light upon reflection from a magnetised mate-

rial. However, it may be possible that the Ga+ irradiation was having an effect on the more

complex magneto-optical properties of the sample and therefore this approximation might

be less valid. A change in surface roughness of the samples may also have an effect on the

reflected intensity which may also add complications to the results.

Therefore, to eliminate these potential issues, another measure of the change in the mag-

netisation resulting from Ga+ irradiation was obtained using SQUID measurements per-

formed on samples with selected irradiation doses covering the complex low dose regime. The

sensitivity of the SQUID meant that these measurements required larger samples (1.3 mm

× 5.5 mm) to be prepared with 20 nm NiFe / 2.5 nm Au as discussed in chapter 5.

Three example hysteresis loops from the SQUID measurements are shown in figure 7.5

for irradiation doses of 0.00×1015 Ga+/cm2 , 0.31×1015 Ga+/cm2 and 0.78×1015 Ga+/cm2.

As well as the decrease in saturation magnetisation, these loops show variations in the loop
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Figure 7.5: Variation of MS with dose for the 1.3 × 5.5 mm, 20 nm NiFe / 2.5 nm Au samples
measured by SQUID magnetometry. Example hysteresis loops are shown for doses of a) 0.00 ×
1015 Ga+/cm2, b) 0.31× 1015 Ga+/cm2 and c) 0.78× 1015 Ga+/cm2.

167



Chapter 7. Modification of magnetic properties by focussed ion beam irradiation

shape that were not found with the elliptical structures in the MOKE measurements.

For the unirradiated sample, a more gradual reversal with reduced remanence was ob-

served compared to the irradiated loops which show more square shaped behaviour with a

rapid reversal. This may be an artefact from alignment of the sample during the SQUID

measurements. The rectangular samples used here were placed with the long axis along the

SQUID sensitivity direction; however, any movement of the sample could result in measure-

ments being performed with the field applied off-axis from the easy axis of the sample. This

loop shape is typical of the magnetisation response along an axis not aligned with an easy

axis. [253]

Another noticeable difference between the MOKE hysteresis loops in figure 7.1 and the

SQUID hysteresis loops in figure 7.5 is the value of the coercivity. The much greater value

measured in the MOKE system can be explained as the MOKE is measuring microscale ellip-

tical structures compared to larger quasi thin film structures in the SQUID measurements. In

microscale structures the reversal field is dominated by energy considerations of the sample

geometry, but in larger geometries there is a greater distribution of defects and roughness

within the sample creating localised disturbances in the magnetostatic energy landscape.

This can lead to the nucleation of a reverse domain and hence magnetic reversal with a

reduced magnetic field. [114]

The saturation magnetisation of these samples was extracted from the SQUID hysteresis

loops and is shown as a function of dose in figure 7.6. This figure shows a dip in saturation

magnetisation confirming that this complex behaviour originates from the magnetisation of
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Figure 7.6: Variation of MS with dose for the 1.3× 5.5 mm samples with a 20 nm NiFe / 2.5 nm
Au bilayer structure measured using SQUID magnetometry. The line is a guide to the eye.
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the samples and not from any magneto-optical, surface reflectivity or sample alignment issues

that may also have an influence on the MOKE measurements.

The minimum in the saturation magnetisation of these samples occurs at a similar dose

of ≈ 0.35× 1015 Ga+/cm2, slightly lower than in figure 7.3(a) which may be attributed to a

thinner Au capping layer giving less attenuation of the Ga+ beam. The 12% change in the

magnetic signal measured here is less that that measured for the 10 nm and 15 nm films as

expected for a thicker 20 nm NiFe layer. However, this value is lower than the 22% decrease

expected from the ratio of the layer thicknesses. Even though the MOKE skin depth may

probe the entire magnetic thickness, there is enhanced sensitivity towards the surface which

will result in a greater difference in the magnetic signal. However, the SQIUD system is

equally sensitive to the entire sample thickness with no enhanced sensitivity at the sample

surface. Alternatively, the minimum in figure 7.6 may not represent the greatest change in

moment. A slight variation in dose may give rise to a greater moment change leading to a

better agreement with the layer thickness model.

As well as confirming the magnetic origin of these changes, the SQUID gives a true

measure of the magnetisation compared to the relative measurements from MOKE results.

Figures 7.5 and 7.6 show the magnetisation with units of A/m. These were obtained from the

SQUID measurements of the magnetic moment and divided by the volume of the magnetic

material in each sample.

7.2.5 Structural influence on the interfacial magnetism

The results from high dose irradiation and the irradiation of uncapped samples agree with

existing observations where heavy ion irradiation leads to amorphisation of the crystalline

structure of a material at the near surface region. This damage leads to the development of

a magnetically dead surface region due to a transition from ferromagnetic to paramagnetic

states, in agreement with the conclusions on structure from the results in chapter 6. However,

at lower doses, these damaging effects are significantly reduced and only subtle modifications

to the samples occur due to the other physical mechanisms introduced in chapter 3.

The direct implantation of Ga can lead to the introduction of point defects, and eventually

alloying in the sample for higher doses. In Fe-Ga alloys, a decrease in moment of 0.014 µB/at.

per % Ga is found from the initial 2.218 µB per atom in Fe. [254] Similar behaviour was also

found for Ni-Ga alloys with a change of 0.03 µB/at. per % Ga. [160] The change in moment
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due to the ≈ 0.7% Ga+ fraction predicted from TRIDYN simulations for these low doses is

therefore very small. This change unlikely to be a significant factor for magnetisation changes

observed here.

The magnetic material in the samples was also enclosed by an Au cap and it is expected

that this remains covering the sample in the low dose irradiation regime. [245] Therefore, the

volume of ferromagnetic material does not vary sufficiently to account for the changes in

magnetisation observed here. Furthermore, if there were a loss of magnetic material by

sputtering this would only account for a dose dependent reduction in moment and would

not explain the subsequent increase in magnetisation with further increasing dose. Dose

dependent differential sputter rates for Ni and Fe have been suggested to explain changes in

NiFe composition but these are significant only at higher doses. [41] The effects of sputtering

on the magnetic properties are likely to be more significant for the sample with no Au cap

where magnetic material resides at the surface. However, the dose dependent magnetisation

changes observed here only occur with the presence of a capping layer. This indicates that

the changes are not a direct result of ion induced damage from energy transfer, sputtering of

material or Ga+ implantation; as these processes takes place regardless of the presence of a

capping layer.

Along with surface sputtering and ion implantation, introduced in chapter 3, ion beam

induced interfacial intermixing is another physical effect resulting from high energy ion beam

irradiation. It is therefore suggested here that the complex magnetisation behaviour results

from subtle structural changes occurring at the NiFe/Au interface, resulting from the transfer

of momentum to the atoms at the interface by ion irradiation. [245] The discussion now turns

to characterising physical changes occurring at the interface that may result in the observed

behaviour that leads to a decrease followed by a recovery in the magnetic moment.

Atoms at an interface which become mixed into their neighbouring layer can be initially

described as point defects. Increasing the irradiation dose leads to an increase in intermixing

and hence an increased defect density in the neighbouring layer. The physical effect of these

defects can lead to a change in stress in the lattice structure that may bring about changes

to the magnetic properties through magnetostriction effects. [163,164] Additionally, chemical

changes may also take place where regions with high defect density can be described as an

alloy at the interface. This can give rise to local modifications to the electronic structure

in Au and NiFe when they are in close proximity, leading to a modification of the magnetic
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moment in the Ni and Fe or the induction of a magnetic moment on the Au atoms.

Although the interface region is comparatively thin, the modified magnetic properties

may be exchange coupled to regions of magnetic material further from the interface which

then also experience a modification of their properties associated with the changes in the

neighbouring region. [255]

7.3 Magnetic moments modified by local environment

at the interface

The MOKE and SQUID results have shown complex magnetic behaviour for low dose Ga+

irradiation on NiFe/Au bilayer structures. This behaviour is attributed to intermixing taking

place at the interface between the two layers. It is suggested that this leads to changes in the

electronic environment of the respective atomic species which in turn affect their magnetic

moment.

Previous studies have shown that for 3d ferromagnets, a change in the local environment

can lead to a decrease in Ni moment when it forms alloys or multilayers with Ni/Pt, [256,257] Ni-

metalloid, [43] NiFe/Pt [258] or NiFeTa. [259] This is due to the corresponding increase in number

of non-magnetic nearest neighbours around Ni and has been explained by the formation of

non-polarisable p-d hybrid bonds from polarisable 3d transition metal states. [43] In Fe the

moment behaviour is more complex showing an increasing Fe moment in fcc FeAu, [42] bcc

Fe(Sn, Sb, Ga, As,Ge) [43] and NiFe/Pt [258] that is attributed to a volume expansion of the

unit cell with the addition of larger atoms. [43,260] This analysis also fits with the lattice

contraction found from the addition of smaller adatoms in bcc FeB [261] and Fe(V/Cr) [262,263]

leading to a decrease in Fe moment. Theoretical predictions show that these volume effects

lead to narrowing of the Fe 3d band in FeAu resulting in an increase in Fe exchange and

hence the increased moment. [264] Analysis of the various phases of Ni and Fe have shown

that discontinuous changes in magnetic moment can result from volume expansion in these

alloys. [264]

To further investigate the changes in the magnetic moment and identify any modifications

to the relative contributions from the Ni and Fe, XMCD measurements have been performed.

These measurements give an element specific probe into the sample magnetisation that is also

sensitive to the orbital and spin angular momentum contributions to the magnetic moment.
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7.3.1 Moment contributions from Ni and Fe

XMCD measurements were performed at the Ni and Fe L3,2 edges for selected low dose

irradiation conditions on the NiFe/Au bilayer structures. For each sample, the different

spectra for each combination of x-ray helicities and applied magnetic fields were combined

to give difference spectra that were integrated over the L3,2 edges to give the curves shown

in figure 7.7.

A selection of different irradiation doses are shown for both Ni and Fe where an initial

large drop corresponds to the negative area difference between the two L3 absorption peaks

shown in figure 4.11(a). This is followed by a partial recovery corresponding to a positive

difference between the areas of the two L2 absorption peaks. These two transitions separate

three plateau regions where no dichoric effects occur between absorption edges.

Each of these integrated difference spectra holds information about the spin and orbital

contribution to the moments of each element. The area difference at the L3 edge is determined

by a combination of the spin and the orbital moments whilst the L2 edge represents only the

spin contribution.

For the low dose irradiation at 0.52 × 1015 Ga+/cm2 the Fe spectra shows a decrease at

the L3 edge which is almost equal to the recovery at the L2 edge. A similar effect is seen at

0.72× 1015 Ga+/cm2 for the Ni spectra. These results contrast with the behaviour observed

for other doses showing a recovery of approximately half the size of the initial decrease. At

these low doses the shape of the integrated spectra is indicative of quenching of the orbital

momentum contribution to the total magnetic moment.
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Figure 7.7: Integrated XMCD difference spectra at the L3,2 edges in a) Ni and b) Fe, shown for
a selection of Ga+ ion irradiation doses.
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More in-depth analysis of the relative contributions to the moment was achieved by ap-

plying the sum rules [197] to each of these integrated curves. The ratio of the orbital to spin

moment extracted from this analysis is shown in figure 7.8 as a function of the irradiation

dose for both Ni and Fe atoms in the sample.

This figure gives an approximate ratio for the orbital to spin contributions to the magnetic

moment with a value of ≈ 0.2. As suggested by the simple analysis of the integrated spectra

these graphs also show a decrease in this ratio for doses around 0.5×1015 Ga+/cm2 indicating

the occurrence of orbital quenching in these samples. However, due to the uncertainties on

these derived quantities in figure 7.8 it is hard to draw any conclusions about any differences

in behaviour between Ni and Fe.

The points on these graphs represent the different values obtained for the ratio after

repeated analysis with multiple pairs of absorption spectra obtained with either opposite

helicity or opposite magnetic field. The errors on these points represent the standard error

between the different estimates of the ratio and are most likely to originate from variations

in the polarisation of the x-ray beam occurring due to the movement of insertion devices

around the synchrotron ring. This also appears to have a more significant impact on the

results obtained at the Ni energies.

The enhanced orbital quenching suggests that the crystal field becomes more significant

over the spin-orbit interaction in this low dose regime. This leads to a change in the energetics

where the ground state becomes one in which the orbital angular momentum contribution to

the magnetic moment is minimised. This has the effect of reducing the total moment, which
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Figure 7.8: Orbit to spin ratio of the contribution to the magnetic moment for a) Ni and b) Fe
atoms as a function of Ga+ ion irradiation in a NiFe/Au bilayer sample. The lines are a guide to
the eye.
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is consistent with a decrease in the total magnetic moment observed with both the MOKE

and SQUID analysis. This is also consistent with the decrease in Ni and Fe moment found in

previous studies, due to polarisation effects from the proximity of non-ferromagnetic atoms.

The XMCD technique was also used to give element specific magnetisation behaviour as

a function of magnetic field and is shown by the hysteresis loops in figure 7.9 for Ni. The

low coercivity measured in these samples agrees with the results obtained from the SQUID

measurements on similar quasi thin film samples. Another effect that may contribute to

the difference in the coercivity observed with these samples could be due to the different

substrates on which the samples are grown. [128] An electron transparent SiN substrate was

required for the XMCD measurements, however, additional measurements find no significant

effect of the substrate on the magnetic properties measured here.

7.3.2 Magnetoresistance behaviour: a proxy for the spin-orbit

interaction

Changes in the strength of the spin-orbit interaction can be investigated through measure-

ments of the electrical resistance of the sample. The difference in resistance for current flowing

perpendicular and parallel to an applied magnetic field is strongly linked to the spin-orbit

interaction in an effect known as the anisotropic magnetoresistance (AMR) of a material. As

this additional measurement adds value to this discussion, but does not form a substantial

part of the understanding of this thesis, a detailed discussion of the theory associated with

this technique has not been included but a can be found elsewhere. [265]

AMR measurements were performed in a four point geometry with a current of 1 mA
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Figure 7.9: Ni XMCD hysteresis loops from 1.2× 1.6 mm NiFe/Au samples irradiated with dose
of a) 0.16× 1015 Ga+/cm2 , b) 0.70× 1015 Ga+/cm2 and c) 2.10× 1015 Ga+/cm2.
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applied along the long axis of 1.3 × 5.5 mm samples. This axis was aligned both parallel

and perpendicular to a saturating magnetic field and the resistance in each orientation, R‖

and R⊥ respectively, was used to determine the anisotropic magnetoresistance ratio. This

was found from: AMR = ∆R/Rav, where ∆R is the difference in resistance between the

parallel and perpendicular geometries and Rav is the baseline resistance of the sample, given

by Rav =
1
3
R‖ +

2
3
R⊥.

The AMR ratio for these samples, along with the variation of the baseline resistance is

shown in figure 7.10 as a function of Ga+ irradiation dose. Here, a linear increase in the

baseline resistance (figure 7.10(b)) was observed, while more significantly the corresponding

AMR response (figure 7.10(a)) shows a peak which rises to a maximum at a dose of 0.47 ×
1015 Ga+/cm2.

The linear increase in the resistance is about 8% and may again be attributed to a linear

increase in defect density and development of the alloy region within the film. This leads

to more scattering of the conduction electrons and hence a higher resistance. [62] A further

contribution could also arise from any sputtered thinning of the Au cap. This acts as a shunt

for some of the current and if thinned, a larger proportion of the current would then flow

through the more resistive NiFe layer resulting in the observed increase in total resistance.

The AMR ratio shows a complex response in the same low dose regime associated with the

changes observed in the magnetic moment of this sample. The peak in the AMR ratio suggests

a complex change in the spin-orbit interaction in the low dose regime. These results tie in
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Figure 7.10: a) Anisotropic magnetoresistance ratio and b) baseline resistance measurements for
a 20 nm NiFe / 2.5 nm Au bilayer sample as a function of Ga+ irradiation dose. The dashed line
is a guide to the eye and the solid line is a linear fit to the data.

175



Chapter 7. Modification of magnetic properties by focussed ion beam irradiation

with other experimental results which demonstrate an increase in magnetoresistance from the

interface effects in NiFe/Au. [266] This was explained by the strong spin-orbit coupling of Au

leading to an enhanced spin-dependent scattering for the electrons in NiFe. Theoretical work

also demonstrates an increased spin-orbit coupling on Fe atoms as a result of the proximity

with non-ferromagnetic 5d atoms with high spin-orbit coupling such as Pt. [267] This transfer

of spin-orbit coupling shows a dependence on the proximity between the atoms, with a

decreasing effect with distance away from an interface in a multilayered sample.

7.3.3 Induced moment on interfacial Au atoms

The previous discussion has shown that both the magnetic moment on Ni and Fe as well as

the spin-orbit interaction are affected by changes in the local environment at the interface

resulting from the intermixing. In addition to the Ni and Fe, the Au atoms may also give rise

to a contribution to the magnetic response of these samples. This section presents element

specific results for Au that suggest the appearance of a magnetic moment on the Au atoms.

Atomic Au is non-magnetic as it has completely filled 5d states; however, hybridisation

in its metallic form can lead to the generation of a few 5d holes. When in proximity with

3d ferromagnets this leads to exchange spin polarisation giving rise to an induced magnetic

moment. [53,55,268] This feature is common amongst other 4d; Ag, [269] and 5d; W, [56,255] Ir [56]

and Pt [257,258,270] atoms in layers interfaced to a 3d layer.

The induced moment on Au in a bcc AuFe alloy increases with the number of Fe nearest

neighbours, becoming a maximum with Au as an impurity, totally surrounded by Fe. [42] This

moment also decreases with distance away from an interface in a layered material. [55,255]

The possibility of an induced magnetic moment on the Au in these samples was investi-

gated here through the use of a resonant scattering x-ray technique. This provides element

specific sensitivity to the Au atoms and employs the dichoric absorption to give sensitivity

to the magnetisation of these atoms. In addition to this, the experiment was performed as a

function of grazing incidence x-ray beam angle to investigate the depth dependence to any

magnetic signal that may be originating from the Au in these bilayer samples.

X-ray reflectivity scans of irradiated NiFe/Au bilayer samples were performed with circu-

larly polarised x-rays whilst flipping the applied magnetic field at the sample. From this, an

average value of the reflectivity was found for both positive and negative fields at each angle

in the reflectivity scan. Figure 7.11 shows the results of these scans on two different samples
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Figure 7.11: The sum, (I+ + I−), and asymmetry ratio, (I+ − I−)/(I+ + I−), between the
reflectivity in opposite magnetic fields as a function of grazing incidence x-ray angle. This is repeated
for both x-ray helicities at the Au L3 edge (11.919 keV [235]) and with two samples irradiated with
a dose of a) 0.59× 1015 Ga+/cm2 and b) 0.99× 1015 Ga+/cm2.

with irradiation doses of 0.59 × 1015 Ga+/cm2 and 0.99 × 1015 Ga+/cm2. The reflectivity

curves come from the sum of the reflected intensities at each field, (I+ + I−), whilst the

asymmetry ratio, (I+−I−)/(I++I−), shows the spectral difference normalised to the sum of

the reflected intensities at each field. The two colours on the graph represent repeat analysis

of the sample with opposite x-ray helicity.

The sum of the reflected intensities contains only the structural information from the

sample and shows typical grazing incidence x-ray reflectivity with an α−4
i decrease in the

intensity superimposed with Kiessig fringes resulting from interference effects.

The asymmetry ratio represents the scattering when the structural effects have been

removed so only magnetic contributions to the scattering remain. Here the signal shows

only small variations from zero at a similar level to the noise. However, when analysed

alongside the reflectivity curve, significant peaks can be identified, corresponding in angle

to the Kiessig minima. These peaks occur in opposite directions when repeated with the

opposite x-ray helicity, suggesting the presence of a small dichoric signal originating from the

Au magnetic moment in these samples.

Kiessig minima represent the angles where destructive interference occurs between x-rays

reflected from the interfaces. This correlation in angle between the asymmetry ratio and the

structural reflectivity suggests that there may be a small magnetic signal associated with the

interfaces in these samples. Similar results in other samples also show peaks in the asymmetry

ratio which are found at Kiessig minima relating to the interfaces. [195]
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Further investigation was performed where the samples were positioned at the specular

condition that gave the largest asymmetry ratio in the reflectivity scans. This occurred at

θ = 0.75◦, 2θ = 1.5◦ for the 0.59 × 1015 Ga+/cm2 sample and θ = 0.81◦, 2θ = 1.62◦ for

the 0.99 × 1015 Ga+/cm2 sample. The size of the asymmetry ratio was then investigated

where the difference in reflectivity due to flipping helicity was investigated as a function of

the applied magnetic fields; these results are shown in figure 7.12(a).

The position of the boxes represent the average asymmetry ratio and the height represents

the standard error in the measurements. This figure shows that a difference in the asymmetry

ratio is discernible between positive and negative fields for both samples investigated, indi-

cating a change in the dichoric signal from Au as a function of applied magnetic field. This

suggests a change in magnetisation state of the Au between positive and negative applied

fields, further indicating the existence of a small induced magnetic moment. Differences in

this magnetic response between the doses 0.59 × 1015 Ga+/cm2 and 0.99 × 1015 Ga+/cm2

shown in figures 7.11 and 7.12(a) are apparent but are small in comparison to the errors.

The changes in the asymmetry ratio have also been investigated as a function of the

incidence x-ray energy over the Au L edge. The results shown in figure 7.12(b) show the

asymmetry ratio, centred around zero, which includes a peak at the Au L edge. This is

opposite in sign for the two opposite helicities and confirms that these effects originate from

the Au in the sample.
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Figure 7.12: a) Asymmetry ratio in the reflection for lcp and rcp circularly polarised x-rays from
irradiated samples in both positive and negative magnetic fields. The position of the boxes represent
the average asymmetry ratio with a standard error represented by their height. b) Asymmetry ratio
in the reflected intensity from a 0.59× 1015 Ga+/cm2 irradiated sample measured as a function of
incident x-ray energy. These measurements were performed at a Keissig minima: θ = 0.75◦ for the
0.59× 1015 Ga+/cm2 sample and θ = 0.81◦ for the 0.99× 1015 Ga+/cm2 sample.
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The combination of these results suggest the presence of a very small magnetic dichoric

effect associated with the Au atoms in these samples. This effect is very small and hard

to measure but shows qualitatively that this effect occurs, although no further quantitative

analysis can be performed on this data.

In summary, the analysis of the magnetic moments at the interfaces has shown that

intermixing at the interfaces results in a change in local environment of the Ni, Fe and Au

atoms. This leads to a reduction in Ni and Fe moment due to polarisation effects whilst a

finite moment is induced on Au due to polarisation effects. XMCD analysis has shown that

this reduction in moment results from the enhancement in orbital quenching in this low dose

regime. This is closely linked with the spin-orbit coupling which also shows complex changes

in the low dose regime in the magnetoresistance results and has been associated with the

transfer of the large spin-orbit coupling of Au onto the Fe and Ni atoms.

7.4 Origins of the complex magnetic behaviour

The experiments performed in this chapter have uncovered various different contributions

to the magnetism of these samples which all display the complex changes in behaviour for

low dose Ga+ ion irradiation. These have all been explained by modifications to the local

environment at the interface but so far no explanation for the change in direction of this

behaviour has been identified. This section discusses the possible explanations for how the

complex changes occur in the low dose irradiation regime.

A complex effect like this may be expected to result from either an effect that follows

a complex varying cause, or result from a combination of multiple physical processes, each

varying consistently, but when combined, giving rise to complex behaviour. Structural results

in chapter 6 show a steady increase to the interface width with irradiation dose. This does

not reveal any complex changes in the low dose regime and implies the latter case where the

behaviour is due to a combination of effects leading to a more complex overall behaviour.

7.4.1 Effect of interfacial stress on the magnetism

During the sample fabrication, the deposition of the layers produced a relatively sharp ini-

tial interface separating the Au and NiFe layers. Since these layers have different lattice

parameters, a lattice mismatch will generate stress at the interface. In the initial stages of

179



Chapter 7. Modification of magnetic properties by focussed ion beam irradiation

irradiation a broadening of the interface width allows the stress to be more evenly distributed

over the wider interface width. Other investigations have previously applied this to explain

the improvement in crystallinity upon the initial irradiation of other samples. [253,271,272] This

process takes place during the initial stages of irradiation and is counteracted later by the

increase in lattice stress due to the intermixing of larger Au atoms into the NiFe layer. This

stress can lead to an expansion of the NiFe unit cell, resulting in an increased moment on

Au [273] similar to the increased moment on Fe seen for a volume expansion of the unit cell

with the addition of larger atoms. [42,43,43,258,260]

Other works suggested an alternative possibility where the initial interfacial roughness

from the deposition process can be smoothed out during the initial stages of irradiation. This

is explained as an effective annealing based on the initial ion beam energy transferred to the

sample. [40,165] The positive heats of mixing of Au in Ni and Fe show that the separation of

NiFe and Au layers in an effective annealing process can be expected. [148,149] Further increase

in dose follows the same idea that intermixing of larger Au atoms leads to an increase in

stress.

Here the structural results agree with the first case, where a gradual increase in interface

width takes place over the entire dose range. However, for the second case, the structural

results do not report an initial interface smoothing with the onset of irradiation. Even though

this has not been identified from the x-ray reflectivity studies, the sensitivity of this technique

may be insufficient to exclude this possibility.

7.4.2 Interfacial composition effect on magnetism

More in-depth analysis of the interfaces considers the element specific nature of each layer and

the atomic relocation over the interface that occurs during intermixing. Following an initial

low dose of irradiation, the NiFe layer contains a low concentration of Au atoms. These atoms

have a large number of ferromagnetic nearest neighbours and therefore gain a large induced

magnetic moment. [42] With increasing dose the density of Au on the NiFe side of the interface

increases, giving a greater contribution to the total magnetic moment as more Au atoms

contribute. However, as the Au density increases, the number of ferromagnetic neighbours

decreases, leading to a reduction in the induced Au moment per atom in a competing effect.

A decrease in the polarisation also occurs due to the increased separation of the nearest

neighbours. [55,255]
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A further effect must also be taken into consideration as the induced moment on Au due

to the polarisation occurs at the expense of a reduced moment on the Ni and Fe atoms.

A similar situation is described with competing contributions to the magnetic moment at

NiFe/Pt interfaces that give rise to complex overall behaviour. [258] Here, polarisation effects

lead to an induced moment on Pt at the expense of the moment on the Ni and Fe, whilst the

Fe also displays an increasing moment due to the volume expansion of the unit cell.

Further complications may also arise due to the preferential rearrangement of Ni and Fe

atoms at the near interface region which was suggested from the x-ray fluorescence results

presented in chapter 6. With the increase in irradiation there is a small preference for Fe to

move into the Au layer leading to a variation in the composition of NiFe at the near interface

region. These local changes in composition could move away from the condition for vanishing

magnetocrystalline and magnetostriction properties for Ni81Fe19. This would lead to an effect

on the magnetic anisotropy which is easily affected by fluctuations in the composition or

from defects. [253] Significant changes in local composition could also lead to partial ordering

of the magnetic material. The ordered state of NiFe occurs at NiFe3 which shows degraded

magnetic properties. [62] Therefore a transition into the ordered state or transitions between

other phases could result in discontinuous changes in magnetic moment.

7.5 Summary

This chapter presents the results of an experimental study into the effects of ion beam irradi-

ation on the magnetic properties of NiFe/Au bilayer structures. The changes in the magnetic

properties are the result of the structural changes taking place at the interface between the

layers that were described fully in chapter 6.

Initially, the magnetic behaviour with high dose irradiation was investigated and con-

firmed the effects reported in the literature whilst also identifying the dose range of interest

for this investigation. At these high doses: sputtering of material, damage to the crystal

structure and significant amounts of ion implantation lead to a degradation in the magnetic

properties. Beyond a certain quenching dose the material undergoes a ferromagnetic to para-

magnetic transition. This behaviour is coupled with an increase in the coercivity of thin-films

due to an increasing density of domain wall pinning defects throughout the film as a function

of dose.
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For low dose ion irradiation more complex behaviour was observed with both MOKE and

SQUID techniques. An initial decrease in the magnetisation of the samples was followed by a

recovery. This effect is much more significant than the gradual decrease in the magnetic signal

resulting from the damaging effects of the higher dose irradiation. In this low dose regime the

irradiation induced damage from sputtering and ion implantation are greatly reduced and

are not considered to be responsible for the complex low dose effects. Instead intermixing at

the interface provides the most appropriate explanation for the origin of these changes.

Contributions to the magnetic moment investigated through XMCD measurements reveal

complex changes in the orbital to spin moment ratio for both Ni and Fe. This is interpreted

as orbital quenching which results from the significance of the crystal field increasing with

respect to the spin-orbit coupling in the material. This effect may also explain the loss in the

total moment of the samples. Further investigation into the spin-orbit interaction through

magnetoresistance measurements also revealed complex behaviour, showing a peak in the low

dose irradiation regime. This indicates that the spin-orbit interaction is also strongly linked

with the changes in environment from intermixing at the interface.

Additionally a small induced moment was detected on the Au atoms. Analysis alongside

the structural component of these results suggests the Au moment originates from the inter-

face of the material. This agrees with the understanding that the NiFe/Au interface is the

origin of this complex magnetic behaviour.

Further analysis of the magnetisation response to magnetic field gave hysteresis loops

from the various techniques. These mainly showed the effect on the coercivity of the various

different sample sizes used for each technique, revealing a lower coercivity for the larger

samples.

This chapter has shown that complex changes in the magnetic behaviour of these sam-

ples results from intermixing at the NiFe/Au interface, where a change in moment on all of

the atoms involved as well as a change in spin-orbit interaction have been identified. These

complex changes are associated with multiple factors due to polarisation affects as well as

variations in the stress present at the interface. Although a complete description of behaviour

of the magnetic properties could not be characterised, it is expected that the complex in-

terplay between these competing effects are likely to be the source of the complex magnetic

behaviour that has been revealed.
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Chapter 8

Local irradiation control of domain

wall behaviour in nanowires

8.1 Introduction

In this chapter the effect Ga+ irradiation on the magnetic properties and domain wall be-

haviour in NiFe/Au nanowires was investigated. This builds on the understanding of the ion

beam modifications to magnetic bilayer materials described in the previous chapter along

with the nanofabrication techniques discussed in chapter 3. The use of a focussed ion beam

system gives the capability to perform localised modifications to a magnetic material on a

nanoscale length scale comparable with the dimensions of domain walls in nanowires. Al-

though there is a well established understanding of the magnetic properties of domain walls

in permalloy nanowires, the use of Ga+ ion irradiation for their control via the modification

of magnetic properties has not been exploited as an significant patterning technique.

First, magnetic nanowires were fabricated and their magnetic behaviour was investigated.

The magnetisation behaviour was dominated by a strong shape anisotropy along the wire

axis and magnetisation reversal takes place by the nucleation and propagation of a domain

wall which can be controlled via the inclusion of a domain wall injection pad at one end

of the structure. Following localised irradiation the properties of these nanowire structures

were modified and the effects of focussed Ga+ irradiation on domain wall behaviour were

investigated. In particular, the effect of the irradiation dose and the dimensions of the

irradiated area upon the domain wall behaviour were of significant interest.

The domain wall behaviour in nanowire structures was also investigated through micro-
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magnetic simulations where the irradiated region was represented by a region with a reduced

MS. These simulations show some agreement with the trends seen in the experimental results

and give some insight into the domain wall pinning processes taking place. Extending these

simulations reveals that pinning is also affected by the relationship between the domain wall

structure and the geometry of the boundary between regions of different magnetic properties

along the nanowire.

Finally, the pinning of propagating and stationary domain walls at a material property

boundary was compared using micromagnetic simulations. This provided an understanding

of the different pinning strengths for the more complex features observed in the experimental

measurements of the nanowires.

8.2 Magnetisation reversal in nanowires

Figure 8.1 shows scanning electron microscope images of some example nanowires of different

widths fabricated by electron beam lithography, thermal evaporation, and lift-off techniques.

In this case the nanowires are 20 µm long with a 10 nm NiFe / 2.5 nm Au bilayer structure

and are grouped in arrays of identical nanowires with a pitch of 800 nm.

The magnetisation reversal in these nanowire structures was investigated experimentally

through MOKE measurements with field applied along the nanowire axis. This gave hystere-

sis loops representing the magnetisation which are shown in figure 8.2 for wires of different

widths. These are compared with and without a domain wall nucleation pad at one end of

the nanowire.

Figure 8.1: Scanning electron microscope images of 20 µm long, 10 nm NiFe / 2.5 nm Au nanowires
with widths of a) 150 nm, b) 200 nm and c) 300 nm prepared by electron beam lithography,
deposition and lift-off.
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Figure 8.2: MOKE hysteresis loops showing the magnetisation reversal for an array of identical
20 µm long, 10 nm NiFe / 2.5 nm Au nanowires with a pitch of 800 nm which include either two
tapered ends; or a nucleation pad at one end and a tapered end at the other. Various different wire
widths are shown: a) 180 nm, b) 300 nm and c) 350 nm.

The magnetisation reversal in these structures gives square shaped hysteresis loops where

an abrupt change in magnetisation occurs at a certain reversal field. For the wires with two

tapered ends the figure showed a strong width dependence where a greater field is required

for magnetisation reversal in thinner wires. In contrast, with the inclusion of a nucleation

pad, this reversal field was reduced and the behaviour changes to show a slight reduction in

reversal field for thinner wires. For the case of the nanowire with two tapered ends, with

a width of 180 nm, no hysteresis loop was obtained as the reversal field was beyond the

maximum field obtainable from the MOKE system (≈ 300 Oe).

The reversal field from these hysteresis loops is plotted in figure 8.3 as a function of

the nanowire width, clearly showing the trends in the reversal field for both datasets. The
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Figure 8.3: Magnetisation reversal field as a function of wire width for 20 µm long, 10 nm NiFe /
2.5 nm Au nanowires with and without a domain wall nucleation pad on one end of the nanowire
structures.
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wire structures with two tapered ends have a reversal field which is limited by nucleation

events. Increasing the wire width leads to a decrease in the reversal field which is due to

the increased anisotropy distribution [114] and a reduction in shape anisotropy associated with

larger structures. These effects lower the energy of spins aligned off-axis, increasing the field

torque and giving rise to a reduction in the energy barrier and field for reversal.

With the inclusion of a 1 µm long, 500 nm wide nucleation pad structure onto one end of

the nanowires, the figure shows a reduced reversal field which increases with the wire width.

In this case, nucleation occurs in the pad as it is the widest part of the structure. However,

the reversal field measured for the wires was limited by the field required for the injection

of domain walls into the nanowire structure. Interestingly, this field shows an increase with

increasing nanowire width.

8.3 Localised irradiation of NiFe/Au nanowires

Now that the magnetisation reversal behaviour in nanowires has been established, knowledge

about the modification of the magnetic properties from chapter 7 and techniques for localised

patterning with ion irradiation from chapter 3 are combined. This allows for the control of

domain walls to be explored through localised ion irradiation along a nanowire.

In this section, an individual 400 nm wide, 100 µm long nanowire with a 15 nm NiFe /

2.5 nm Au bilayer structure was investigated. This included a 4 µm long, 2 µm wide domain

wall nucleation pad at one end and a 4 µm long tapered end at the other. An example

structure is shown in figure 8.4 where a locally irradiated region across the nanowire width

is shown in figure 8.4(b). The irradiated window was 4 µm long and 500 nm wide and

was imaged shortly after irradiation where the effect of the charged surface gives rise to the

contrast in the image.

Figure 8.4: Scanning electron microscope images of an individual 100 µm long, 400 nm wide
nanowire including a) a 4 µm long, 2 µm wide domain wall nucleation pad, b) 4 µm high, 500 nm
wide irradiated regions and c) a 4 µm long tapered end.
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The effect of these irradiated regions upon the domain wall behaviour in the nanowire

was characterised with MOKE measurements at different positions along the length of the

nanowire. The change in the magnetisation reversal of the wires either side of the irradi-

ated regions provided a useful measure of the interaction between the domain walls and the

irradiated regions.

8.3.1 Effect of irradiation dose on domain wall behaviour

The results presented in chapter 7 show that the saturation magnetisation of a magnetic

material can be modified through control of the irradiation dose. When performed locally

within nanowire structures this localised reduction ofMS may create an artificial domain wall

pinning site following from the theory introduced in chapter 2. To investigate the effects of

the irradiated regions within a nanowire as a function of irradiation dose, an initial irradiation

window was chosen with a width of 2 µm. This was larger than the dimensions of an expected

domain wall structure, of the order of 100’s nanometres, but still small enough to constrain

the domain wall structure in comparison to the footprint of the MOKE laser spot ≈ 10 µm.

Examples of the MOKE hysteresis loops are shown in figure 8.5 for three different positions

along a nanowire that includes three irradiated regions with increasing dose. Figure 8.5(a)

corresponds to the magnetisation behaviour of the wire between the nucleation pad and the

first irradiated region with a dose of 1.9 × 1015 Ga+/cm2. Figure 8.5(b) is measured after

this irradiated region and figure 8.5(c) is measured after a second irradiated region with a
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Figure 8.5: MOKE hysteresis loops showing magnetisation reversal in an individual 100 µm long,
400 nm wide, 15 nm NiFe / 2.5 nm Au nanowire. The loops correspond to positions along the
nanowire: a) before and after a 2 µm wide region irradiated with a dose of b) 1.9× 1015 Ga+/cm2

and c) 3.8 × 1015 Ga+/cm2. Following the higher dosed regions, the loops show a more gradual
reversal at an increased coercivity.
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higher dose of 3.8 × 1015 Ga+/cm2. These figures show an increase in the coercivity and

also a gradual change in loop shape from an initially sharp reversal towards a more gradual

reversal following regions with increasing dose.

A small distribution in the reversal field between each field cycle can result in the slight

change in loop shape due to the averaging in these measurements. The reversal field for

comparison between different irradiation conditions was then taken as the field needed to

complete the magnetisation reversal for every field cycle.

This field was investigated further, as a function of position along the nanowire as shown

in figure 8.6(a). The positions of the irradiated regions were easily identified by a discrete

change in the reversal field separating regions along the nanowire which display a constant

reversal field. The low reversal field measured in the vicinity of the nucleation pad also show

the reduced reversal field associated with the wider structure as discussed above.

The domain wall nucleation pad on these nanowires dictates the domain wall propagation

from left to right. In this case, the nucleation of a reverse domain and injection of a domain

wall took place at ≈ 45 Oe as shown by the reversal field along the wire before the first

irradiated region. Beyond this irradiated region with a dose of 1.9 × 1015 Ga+/cm2, the

reversal field rose to 67 Oe. Therefore a domain wall can propagate with a field of 45 Oe before

this region, but the field must increase to 67 Oe for the domain wall to propagate beyond

this irradiated region. A further irradiated region with a higher dose of 3.8× 1015 Ga+/cm2
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Figure 8.6: a) Variation in reversal field with position along a 100 µm long, 400 nm wide, 15 nm
NiFe / 2.5 nm Au nanowire including 2 µm wide irradiated regions with various irradiation doses.
The arrows show the measurements corresponding to the hysteresis loops in figure 8.5. b) The
reversal field following an irradiated region represents the de-pinning field for a domain wall which
increases linearly with a reduction in MS .
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required a further increase in the applied field to propagate the domain wall through this

region, but little change in the pinning was observed with a dose of 5.7× 1015 Ga+/cm2.

This abrupt change in the reversal field of a domain wall at the irradiated region suggests

that the domain wall becomes pinned during its propagation along the nanowire. The pinning

strength of these irradiated regions can be characterised by the field required to de-pin the

domain wall. This field is shown in figure 8.6(b) as a function of the the value ofMS expected

in each irradiated region. These values of MS were estimated from the results presented in

figure 7.3(a) based on the irradiation of microscale elliptical structures where an unirradiated

structure was assumed to have a value of MS = 860 × 103 A/m. Even though these doses

extend above the low dose regime where complex changes in MS are observed, the properties

here are still dominated by the changes in MS.

Figure 8.6(b) shows that the domain wall de-pinning field increases as the saturation

magnetisation is decreased from higher irradiation doses. A linear fit to this data shows a

shift in the de-pinning field by 44±6 Oe from the unirradiated sample (MS = 860×103 A/m).

This shift is attributed to the field required for the nucleation of a reverse domain and injection

of a domain wall into the nanowire which is also included in this measurement. The linear

fit also gives a dimensionless gradient of −14± 2 showing the change in de-pinning field with

MS, to be discussed later in this chapter.

8.3.2 Effect of the width of the irradiated region on domain wall

pinning

In addition to the investigation into the effect of different irradiation dose, the effect of the

width of the irradiated region was also investigated at a constant dose of 7.6×1015 Ga+/cm2.

This dose was chosen as it gave the highest de-pinning field in figure 8.6(b) and was therefore

likely to show the most significant changes as the width is varied.

Again, a nanowire with irradiated regions along its length was investigated and example

MOKE hysteresis loops are shown in figure 8.7. These show sharp reversal behaviour before

the first irradiated region in figure 8.7(a), which becomes broadened and has a greater reversal

field following the irradiated regions in figures 8.7(b) and (c). The change in loop shape again

suggests a greater distribution to the reversal field of the wire. When averaged over many

field cycles this leads to a broadening of the hysteresis loop.
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Figure 8.7: MOKE hysteresis loops showing magnetisation reversal in an individual 100 µm
long, 400 nm wide, 15 nm NiFe / 2.5 nm Au nanowire. The loops correspond to positions along
the nanowire: a) before and after a b) 1 µm and c) 4 µm wide region irradiated with a dose of
7.6× 1015 Ga+/cm2. The magnetisation reversal becomes more gradual and occurs at an increased
reversal field (indicated by the arrows) following the irradiated regions.

The reversal field from the hysteresis loop was extracted as the field required to achieve

complete magnetisation reversal in every field cycle. This is shown by the arrows in figure

8.8(a) as a function of measurement position along the nanowire.

The abrupt changes in the reversal field are attributed to domain wall pinning which

increases with the width of the irradiated region. Figure 8.8(b) shows this more clearly where

the de-pinning field is shown as a function of the width of the irradiated region. Initially an

increase in the de-pinning field occurs up to a width of≈ 2 µm which then settles to a constant
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Figure 8.8: a) Variation in reversal field with position along a 100 µm long, 400 nm wide, 15 nm
NiFe / 2.5 nm Au nanowire with various width regions irradiated with a dose of 7.6×1015 Ga+/cm2.
The arrows show the measurements corresponding to the hysteresis loops in figure 8.7. b) This
reversal field is plotted as a function of the width of the irradiated region where the line is a guide
to the eye.
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de-pinning field for wider irradiated regions. This agrees with the theoretical understanding

of domain wall pinning where the pinning potential does not depend on defect size once the

defect is sufficiently larger than the domain wall width. In this case, the domain wall width

is expected to be of a comparable size to the nanowire width, [12] which is indicated by the

vertical line in figure 8.8(b). The domain wall width is on the same order of magnitude but

still noticeably smaller than the trap width associated with the change in behaviour. Possible

reasons for this are associated with the dynamic properties of domain walls and are discussed

later in this chapter. In addition to the irradiation induced de-pinning field, this figure also

shows the same ≈ 45 Oe de-pinning field associated with the nucleation of the reverse domain

and injection of the domain wall into the nanowire in these measurements.

8.4 Micromagnetic simulations of domain wall behaviour

in nanowires with locally varying MS

To model the domain wall behaviour using micromagnetic simulations, the irradiated region

was initially considered as a 200 nm wide region with a reduced saturation magnetisation,

MS = 800×103 A/m, in the centre of a 10 µm long, 150 nm wide, 10 nm thick nanowire. The

saturation magnetisation was chosen as it is the dominant factor found from the results in

chapter 7 and provides the most simplistic modelling approach that may explain the relevant

physical processes observed in the experimental results. A more complete modelling approach

including the effects of other magnetic parameters such as the exchange stiffness, A, or the

damping parameter, α, may lead to a improved predictions by the model, but would bring

additional modelling complexity.

An initial transverse domain wall structure at the left side of the nanowire structure was

propagated to the right side under the influence of either a 6 Oe or 8 Oe applied axial field in a

dynamic simulation as a function of the simulation time. Figure 8.9(a) shows the variation in

the normalised magnetisation of the system as a function of time that represents the position

of the domain wall along the nanowire. Since the simulations start with an initial domain

wall structure in the nanowire, the de-pinning field in these micromagnetic results appears

considerably lower. This is because the simulations do not include the ≈ 45 Oe intrinsic

contribution due to the nucleation of the reverse domain and injection of a domain wall into

the nanowire.

191



Chapter 8. Local irradiation control of domain wall behaviour in nanowires

0 5 10 15 20 25 30 35 40
-1.0

-0.5

0.0

0.5

1.0

 

 
N

o
rm

a
lis

e
d

 m
a

g
n

e
ti
s
a

ti
o

n
, 
M

x

Simulation time (ns)

 8 Oe

 6 Oe

(a)

0 1 2 3 4 5 6 7 8 9 10
100

120

140

160

180

200

 8 Oe

 6 Oe

 

 

E
n

e
rg

y
, 
E

T
o

t -
 E

Z
e

e
 (

J
/m

3
)

Domain wall position (µm)

(b)

Figure 8.9: Dynamic micromagnetic simulations of a domain wall propagating along a nanowire
including a 200 nm wide region of reduced MS = 800 × 103 A/m in the centre of a 10 µm long
wire. The a) magnetisation of the wire and b) energy dependence of the domain wall are shown for
propagation with both 8 Oe and 6 Oe driving fields.

With the 8 Oe applied field, the domain wall propagates to the end of the nanowire and

is able to pass through the region of reduced MS. However, with a 6 Oe applied field the

domain wall propagates to the centre of the wire and becomes pinned by the region of reduced

MS. This figure also shows a difference in domain wall velocity for the two applied fields

where both are below the Walker field.

The change in energy associated with the structure of the domain wall has been extracted

from these simulations by subtracting the field energy from the total energy of the system.

This is shown in figure 8.9(b) for both fields as a function of the domain wall position along

the nanowire. An initial increase in energy is associated with the domain wall structural

changes during the acceleration phase of the simulation (discussed in chapter 5). This is

followed by a regime where constant energy is associated with a uniform spin structure of the

wall during propagation. As the domain wall arrives at the region of reduced MS, it adopts

a structure with reduced energy.

For the 8 Oe applied field, the field energy was sufficient to overcome the energy barrier

associated with the region of reduced MS and the domain wall continues to propagate along

the second half of the wire. However, for the 6 Oe applied field, the field energy is not

sufficient to allow the wall to continue propagation beyond the region of reduced MS and

instead the domain wall finds a state of minimised energy by structural rearrangements within

the reduced MS region.

The reduction in the domain wall energy as it enters the region of reducedMS shows that
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this region acts as an energy well. The domain walls at both fields can enter the well however

only the the energy associated with the 8 Oe field is sufficient to overcome the energy barrier

to escape this well. Therefore, the de-pinning of a domain wall from a region of reduced MS

is associated with the domain walls leaving the well. Further investigation of this de-pinning

field was performed as a function of applied field, using static micromagnetic simulations,

with an initial domain wall structure inside the energy trap.

These static simulations were performed with an increasing axial field applied to a trans-

verse domain wall initially in the centre of a trap region of reducedMS. The axial magnetisa-

tion of the nanowire obtained from these simulations is shown in figure 8.10(a) as a function

of applied field for various different values for MS.

This net nanowire magnetisation was initially zero when the domain wall was initiated in

the centre of the wire and rose gradually to ≈ 0.3 due to spin rearrangements in the domain

wall structure and the movement of the domain wall within the trap. A further increase in

field shows an abrupt transition in the magnetisation associated with the de-pinning of the

domain wall from the trap at the de-pinning field.

The de-pinning field plotted as a function of MS is shown in figure 8.10(b) which can

be compared with the experimental results in figure 8.6(b). Both show a linear increase

in the de-pinning field as MS in the trap is reduced. For the micromagnetic simulations

the de-pinning field vanishes for traps where MS approaches the value of the unirradiated
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Figure 8.10: a) Increasing field section of the hysteresis loops for a transverse wall in the centre
of a 2 µm long nanowire containing a 200 nm wide region of reduced MS = 800× 103 A/m. b) The
de-pinning field of a domain wall from these regions is plotted as a function of the value of MS and
is fitted by a linear relationship.
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wire, MS = 860 × 103 A/m. However, in the experimental case a ≈ 45 Oe shift in the de-

pinning field was found showing an additional de-pinning field contribution associated with

the injection of the domain wall. This additional field was not included in the micromagnetic

simulations as they start with an initial domain wall structure and neglects the magnetisation

processes that takes place within the nucleation pad.

This linear relationship has a dimensionless gradient of 31.1± 0.2 which is over twice as

steep as that obtained for the experimental results. This difference may be due to fabri-

cational roughness, slight differences between the magnetic parameters, wire geometry and

stochastic thermal effects which are not accounted for in the micromagnetic simulations.

These could all result in a greater de-pinning field from micromagnetic simulations in com-

parison to experimental results with the same reduction in MS.

The gradual increase in the magnetisation shown for low fields in figure 8.10(a) was

further investigated through the images of the micromagnetic spin configuration to gain

insight into the domain wall pinning by such traps of reduced MS. These images are shown

in figure 8.11 with an increasing field applied to a domain wall in a nanowire with a trap

of MS = 750 × 103 A/m. In these simulations the domain wall pins towards the right hand

side of the reduced MS region, outlined by the black box. This is consistent with pinning

associated with the exit of the domain wall from the trap. It is interesting to note that the

domain wall was pinned inside the trap for low applied fields, but the majority of the domain

wall structure was outside of the trap at 40 Oe where the domain wall was still pinned.

The effect of the width of the reduced MS region was also investigated through micro-

magnetic simulations and the increasing field sections from the hysteresis loops are shown in

Figure 8.11: Micromagnetic spin configuration of a transverse domain wall in a nanowire pinned
by a 200 nm wide region of reduced MS = 750×103 A/m with various applied magnetic fields along
the nanowire axis.
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figure 8.12. These simulations were performed with both transverse and vortex domain wall

structures, and the two figures show some differences in the behaviour.

For the transverse domain wall structure a gradual increase in magnetisation occurs cor-

responding to the change of position of the domain wall within the trap. This is followed

by a sharp transition in the magnetisation as the domain wall de-pins and completes the

magnetisation reversal. For a vortex domain wall the gradual increase in magnetisation is

more complex, showing multiple transitions and extending to a greater magnetisation before

de-pinning. However, the behaviour of both domain walls can still be characterised by a

de-pinning field where the domain wall de-pins and completes the magnetisation reversal of

the nanowire.

This de-pinning field is shown in figure 8.13 for both transverse and vortex walls as a

function of the width of the reducedMS region. The horizontal lines indicate the reversal field

for an effectively infinite trap width, calculated from a simulation with only one boundary.

For wide traps, the de-pinning field was a similar value to that of the infinitely wide trap.

However, as the width of the trap was reduced below ≈ 150 nm the de-pinning field reduced

as the domain wall was larger than the trap and only a small region of the domain wall

structure was involved in the pinning. This figure shows a similar trends to those seen in the

experimental results in figure 8.8(b). As previously discussed, the micromagnetic simulations

show a lower initial de-pinning field as they do not take into account the≈ 45 Oe field required

for the injection of the domain wall from the nucleation pad. Another significant difference
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Figure 8.12: Increasing field sections of hysteresis loops from micromagnetic simulations of the
magnetisation reversal in a 1 µm long, 150 nm wide, 10 nm thick nanowire including a region of
reduced MS = 800 × 103 A/m. These are shown for a variety of different widths to the irradiated
regions for both a) transverse and b) vortex domain wall structures.
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Figure 8.13: The de-pinning field from a reduced MS trap for transverse and vortex domain walls
as a function of the width of the reduced MS region along a 1 µm long, 150 nm wide, 10 nm
thick nanowire. The two horizontal lines show the de-pinning field of a domain wall from a single
boundary representing an effectively infinite wire and the vertical line shows the expected domain
wall size.

is the agreement between the expected domain wall size and the change in behaviour of the

de-pinning field. This agreement is better for the micromagnetic simulations compared to

the experimental results and is discussed later in this chapter in relation to the pinning of a

static domain wall in the micromagnetic simulations compared to a dynamically propagating

domain wall in the experimental measurements.

The micromagnetic simulations allow for the differences in the pinning of transverse and

vortex walls to be investigated. Figure 8.13 shows that transverse walls experience a greater

de-pinning field than vortex walls except for irradiated traps with widths < 30 nm where

the de-pinning field for vortex walls shows a complex rise. The transverse walls are also

more affected by the width of the irradiated region showing a greater change in de-pinning

field over the range of dimensions investigated. The difference in the de-pinning field for the

two wall structures is similar to the pinning of domain walls based on their structure from

different notch geometries. [14,93–96]

The micromagnetic spin structure of the two different domain wall structures are shown

in figure 8.14 as a function of the width of the reduced MS trap at a field just below the

de-pinning field. For transverse domain walls, the majority of the wall structure was outside

the trap region, which is consistent with the behaviour found in figure 8.11 and also explains

the greater extent of gradual magnetisation increase for wider traps in figure 8.12(a).

The vortex domain wall structures experience a more complex interaction with the reduced
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Figure 8.14: Micromagnetic simulations of transverse and vortex domain wall structures at a field
just below the de-pinning field for various width reduced MS regions within a nanowire structure.

MS trap and can become pinned from different regions within their spin structure. For the

10 nm wide trap the centre of the vortex was pinned by the trap. However, for the wider

traps, at the field just below the de-pinning field, the vortex walls are pinned mainly outside

the trap, similar to the transverse walls. The more complex interaction between the vortex

walls and the traps can explain the more complex gradual increase in magnetisation before

the de-pinning field found in figure 8.12(b).

The micromagnetic simulations in figures 8.11 and 8.14 show how the interaction of a

domain wall with an reduced MS region is complex. This incorporates multiple pinning

stages at different positions across the boundary of the magnetic property variation and also

shows a dependence on domain wall structure. This leads on to the discussion about the

pinning of domain walls in relation to the geometry of the reduced MS region.

8.4.1 Effect of the irradiation geometry on domain wall pinning

Micromagnetic simulations have shown that pinning depends on the micromagnetic structure

of the domain wall and its interaction with the boundary between regions of different MS at

the edges of the trap. The results presented so far have all been performed with MS regions

bounded at 90◦ to the nanowire axis. The relationship between the domain wall pinning

and micromagnetic structure was investigated further by comparing pinning at boundaries

rotated at different angles with respect to the nanowire axis. These simulations used an initial

domain wall structure in the centre of the nanowire where a boundary was offset to the right

of the domain wall. Only one boundary was considered for simplicity, in a simulation scheme

following the results from the effectively infinite traps presented in figure 8.13.
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Figure 8.15 shows the variation of the de-pinning field as a function of the boundary angle

for both transverse and vortex domain wall structures. At 90◦, the boundary was perpendic-

ular to the nanowire and the domain walls showed the behaviour previously discussed in this

chapter. Rotating the boundary in either direction leads to a complex angular dependence

showing an initial increase in de-pinning field to a maximum at ≈ 45◦ and 135◦. A further ro-

tation leads to a decrease in the de-pinning field as the boundary approaches a more parallel

configuration with the nanowire.

At angles around 90◦ the de-pinning field for transverse walls was greater than for vortex

domain walls. However with rotation of the boundary this difference decreases and even

inverts, giving rise to a greater de-pinning field for vortex walls below 50◦. The transverse

domain walls have a ‘V’ shaped structure so it is expected that they may experience a differ-

ence in the de-pinning field with angle associated with the domain wall chirality. This also

explains the different behaviour associated with either an increase or decrease in angle from

90◦. More interestingly the asymmetry in the de-pinning field for the transverse structure

was not as significant as that observed for the more symmetrical vortex structure.

The spin structures obtained from the micromagnetic simulations shown in figure 8.16

give more insight into the pinning of these domain wall structures, these are shown for a field

just below the de-pinning field. The lines superimposed on the figure show the location of

the boundary between normal MS on the right and reduced MS region on the left.
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Figure 8.15: Micromagnetic simulations of the de-pinning field of a domain wall from a boundary
into a region of reduced MS which is rotated at an angle to the nanowire axis. The de-pinning field
is compared for both transverse and vortex domain wall structures in a 1 µm long, 150 nm wide,
10 nm thick nanowire.
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Figure 8.16: Micromagnetic spin structure showing the domain wall position just before de-pinning
from the boundary of the region of reduced MS . This is shown for a 1 µm long, 150 nm wide, 10 nm
thick nanowire structure. The lines show the positions of the boundary with the reduced MS region
on the left.

The domain walls become pinned at the boundary by different parts of the domain wall

structure, similar to the vortex pinning at the perpendicular boundary. At 20◦, 45◦, and 160◦,

the transverse domain wall was pinned on the reduced MS side of the trap. This contrasts

with the previous behaviour with the perpendicular boundary where the domain wall was

pinned largely outside of the trap for fields just below the de-pinning field. For the vortex

walls, at most angles, the vortex structure was pinned at the centre of the boundary; however

for 90◦, and 135◦, the structure was also pinned on the outside of the reduced MS region.

8.4.2 Influence of the sharpness of the irradiation boundary on the

domain wall pinning

The micromagnetic simulations so far have modelled the irradiated region as a sharply defined

region of reduced MS with an abrupt change in the value of MS at the boundary. However,

experimentally a more gradual transition between the properties of the wire and the irradiated

regions are expected to result from the irradiation process. [116] In this section the effect

of the boundary sharpness on the domain wall de-pinning field was investigated through

micromagnetic simulations.

The boundary between regions of different magnetic properties will have a gradual transi-

tion associated with the profile of the ion beam irradiation that is known to be approximately

Gaussian for the focussed Ga+ beam used here. [240] Therefore, the boundary of an irradiated

region made up of multiple irradiated pixels has a profile described by the convolution of

many Gaussian distributions forming an error function at the boundary.
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For the simulation of these boundaries, the micromagnetic problem was based on a struc-

ture that could be described analytically. Therefore the error function was approximated by

the sigmoidal function:

y =
M1 −M2

1 + exp(x−x0

dx
)
. (8.1)

This function varies between two values of the saturation magnetisation,M1 = 800×103 A/m

and M2 = 860 × 103 A/m, around a centre point, x0 = 500 nm. The variation in the shape

of this function for various width parameters, dx, is plotted in figure 8.17(a).

Micromagnetic simulations were used to determine the domain wall de-pinning fields

from these graded boundaries which are shown in figure 8.17(b) for both transverse and

vortex domain wall structures. Here, the vortex wall has a lower de-pinning field than the

transverse wall, again consistent with the previous results. The de-pinning field for both

structures decreases as the width parameter describing the boundary is increased from the

initial abrupt interface to the broadened sigmoidal profile. This decrease is consistent with

the theory associated with the de-pinning of domain walls from a large ‘fuzzy defect’ described

in chapter 2.

The focussed Ga+ beam is expected to have a beam diameter of 17 nm, [170] dependent

on the alignment, focussing and the condition of the beam apertures at the time. For a

gradual transition in magnetic properties over this width, the micromagnetic simulations

predict a ≈ 1 Oe reduction in the reversal field in comparison to the simulations on the
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Figure 8.17: a) A boundary between regions with different MS can be described by a sigmoidal
function which is shown for a variety of different width parameters. b) Micromagnetic simulations
show the effect of the width parameter on the domain wall de-pinning field for both transverse and
vortex walls at the boundary in a 1 µm long, 150 nm wide, 10 nm thick nanowire.
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abrupt interface. This is a small difference and is not considered to be a significant effect on

the domain wall de-pinning from these traps.

8.5 Static and dynamic pinning effects on domain walls

In figure 8.9 the results of a dynamic micromagnetic simulation on a 10 µm long wire show

the interaction of a transverse domain wall with a 200 nm wide, MS = 800× 103 A/m trap.

This showed that the domain wall was pinned at 6 Oe, but could propagate over the trap

with an 8 Oe field and hence the de-pinning field of the trap lies between 6 Oe and 8 Oe.

In figure 8.10, a static simulation on a 1 µm long wire showed that the de-pinning field with

the same trap parameters was 23 ± 1 Oe and in figure 8.12(a) it was 22 ± 1 Oe. These

results are obviously different to the 6 - 8 Oe de-pinning field, however they represent traps

defined by the same parameters, both in 150 nm wide, 10 nm thick nanowire structures with

MS = 860× 103 A/m.

These simulations have been performed as a function of time in the dynamic case using a

value of α = 0.01 and as a function of field in the static case with α = 0.5. However, results

previously presented in figure 4.16 show that there are no noticeable differences between the

de-pinning fields predicted by these two simulation methods.

All these simulations use fixed spins at the nanowire ends to correct the simulations so

the wires appear as infinitely long nanowires (see chapter 5). Therefore the length of the

simulation should not affect the results of the simulation. This is confirmed by additional

dynamic simulations comparing figure 8.9 with a shorter 2 µm long wire shown in figure

8.18(a). The de-pinning field in this case was found to be between 7 Oe and 8 Oe, showing

no significant dependence on the length of the wire used in the simulation.

The difference between these simulations is then associated with the state of the domain

wall prior to the pinning/de-pinning at the irradiated region. In the dynamic simulations,

the domain wall arrives at the trap travelling at a finite velocity and in the case of the static

de-pinning simulations, the domain wall is initially at rest within the trap.

This leads to a possible description of domain wall pinning that is similar to mechanical

friction where a static domain wall may experience a greater pinning effect compared to the

propagating domain wall. [274] In the case of slow moving or stationary domain walls in an

irradiated region, a de-pinning field is required to de-pin the domain wall from the trap region
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Figure 8.18: a) Dynamic simulations showing the magnetisation of a 2 µm long nanowire where
a domain wall either propagates over, or gets pinned by a 200 nm wide, MS = 800× 103 A/m trap.
b) MOKE measurements of the minimum and maximum reversal fields as a function of position
along a nanowire with irradiated regions of increasing width.

allowing it to continue propagation. With faster domain wall dynamics, the domain walls

may not ‘feel’ the full pinning potential of the trap, allowing the wall to propagate over the

irradiated region at a lower field than for the slower moving walls.

This description also provides an explanation for the variation in the hysteresis loop shape

found in the experimental results shown in figures 8.5 and 8.7. The more gradual reversal

transition is associated with a distribution of reversal fields averaged over many field cycles.

The earlier analysis of these results compared the reversal field taken as the applied field

required to achieve complete magnetisation reversal in the nanowires. However, the lowest

field at which any magnetisation reversal takes place is also an important parameter as it

represents the lowest field at which magnetisation reversal can take place.

Figure 8.18(b) shows the variation in both the maximum and minimum reversal field as a

function of position along a nanowire with various width irradiated regions. The maximum

reversal field shows discrete jumps at the location of the irradiated regions which separate

regions of constant reversal field. This behaviour may originate from the slow moving domain

walls which experience the full pinning effect of the irradiated traps. In contrast, the minimum

reversal field shows a linear increase with little effect of the irradiated regions. This may

represent the behaviour of faster moving domain walls that do not experience the full pinning

effect of the irradiated regions.

The results in figure 8.8(b) show that the pinning of domain walls is affected by irradiated

regions larger than the domain wall width. However, the theoretical explanation and the
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micromagnetic results in figure 8.13 show no significant changes in de-pinning field occur

when the irradiated region is larger than the width of a domain wall. This difference may be

explained as dynamic propagating domain walls does not ‘feel’ the full pinning effect of the

irradiated region. Therefore, a larger irradiated region may be required to achieve the same

pinning effect as for domain walls in the static regime.

8.6 Summary

In summary this chapter shows how localised Ga+ irradiation of bilayered magnetic nanowires

can be used to locally modify the magnetic properties, giving control over the behaviour of

magnetic domain walls within nanowires. This incorporates conventional methods for the

manipulation of domain walls in nanowires, along with less well established methods for the

modification of the magnetic properties in bilayered magnetic material. The results presented

here may be beneficial for the development of future technological devices operating through

the manipulation of domain walls.

The investigation commenced with the analysis of the magnetisation reversal in nanowire

structures. Here, shape anisotropy gives rise to the behaviour leading to a decreasing reversal

field with increasing wire width, governed by the nucleation of domain walls in these struc-

tures. The inclusion of a domain wall nucleation pad lowers the reversal field of the wire and

shows a reversal field of the wire which increases with wire width.

Localised regions of Ga+ irradiation have been used to modify the magnetic properties of

the nanowire to act as artificial defects that pin the domain walls at the irradiated regions. A

greater field was then required to de-pin the domain wall and allow propagation to continue.

This de-pinning field increased linearly with the irradiation dose and showed an initial increase

followed by a plateau with respect to the width of the irradiated region.

This behaviour was analysed using micromagnetic simulations where the irradiated region

was represented as a region of reduced saturation magnetisation. Here, the domain walls

experience a local energy minimum where the de-pinning field behaviour with trap width

and depth shows qualitative agreement with the experimental results. Further insight gained

from the micromagnetic simulations shows the effect of domain wall structure on the pinning

mechanisms for the domain wall. This leads to some level of selective pinning through the

relation between the geometry of the boundary and the structure of the domain wall.
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Finally, considering the differences in pinning behaviour between dynamic propagating

domain walls in comparison to stationary domain walls reveals a substantial difference in

the de-pinning energy of the domain wall from the trap. This understanding helps suggest

possible explanations for the more complex results obtained from the experimental study.
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Chapter 9

Magnetic reversal behaviour in

structurally modulated nanowire

9.1 Introduction

The modification of the magnetic material by focussed ion beam irradiation has been dis-

cussed as one method for control of domain walls in nanowires. However, a more established

approach to gain such control can be achieved through geometrical patterning of the mag-

netic material through lithographic techniques. This method has led to many advances in

the understanding and control of domain walls, particularly their static properties, based

on the energetics of the interactions between individual domain walls and localised geomet-

rical features. The dynamic properties of domain walls are not so well understood, but

recent work on the inclusion of periodic structuring along a nanowire has demonstrated both

experimental [113] and theoretical [275–277] improvements to the domain wall dynamics. This

has significance for future technological devices where the operation by the manipulation of

domain walls in a fast reliable manner is the key to their functional operation.

These improvements in domain wall dynamics arise due to the suppression of Walker

breakdown in the domain wall motion at higher fields and the key to controlling this sup-

pression lies in the understanding of the nature of the breakdown process. This breakdown

arises due to spin precessional frequency limitations in the magnetic material resulting in

complex periodic transitions of the domain wall from a transverse wall structure to a vortex

core wall structure during its propagation along the wire. The different wall structures affect

the dynamics and even result in retrograde motion during the propagation which leads a
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dramatic reduction in the time-averaged domain wall velocity. Using modern lithographic

techniques, periodic structuring is now a realistic approach for the improvement in domain

wall dynamics.

This chapter includes a detailed series of experimental measurements and micromagnetic

simulations that investigate the nucleation and propagation of domain walls, and ultimately

the mechanism for the suppression of Walker breakdown in these structures. The investigation

starts with an analysis of the static properties of the magnetic reversal behaviour in an

edge modulated nanowire structure. These properties are compared with the magnetisation

reversal by domain wall propagation in the same nanowire structures. The micromagnetic

investigation is then extended to focus on the structural transformations that take place

during the Walker breakdown process, in particular the relationship between the periodicity of

micromagnetic structural transformations and geometrical edge modulations of the nanowire.

This identifies a route to control Walker breakdown which is then further explained by the

dissipation of energy in the form of spin waves to stabilise the domain wall.

9.2 Edge modulation geometry

The nanowires in this chapter can be considered as planar nanowires with the inclusion of

sinusoidal modulation to both edges. This modulation is characterised by a wavelength, λm,

amplitude, Am, and average width, w, which was fixed at 250 nm. Examples of lithograph-

ically defined nanowires are shown in figure 9.1 where the parameters are overlaid on figure

Figure 9.1: Scanning electron microscope images of edge modulated nanowires with a) 15 nm,
b) 25 nm, c) 35 nm and d) 50 nm amplitude with a 0.2 µm wavelength; e) 0.5 µm and f) 0.8 µm
wavelength with 50 nm amplitude.
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9.1(f).

These wires were 20 µm long, 10 nm thick NiFe structures with a 2.5 nm Au cap that were

fabricated by electron beam lithography and thermal evaporation. The wires were patterned

in arrays with a pitch of 800 nm to cover an area appropriate for MOKE measurements and

for nucleation studies, 1 µm tapered ends were included to prevent the nucleation of domains

at the ends of the nanowires. Figure 9.2(a) shows a scanning electron microscope image of

a typical array of wires and figure 9.2(b) shows one of the tapered ends at a higher magnifi-

cation. Multiple arrays of wires were fabricated with different edge modulation parameters

and with wavelengths varying from 0.2 µm up to 2.0 µm and with amplitudes from 15 nm

up to 50 nm. These structural features were chosen to be in the size range comparable to

that expected for the dimensions of domain walls in these structures.

9.3 Nucleated magnetisation reversal in edge

modulated wires

The investigation of structures with both ends tapered aimed to understand the magnetisa-

tion reversal behaviour that is governed by nucleation within the modulated wire structure.

The influence of the edge modulation parameters on the magnetisation behaviour was inves-

tigated using focussed MOKE magnetometry and micromagnetic simulations.

Examples of the MOKE hysteresis loops are shown in figure 9.3 with a selection of wave-

lengths for a nanowire with 35 nm edge modulation amplitude. The figure shows a wave-

length dependence to the reversal field along with subtle differences in the loop shape. For

long wavelengths, sharp magnetisation reversal between the two saturated magnetisation

states was observed. However, for wavelengths below 0.8 µm, a more gradual increase in the

Figure 9.2: Scanning electron microscope images showing a) an array of 20 µm long nanowires
with a pitch of 800 nm and b) a magnified section of a nanowire showing details of the tapered end.
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Figure 9.3: Magnetisation response to applied field for a 35 nm amplitude 10 nm NiFe / 2.5 nm
Au wire with wavelengths: a) 0.3 µm, b) 0.4 µm, c) 0.8 µm and d) 1.0 µm measured using the
MOKE.

magnetisation was observed prior to the sharp switching at the reversal field.

From these hysteresis loops, the reversal field was extracted and has been plotted as a

function of the edge modulation wavelength in figure 9.4. This gives a better understanding

of the changes in the reversal field as a result of the edge modulation parameters.

For longer wavelengths, where the wire structures approach that of an unmodulated

nanowire, the reversal field shows little dependence on the wavelength. At shorter wave-

lengths, the reversal field gradually decreases to a minimum and then rises more sharply for

the shortest wavelengths. In this short wavelength regime there is little amplitude dependence

to the reversal field, whilst for the longer wavelengths the amplitude dependence becomes

significant, leading to a reduced reversal field for the nanowires with larger amplitude edge

modulation. The wavelength corresponding to the minimum reversal field also shifts towards

longer wavelengths as the modulation amplitude is increased.
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Figure 9.4: Magnetisation reversal field as a function of wavelength for 10 nm NiFe / 2.5 nm Au
modulated nanowires with two tapered ends obtained from MOKE hysteresis measurements.
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These results have been compared with detailed micromagnetic simulations performed on

similar wire structures (5 nm thick), with a 2 µm long modulated wire section and additional

0.5 µm tapered ends. Examples of sections of the hysteresis loops from these simulations

show the behaviour just before the magnetisation reversal in figure 9.5(a) for λm ≥ 0.7 µm

and 9.5(b) for λm < 0.7 µm with a 5 nm thick structure and 35 nm amplitude modulation.

The figures show the magnetisation initially at negative saturation where a positive ap-

plied field is increased until the magnetisation switches to the positive saturation state (not

shown) at the reversal field. This behaviour was characterised into two regimes. For longer

wavelengths, sharp switching of the magnetisation occurs between the two saturated states

at the reversal field (figure 9.5(a)). However, for shorter wavelengths, more complex reversal

incorporates a gradual increase in magnetisation until the eventual sharp switching occurs

at the reversal field (figure 9.5(b)).

This reversal field shows a dependence upon the edge modulation parameters that was

extracted from the simulations and is plotted in figure 9.6 as a function of edge modulation

wavelength for a selection of different amplitudes. These results are shown for simulations

with both 5 nm and 10 nm thick nanowires.

The dependence of the reversal field on the modulation parameters obtained from the

micromagnetic simulations shows very similar behaviour to that found from the experimental

MOKE measurements. For long wavelengths, little change in the reversal field was found.

As the wavelength was reduced, the reversal field reduces to a minimum before a sharper
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Figure 9.5: Micromagnetic simulations of magnetisation reversal in a 250 nm wide nanowire with
35 nm edge modulation amplitude and both ends tapered, as a function of magnetic field. The effect
of the edge modulation wavelength is compared for the a) long and b) short wavelength regimes.
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Figure 9.6: Magnetisation reversal field obtained from micromagnetic simulations as a function
of the edge modulation wavelength for a selection of amplitudes with both a) 5 nm and b) 10 nm
thick structures.

towards shorter wavelengths. The reversal field behaviour also depends on the modulation

amplitude in the longer wavelength regime, giving a reduction in the reversal field for wires

with larger modulation amplitude. The wavelength at which the reversal field is a minimum

also shifts towards longer wavelengths with increasing amplitude.

A comparison between the two simulated thicknesses shows that the reversal field is

greater and the changes are more pronounced for the thicker structures. However, the mini-

mum reversal field remains at the same wavelength in both cases.

Although there is good agreement in the behaviour between the experimental results and

the micromagnetic simulations, there is still a discrepancy between the absolute values of the

reversal field. The experimental results show a shift towards higher reversal fields and a less

significant drop in reversal field with decreasing wavelength. These differences may be due

to the fabricational roughness, slight differences between the magnetic parameters and due

to stochastic thermal activation effects which are not accounted for in the micromagnetic

simulations.

9.4 Magnetisation reversal field dependence on

wavelength

Further examination of the magnetisation reversal behaviour reveals a wavelength depen-

dence to the minimum reversal field in figure 9.6. This behaviour has been explained by the
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combination of two processes, one which governs the sharp magnetisation reversal at long

wavelengths and another that leads to the gradual increase in magnetisation in the short

wavelength regime.

Looking in more detail at figure 9.5(b), the onset of the gradual magnetisation increase

occurs at a clearly identified field (indicated by the arrows on the figure), which decreases

with the modulation wavelength. By plotting this field along with the abrupt reversal field

from wires with longer modulation wavelength, figure 9.7 shows a continuous variation in

field over the two wavelength regimes.

This suggests that the physical mechanism responsible for the abrupt reversal in longer

wavelength nanowires is also responsible for the onset of the gradual magnetisation increase

in the shorter wavelength nanowires. The increase in the reversal field for short wavelength

modulation is dominated by an alternative process which leads to a stabilisation of the mag-

netisation, driving the magnetisation reversal towards higher fields with a gradual increase

in the magnetisation.

The decreasing trend in the reversal field with the modulation parameters has been ex-

plained here using a simple analytical model based on the torque acting on the spins due

to their angle relative to the applied field along the nanowire axis. In the unmodulated

nanowire, the spins align parallel to the nanowire due to the shape anisotropy of the wire.

However, the inclusion of edge modulation gives rise to a local demagnetising effect where

spin alignment at the nanowire edges essentially tracks the contours of the edge modulation.
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Figure 9.7: The abrupt reversal field obtained for long modulation wavelengths plotted along with
the field corresponding to the onset of the magnetisation increase for wires with short wavelength
modulation. This is shown for simulations on nanowires with a) 5 nm and b) 10 nm thick wires.
The lines show best fits to the data.

211



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

Since the field was applied along the nanowire axis, these spins are at an angle, θ, with

respect to the field as illustrated in figure 9.8. These spins then experience a torque given by

m×B, which scales as the sine of the angle, θ, between the spin and the applied field.

The energy required to rotate the spin is then given by the integral of this torque,

mB
∫

sin θ dθ, evaluated between its initial and final angle. Taking the final angle to be

parallel with the field gives a Zeeman contribution to the energy barrier that scales with

− cos θ. For long wavelength low amplitude edge modulation, this angle is close to 180◦,

giving a large energy barrier that must be overcome to complete the switching. For shorter

wavelength, high amplitude modulation this angle approaches 90◦ and provides a lower en-

ergy barrier for switching. This effect is best illustrated by the comparison between two edges

of different modulation amplitude in figure 9.8.

The energy barrier for magnetisation switching can be related to the edge modulation

parameters where the shape of the sinusoidal edge modulations is described by:

y = Am sin

(

2πx

λm

)

(9.1)

where Am is the amplitude, λm is the wavelength and x is the position along the nanowire.

The differential of this edge geometry gives the gradient of the edge as a function of the

position:
dy

dx
=

2πAm

λm
cos

(

2πx

λm

)

(9.2)

where the maximum (at x = 0) is given by:

2πAm

λm
. (9.3)

θ 

θ 

Figure 9.8: Two schematic illustrations of spins following the contours of the edge modulation.
The maximum gradient of the wire gives the angle, θ, of the spin which becomes more orthogonal
to the long axis of the nanowire with increasing amplitude of modulation.

212



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

Assuming that the spins follow the contours of the edge modulation, the maximum spin angle

is found from the arc tangent of the maximum gradient. This then leads to an expression for

the energy barrier which is proportional to the cosine of this angle, given by:

H = Amγ + β cos

(

arctan

(

2πδAm

λm

))

. (9.4)

Here the factor, β, scales the angular term dependence, Amγ, represents an additional ampli-

tude dependent offset field and, δ, scales the angle term. This expression was fitted to both

the experimental and micromagnetic datasets, with just β, γ and δ as free parameters, shown

by the solid lines in figures 9.7 and 9.9 which represent the fit of this model to the data. In

the case of the experimental MOKE dataset, only the reversal fields determined from the long

wavelength modulation were included in the fitting as the identification of the field associated

with the onset of curling in figure 9.3 is not reliable. The fits of the experimental results gave

the values: β = 234 ± 1 Oe, γ = −1.5 ± 0.1 Oe/nm and δ = 1.8 ± 0.1. In comparison the

micromagnetic simulations of the 5 nm thick wires: β = 216± 1 Oe, γ = −1.2± 0.1 Oe/nm

and δ = 1.9± 0.1 whilst for the 10 nm thick wires: β = 356± 4 Oe, γ = −1.8± 0.2 Oe/nm

and δ = 2.7± 0.1.

The values of β represent the variation in the reversal field of an unmodulated nanowire

which incorporates the effect of any width and thickness dependence. The increase in this

value for the 10 nm thick micromagnetic simulations is consistent with the higher reversal
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Figure 9.9: Reversal field as a function of modulation parameters obtained from MOKE mea-
surements. The data for the long wavelengths has been fitted by a model indicated by the solid
lines.

213



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

fields expected for thicker nanowires. However, in the experimental data this parameter is

lower than expected from simulations of the 10 nm nanostructure. This difference may be

due to the fabricational roughness, slight differences in magnetic parameters and stochastic

thermal effects which are not accounted for in the micromagnetic simulations. The other two

parameters show similar values when fitted to the different datasets where γ shows a well

defined amplitude depend contribution. δ acts as a correction to the ratio, Am/λm, and it is

interesting to note that it takes the value δ ≈ 2 showing this effect is actually governed by

twice the ratio of Am/λm for reasons that are not completely understood. A similar factor of 2

also appears in figures 9.6 and 9.9 where the minimum reversal field occurs at λm/2Am ≈ 10.

9.5 Magnetisation stabilisation with short wavelength

edge modulation

This model gives a good explanation of the magnetisation reversal behaviour for long wave-

length modulation; however both the experimental results and micromagnetic simulations

show a sharp increase in reversal field for short wavelength modulation that is not explained

by the model. This increase in reversal field is associated with the gradual increase in mag-

netisation shown by the hysteresis loops in figures 9.3 and 9.5. This suggests a transition in

spin structure towards a lower energy configuration that stabilises the magnetisation, requir-

ing a further increase in the field to overcome the energy barrier for magnetisation reversal.

Further analysis of this short wavelength regime was performed on the micromagnetic

spin structures. Examples of the spin configuration in a λm = 0.4 µm, Am = 35 nm and

5 nm thick structure are shown in figure 9.10 for various applied fields. With no applied

field the spins appear symmetric about the wire axis where small deviations from the axial

alignment occur due to the edge contours as previously discussed. An increase in field up

to 120 Oe, which is beyond the onset of the gradual magnetisation increase, leads to a spin

rearrangement to a state with magnetisation components orthogonal to the nanowire axis

in the lobed sections. These orthogonal components develop with a further increase in field

before the eventual reversal of the magnetisation at the reversal field (168 Oe in this case).

The more complex spin configuration for the short wavelength modulation appears to be

related to the wider geometry of the lobed sections of the nanowire. To further understand

this effect, these lobed sections were modelled as a series of ellipses as illustrated in figure
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Figure 9.10: Micromagnetic simulations of the spin structure for a 5 nm thick structure with
λm = 0.4 µm and Am = 35 nm. The effect of increasing field on an initially saturated structure shows
a transition to a spin configuration with localised orthogonal magnetisation before the eventual
magnetisation reversal at the reversal field.

9.11. The shape anisotropy associated with the ellipse is linked to the modulation parameters

where a reduction in wavelength or an increase in the amplitude reduce the shape anisotropy

contribution along the length of the nanowire. In the extreme case, the shape anisotropy of

the ellipse can give rise to a preferential magnetisation which lies orthogonal to the nanowire

axis. The changes in this behaviour are best illustrated by the comparison between two

modulated wires of different wavelength with the same modulation amplitude. In figure 9.11,

for long wavelengths the long axis of the ellipses lie along the nanowire axis, but with the

reduction in wavelength, the long axis of the ellipses are now orthogonal to the nanowire.

Micromagnetic analysis was performed on individual ellipses with a height equal to the

average wire width plus twice the amplitude, and the length of the ellipse was approximated

by the wavelength of the modulation. Figure 9.11 shows that the wavelength is an overesti-

mate of the length of the ellipse; however this simplified model still reproduces some of the

Figure 9.11: Schematic diagram showing how nanowire edge modulation leads to lobed regions
in the geometry which can be represented by a series of ellipses. Comparison between two different
wavelengths shows how the long axis of the ellipse, and hence the shape anisotropy, can transition
from parallel to orthogonal alignment with the nanowire.
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interesting behaviour observed in the edge modulated nanowires.

Figure 9.12(a) shows the increasing field section of the hysteresis loops obtained from

micromagnetic simulations performed on ellipses with a height of 320 nm with various lengths.

The hysteresis loop shape shows a similar behaviour including sharp reversal for long ellipses

and a more gradual magnetisation increase followed by the sharp reversal for the ellipses

with a shorter length. In the extreme case when the ellipse length decreases below 0.4 µm,

the height of the ellipse becomes greater than the width. This swaps the easy and hard

shape anisotropy axes of the system and the hysteresis loop then shows the behaviour of the

magnetisation along the hard axis of the ellipse. This behaviour is quite different showing

the immediate rotation of the magnetisation at zero field to a state with only a small x-axis

magnetisation component. A much larger field is then needed to achieve magnetic saturation

in these samples which is achieved through a gradual magnetisation increase.

Figure 9.12(b) shows the micromagnetic spin structure for 5 nm thick, 320 nm high,

0.2 µm and 0.6 µm wide structures shown with 0 Oe and 100 Oe applied fields. The 0.6 µm

wide structure shows the magnetisation initially oriented to the left. At 100 Oe, beyond the

reversal field, the magnetisation has reversed and is orientated to the right. For the 0.2 µm

wide structure the magnetisation initially rotates as it is more energetically stable along the

vertical direction. The application of the field acts to rotate the spins along the axis of the

field but even at 100 Oe a vertical magnetisation component is still present.
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Figure 9.12: a) Increasing field sections from the hysteresis loops and b) micromagnetic spin
structures of the elliptical structures at 0 Oe and 100 Oe axial field, showing the effect of the
different shape anisotropy directions. These simulations are performed on a 5 nm thick elliptical
structures with various lengths and a width of 320 nm, corresponding to a 250 nm wide nanowire
with 35 nm edge modulation amplitude,
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The reversal fields for the elliptical structures extracted from figure 9.12(a) are shown in

figure 9.13(a) as a function of the width and length of the ellipse. Here, for the larger width

ellipses, similar behaviour is observed to that in the long wavelength edge modulated wires

which is again accounted for by the spins following the edge contours of the structure. For

the case of shorter ellipse width, an obvious reversal field does not exist, instead a gradual

increase in magnetisation is found to occur up to much greater fields.

This change in easy axis shape anisotropy in the ellipses gives rise to the physical phe-

nomenon behind the increase in reversal field at short wavelengths. However, for the edge

modulated nanowires an abrupt switching at low wavelengths was observed which contrasts

with the more gradual magnetisation reversal found for the ellipses. This difference can be

explained by the additional global shape anisotropy associated with the nanowire structure

which competes with the localised shape anisotropy of the lobes. The observed effect is likely

to be a combination of the behaviours of both structures and can explain the abrupt reversal

behaviour and the shift towards higher fields.

Another difference between the simplistic ellipse model and the modulated nanowire struc-

ture is due to the magnetisation orientation along the easy axis of the ellipse. In the case of

one elliptical structure, the magnetisation has a energy preference to align along the easy axis

where both orientations along the axis are energetically equivalent. When multiple elliptical

lobed regions along a nanowire are considered, the demagnetisation of one lobe has a small

effect on the energy of its neighbouring lobe. This leads to the large scale ordering that can
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Figure 9.13: a) The reversal field obtained from micromagnetic simulations of elliptical structures
as a function of their geometry. b) The magnetisation behaviour obtained from micromagnetic
simulations of a 35 nm amplitude, 6 µm wavelength, 5 nm thick nanowire structure with field
increased to 144 Oe followed by a decrease in the field.
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be seen in figure 9.10 giving neighbouring lobes an opposing magnetisation orientation.

This figure shows the alternating magnetisation direction across every lobe; however,

in some cases, there are defects in this ordering which are likely to be due to the initial

magnetisation direction set at two different lobes at different places in the wire before the

effect propagates to fill the whole wire. In these cases, there is no significant effect on the

reversal field of the wire and therefore this large scale ordering is believed to give only a small

perturbation to the energy of the system.

The analysis here has shown that the shift in localised shape anisotropy to an orthogonal

alignment with the nanowire means that a greater field is required for the magnetisation

reversal with low wavelength, high amplitude edge modulations. This occurs due to the

development of a micromagnetic spin arrangement with magnetisation orthogonal to the

nanowire axis. The onset of this new spin state is governed by the spin angle model but it is

unclear what governs the eventual reversal field for these structures.

Figure 9.13(b) shows the magnetisation response of the modulated wire structures with

increasing then decreasing fields across the region of gradual magnetisation change. There is

no significant difference in magnetisation behaviour between increasing and decreasing fields,

indicating that this process is reversible with no energy barrier separating the two states.

To explain the preference for the system to adopt the new spin state with increasing

field without overcoming an energy barrier, the new spin state must be at a lower energy

configuration. This is surprising since an increase in field should lead to an increase in energy

of the system. It is however the total energy that is the important quantity and the previous

simulations give the micromagnetic spin configurations where the total energy is minimised

by the transition into the new spin state for each field value.

The variation in total energy of these different spin states was calculated from micro-

magnetic simulations for a range of applied fields. In these simulations the system was not

allowed to evolve, enabling the determination of the energy for a non-equilibrium fixed-spin

configuration. The total energy for a selection of fixed-spin configurations are plotted as a

function of the applied field in figure 9.14, showing a linear increase in energy for each spin

structure. A Zeeman energy contribution gives rise to the linear increase in energy with field

where the gradient is governed by the micromagnetic spin structure. Additionally, exchange

and demagnetisation energy contributions give rise to a constant energy term leading to an

offset in the energy. The figure shows how a gradual transition between spin states allows
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Figure 9.14: a) Total energy of a 5 nm thick modulated nanowire with Am = 35 nm and λm =
0.4 µm as a function of magnetic field. The micromagnetic spin structure is fixed in the equilibrium
state obtained from previous simulations at various applied fields. b) The contributions to the
minimised total energy for the Am = 35 nm structure at various wavelengths as a function of
applied field showing changes in the contribution to the total energy before the reversal field.

the system to maintain a minimum total energy when the applied field is increased.

The contributions to total energy from the Zeeman, exchange and demagnetisation ener-

gies are shown separately in figure 9.14(b) as a function of field for various different modu-

lation wavelengths. Here, the decrease in the total energy is explained by a reduction in the

Zeeman contribution which outweighs the increase in exchange and demagnetisation energy

associated with the more complex spin structure. These contributions show that a discon-

tinuity arises at the reversal field where the Zeeman contribution approaches zero and the

exchange and demagnetisation contributions approach ∞. This goes some way to explaining

the increased reversal field in these structures.

The combination of these physical mechanisms explains the complex behaviour of the

reversal field as a function of edge modulation wavelength. For long modulation wavelengths

and low amplitudes the reversal field is explained by a model based on the spins following

the nanowire edge contours which are at an angle relative to the field along the nanowire

axis. This accurately describes the reversal field down to shorter wavelengths where compe-

tition between the localised shape anisotropy of the lobes competes with the long axis shape

anisotropy of the wire, leading to an increase in reversal field. This comes with a change in

behaviour showing a gradual magnetisation increase with a micromagnetic spin configura-

tion including regions of magnetisation orthogonal to the wire axis in the lobed regions. This

provides a qualitative explanation for the increase in reversal fields.
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9.6 Domain wall mediated reversal in edge modulated

nanowires

So far this chapter has considered the magnetisation reversal behaviour in edge modulated

nanowire structures governed by the nucleation along the wire. In this section, magnetisa-

tion reversal mediated by domain wall propagation is investigated as a function of the edge

modulation parameters.

9.6.1 Domain wall injection from a nucleation pad

To investigate the properties of domain walls in these structures, nominally identical arrays

of edge modulated nanowires were fabricated with the inclusion of a domain wall nucleation

pad on one end of each nanowire, as illustrated in figure 9.15. This allowed the controlled

formation of a reverse domain and associated domain wall that could be injected into the

nanowire at a relatively low field to investigate reversal via domain wall propagation. These

structures were fabricated in the same lithographic and deposition process, on the same

substrate as the previous structures. Therefore the possibility of any changes in behaviour

resulting from differences in the growth quality, film thickness or development procedure

can be ignored. This also allowed a direct comparison between the domain wall mediated

behaviour and the nucleation field dependence in nominally identical modulated structures.

Investigation into the magnetic properties of these arrays of wires by MOKE magnetom-

etry yielded hysteresis loops from which the reversal field was extracted. This is shown in

figure 9.16 as a function of the edge modulation parameters where the magnetisation reversal

occurs at ≈ 120 Oe and was largely independent of the edge modulation wavelength and am-

plitude for the majority of the wires investigated. Towards shorter wavelengths an increase

in the reversal field was found that was more significant with larger amplitude modulation.

Figure 9.15: Scanning electron microscope image of an edge modulated nanowire with the inclusion
of a 1 µm long, 500 nm wide domain wall nucleation pad at one end.
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Figure 9.16: Magnetisation reversal field obtained from MOKE measurements representing the
domain wall propagation field in edge modulated nanowires. Domain walls were introduced from a
1 µm long, 500 nm wide domain wall nucleation pad.

In comparison to the structures with two tapered ends, the reversal of the nanowires with

the nucleation pad occurs at a lower field. This difference is due to the injection of a domain

wall from the domain wall nucleation pad, followed by the reversal of the magnetisation by

domain wall propagation at a lower field than that required for direct nucleated reversal in

the structures without nucleation pads.

In these experimental results the reversal field describes the magnetisation reversal for

the whole system. This includes both the propagation characteristics of the domain wall in

the edge modulated nanowire structures and the domain wall injection characteristics of the

nucleation pad. For the case when the propagation field is greater than the injection field

of the pad, the measured reversal field is limited by the propagation field of the nanowire.

However, if the injection field of the pad is the greater of these two factors, this becomes the

limiting factor and the reversal field represents only the injection field from the pad.

The plateau in figure 9.16 showing no dependence on edge modulation parameters suggests

these measurements are limited by the injection field of the pad. This ≈ 120 Oe field is also

typical of the injection field expected from this sized pad structure. [1] The nanowires with

short wavelength edge modulation show a reversal field that rises above the injection field

limited data. This represents the real propagation field for domain walls in these structures.

221



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

9.6.2 Domain wall injection through localised pulsed fields

Further investigation into the domain wall propagation in these structures requires the in-

jection of domain walls at lower fields. To achieve this, an alternative domain wall injection

stripline technique was adopted where domain walls were injected into the nanowires by a lo-

calised pulsed magnetic field. This field is generated from a current flowing along a stripline,

perpendicular to the nanowires, such that a domain wall was nucleated at the intersection

point. Since this pulsed injection field was separated from the quasi-static field used to drive

the reversal in the whole structure, domain wall propagation at lower quasi-static fields could

be investigated.

Striplines were fabricated on top of the edge modulated nanowire structures with two

tapered ends which were measured for their intrinsic switching behaviour. This additional

fabrication step is described in section 5.6.3. In principle, a sufficiently large pulsed current

can create a domain wall without the need for additional external applied fields. The later

addition of a quasi-static field can be used to propagate the domain wall. However, the

stripline fabricated here required a small additional quasi-static field so that the sum of the

pulsed and quasi-static fields was sufficient to overcome the field for domain wall nucleation

at the localised intersection point. The pulsed fields were synchronised with the quasi-static

field applied during MOKE measurements resulting in a change to the hysteresis loops based

on the trigger point and magnitude of the pulsed field. A measurement scheme, explained in

more detail in section 5.6.3 gives the reversal field for these structures which is shown as a

function of the edge modulation parameters in figure 9.17.
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Figure 9.17: Magnetisation reversal field obtained from MOKE measurements on edge modulated
nanowires where domain walls are introduced through a pulsed magnetic field stripline approach.
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This figure also shows a plateau in the reversal field, independent of modulation param-

eters for the longer wavelength modulation but at a lower field compared to the plateau

obtained with the pad injection. At shorter wavelengths the reversal field increase is most

significant for the large amplitude modulation. This agrees with the limited results obtained

from the nucleation pad domain wall injection technique.

The reduced reversal field of the plateau confirms that the previous plateau originated due

to an artefact of the nucleation pad domain wall injection and therefore does not represent

the properties of the edge modulated nanowires. With the domain wall injection stripline the

plateau is lowered, revealing more of the low wavelength results that show propagation field

limited behaviour. Even though this pulsed field technique gives significant improvements

in the results, the measurements are still limited by the maximum pulsed fields that can

be obtained from the stripline. By pushing the limits of the pulsed field magnitude from

the stripline, additional measurements were performed on the 25 nm amplitude, 0.6 µm

wavelength structure. This allowed the lower bound on the propagation field for this wire to

be reduced to 21 Oe; however, this led to burn-out of the stripline so measurements could not

be repeated for other structures. Therefore, the data in the long wavelength region represents

an upper bound for the propagation field of domain walls in these structures.

9.6.3 Micromagnetic analysis of domain wall de-pinning fields

The de-pinning field for domain wall motion in edge modulated nanowire structures has

also been investigated using micromagnetic simulations. Starting with a transverse domain

wall in a nanowire structure, an increasing axial field was applied until the domain wall de-

pinned from any localised pinning potentials along the wire and completed the magnetisation

reversal. The de-pinning fields found from a detailed series of simulations are shown in figure

9.18 as a function of the edge modulation parameters for both a) 5 nm and b) 10 nm thick

nanowires.

These results show a constant de-pinning field, independent of modulation parameters,

for longer wavelength modulation with an increase in the de-pinning field towards shorter

wavelengths that is more significant for the larger amplitude modulation. The de-pinning field

for the 10 nm thick nanowires is greater than that of the equivalent 5 nm thick nanowire.

The trends agree with those found from experimental results; however the values of the

modulation limited de-pinning fields are greater in the micromagnetic simulations. This is
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Figure 9.18: Micromagnetic simulations of the domain wall de-pinning field as a function of edge
modulation parameters for a a) 5 nm and b) 10 nm thick modulated nanowire.

consistent with the overestimates obtained from the micromagnetic simulations of the direct

switching in modulated structures with two tapered ends.

The de-pinning field for long and short wavelengths measured by this technique agree

with the micromagnetic simulations as far as the experiments show. The behaviour at long

wavelengths is unaffected by the edge modulation but as the wavelength is reduced an increase

in de-pinning field occurs which is greater for the larger amplitude modulation.

With infinite wavelength, the edge modulation can be considered as a planar wire with

no edge modulation. Here, the de-pinning field is low and represents unhindered domain wall

propagation along a nanowire. As the wavelength is decreased the de-pinning field increases

which is more significant for the larger amplitude modulation. This is accounted for by an

increase in domain wall pinning resulting from the local effects of the edge modulation.

9.6.4 Local pinning from nanowire modulations

This behaviour is investigated through further analysis of the micromagnetic simulations

which show the spin configuration of the domain walls in the nanowire structures. Examples

of these are shown in figure 9.19 for 5 nm thick wires with 0.3 µm wavelength modulation at

various amplitudes. These domain wall spin structures are shown at an energetic minimum

in zero field and just below their de-pinning field.

At zero field the domain wall adopts an asymmetric transverse wall structure and traverses

one of the lobed wire sections of the nanowire. The spin structure of this wall is then modified

by the application of the axial magnetic field bringing it to a more symmetrical configuration,
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Figure 9.19: Micromagnetic spin structure of transverse domain walls in a 0.3 µm wavelength
nanowire with various modulation amplitudes at a) zero field and b) just below the de-pinning field.

before eventually de-pinning from the lobe. For 50 nm modulation amplitude, the domain

wall shifts towards the constriction forming an additional state of reduced energy before

de-pinning. The structure of this domain wall depends on the relative contributions to the

energy from the demagnetisation and exchange terms. A domain wall pinned within an

edge modulated nanowire feels the effect of the periodic effective field and has a reduced

energy when the orthogonal component of magnetisation of the domain wall is coincident

with a wider lobe section. However, this leads to a competing effect where an increase

in the area of the domain wall leads to an increased exchange contribution. A minimum

equilibrium energy configuration is established by the transition into an asymmetrical domain

wall structure. [278–280]

As modulation wavelength is decreased or the amplitude increased, the lobed regions

along the nanowire have increased localised orthogonal shape anisotropy. This will further

reduce the energy of the domain wall leading to increased pinning and therefore a greater

de-pinning field for the shorter wavelength, higher amplitude modulation.

This pinning behaviour results from the effect of the localised orthogonal anisotropy in

the lobed sections along the wire. However, the experimental results only interrogate the

magnetisation state following the propagation of the domain wall over many wavelengths of

edge modulation. The consistency of this propagation was confirmed in an extended 40 µm

long nanowire with 1 µm wavelength and an amplitude of 100 nm shown in figure 9.20. Here,

the samples were fabricated and the measurements performed by E. Arac. The magnetisation

switching was found to be consistent from multiple positions along the nanowire indicating
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Figure 9.20: MOKE measurements at three positions along a 40 µm long edge modulated nanowire
with λm = 1 µm and Am = 100 nm that indicates the consistency of the domain wall propagation
along the modulated structure.

that once a domain wall de-pins from one section of the modulated wire, the wall propagates

through all subsequent lobes at the same field.

9.7 Domain wall dynamics in edge modulated nanowires

So far this chapter has considered the quasi-static magnetisation reversal behaviour for edge

modulated nanowire structures. This has included the magnetic reversal of the structures due

to nucleation and also the reversal mediated by the propagation of domain walls. The vari-

ation in the propagation field for domain wall motion has been attributed to the interaction

between the wall spin structure and the localised geometrical structures along the nanowire

resulting from the edge modulation. The remainder of this chapter considers the dynamic

properties of these domain walls as they propagate along the edge modulated nanowire struc-

ture. These are examined through further detailed micromagnetic modelling where additional

considerations are taken into account due to the dynamic nature of these simulations. These

considerations are detailed in chapter 5 where the Gilbert damping parameter is of particular

importance and is set to a more realistic value of α = 0.01.

9.7.1 Unmodulated nanowires

Initially the domain wall dynamics in an unmodulated, 5 nm thick, 250 nm wide nanowire

were investigated in a 5 µm long wire with two tapered ends. A transverse domain wall

structure was introduced towards the left edge of the nanowire and allowed to propagate in
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an axial magnetic field, maintained at a fixed value throughout the duration of the simulation.

Further details of the simulations are described in chapter 5.

The domain wall propagation is shown as a function of elapsed time in figure 9.21 for

fields of 10 Oe and 20 Oe, directed along the nanowire axis, below and above the Walker field

respectively. Below the Walker field, a transverse domain wall propagates consistently along

the nanowire structure, maintaining its transverse domain wall structure. However, above

the Walker field, the effects of Walker breakdown become evident. The initial transverse

domain wall structure is modified by an antivortex core which nucleates on one end of the

domain wall structure. This core traverses the wire width, reversing the wall chirality, and

annihilates on the opposite edge. The domain wall, then proceeds to propagate until the

whole process is repeated. Note, in figure 9.21 the snapshots are not performed with the

same time intervals and indicate that the propagation at 20 Oe is on average much slower

than that at 10 Oe.

During propagation of the domain wall, the size of the domain aligned with the field

increases at the expense of the other domain leading to an increase in the magnetisation.

This allows the domain wall position to be extracted from the magnetisation component

along the nanowire axis. This position is shown in figure 9.22(a) as a function of time during

the application of the field.

For fields below the Walker field, a linear increase in magnetisation represents uniform

domain wall motion where the velocity can be determined from the gradient. However, when

the applied field exceeds the Walker field, the magnetisation shows the periodic behaviour in

+0.2 ns

+0.4 ns

+0.6 ns

+0.8 ns

+1.0 ns

+1.0 ns

+2.0 ns

+3.0 ns

+4.0 ns

+4.8 ns

(a) (b)

Figure 9.21: Micromagnetic simulations of a domain wall spin structure a) 10 Oe undergoing
uniform motion and b) at 20 Oe undergoing Walker breakdown which includes periods of retrograde
motion.
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Figure 9.22: Micromagnetic simulations showing a) the change in magnetisation as a function of
time and b) variation of Walker breakdown period for domain wall motion in a 5 nm thick, 250 nm
wide unmodulated nanowire for different magnitudes of the magnetic field.

the position of the domain wall which includes periods of fast motion and then a prolonged

period of little change in position followed by a period of retrograde motion. The domain wall

velocity at these fields is taken from the time-averaged gradient of magnetisation over several

periodic cycles. This figure also shows that the periodicity of this effect remains constant

during propagation and has a field dependence that shows an increase in the periodicity for

larger fields.

In figure 9.22(a) this periodicity appears as a temporal periodicity; however it is more

useful to represent this periodicity as a spatial periodicity. This results in Walker breakdown

with a more frequent temporal periodicity due to an increase in field leading to a shorter

spatial periodicity.

By comparing the domain wall propagation from many dynamic simulations, the field

dependence to the Walker breakdown periodicity was found and is presented in figure 9.22(b).

A decrease in the spatial periodicity was found to correspond to an increase in applied field

until it reaches a minimum at ≈ 0.55 µm for a field of ≈ 30 Oe. At higher fields, further

effects lead to an increase in periodicity associated with an increase in domain wall velocity

but where the spin structure of the domain wall becomes noticeably distorted. In this case

the definition of this spin structure as a domain wall may not hold true. [281] This periodicity

dependence of the domain wall propagation is determined from the parameters such as the

saturation magnetisation, Ms, exchange constant, A, and the Gilbert damping parameter, α,

for the material.

228



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

Following this analysis of the periodic Walker breakdown behaviour in a plain nanowire

structure it is interesting to investigate the behaviour in nanowires with periodic edge mod-

ulations. Here, the relationship between the periodic domain wall structural transformations

during domain wall motion is affected by the periodic geometry which will lead to a vari-

ation in the energy landscape along the nanowire structure. This section investigates the

effects of the structural modulation parameters on the dynamic domain wall behaviour in

edge modulated structures.

9.8 Dependence of domain wall velocity on modulation

amplitude

In the first instance the effect of edge modulation amplitude on the dynamic properties was

investigated for nanowires with a fixed wavelength of 0.4 µm. This value was chosen to

be below the minimum Walker breakdown periodicity of ≈ 0.55 µm for the unmodulated

nanowire. Figure 9.23 shows how the field dependence to the time-averaged domain wall

velocity is affected by the modulation amplitude.

0

200

400

600

800

(b)  

 

 

Wavelength = 0.4 µm

Amplitude = 25 nm

Wavelength = 0.4 µm

Amplitude = 15 nm

Amplitude = 0 nm

(a)

0

200

400

600

800

(c)

 

 

 

T
im

e
-a

v
e
ra

g
e
d
 d

o
m

a
in

 w
a
ll 

v
e
lo

c
it
y
 (

m
/s

)

0 10 20 30 40 50 60 70 80 90

0

200

400

600

800

 

 

 

Applied field (Oe)

Figure 9.23: Micromagnetic simulations of domain wall velocity as a function of applied field for
different edge modulation amplitudes in a 5 nm thick nanowire with an average width of 250 nm
and a modulation wavelength of 0.4 µm. The effect of a) an unmodulated nanowire is compared to
a nanowire with b) 15 nm and c) 25 nm edge modulation amplitude.
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In the unmodulated case a linear increase in velocity occurs before a dramatic reduction

at the Walker field. This is followed by a regime of slow domain wall motion with little effect

from the applied field. Above 30 Oe, chaotic Walker breakdown occurs, where the domain

walls can propagate faster but the structure of the domain wall is complex and the periodicity

is hard to define. [281]

An edge modulation amplitude of 15 nm gives rise to regions of high domain wall veloc-

ity which appear for fields where Walker breakdown behaviour occurs in the unmodulated

nanowire. These regions of fast motion are interrupted by low velocity regions showing the

effects of Walker breakdown. The combination of these regions results in a complicated field

dependence to the velocity. An amplitude of 25 nm allows a high domain wall velocity to

be maintained over a wide field range where the effects of Walker breakdown have been

suppressed. The velocity is high and has little variation over a wide field range. This be-

haviour presents significant improvement over the domain wall dynamics for the unmodulated

nanowire.

This improvement in the domain wall velocity is however associated with an increase

in the de-pinning field with modulation amplitude. This is the field required to overcome

the pinning potential for a domain wall in the edge modulated structures and is the same

de-pinning field discussed earlier in this chapter with the results in figures 9.16 and 9.17.

9.8.1 Nanowire modulation wavelength affect on domain wall

Walker breakdown dynamics

In figure 9.23, nanowires with a 0.4 µm wavelength were chosen to be below the Walker

breakdown periodicity of the plain nanowire structure. However, this may not be the optimum

periodicity for enhanced domain wall dynamics. This section presents simulations where the

domain wall velocity was investigated as a function of the edge modulation wavelength.

A detailed series of dynamic micromagnetic simulations were used to explore this relation-

ship between edge modulation wavelength and Walker breakdown periodicity. The structures

all contained 25 nm amplitude modulation with a range of wavelengths both above and below

the ≈ 0.5 µm period of Walker breakdown. The results of these simulations are combined

into the phase diagram shown in Figure 9.24 which presents the domain wall velocity as a

function of both applied field and structural wavelength.
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Figure 9.24: Phase diagram showing the time-averaged domain wall velocity in a 25 nm amplitude
modulated nanowire as a function of the modulation wavelength and applied field. Three different
regimes of behaviour are identified a) in the micromagnetic simulations and b) shown more clearly
by the schematic illustration. These include pinned domain walls at low applied fields, propagating
domain walls above the de-pinning field (shown by the solid line) and a regime showing complex
dynamics for the longer wavelength modulation above the de-pinning field.

At low fields the dark regions represent pinned domain walls whilst the lighter regions

towards higher fields represent fast domain wall motion. At intermediate fields for λm >

0.5 µm a region showing complex domain wall dynamics is observed.

The de-pinning field behaviour seen in figures 9.16, 9.17 and 9.23 is also apparent in

figure 9.24 as an abrupt rise in the velocity which separates the dark pinned region from

the light dynamic domain wall region. The de-pinning field variation takes the form of

a 1/λm dependence on the edge modulation wavelength and is indicated by the white line

superimposed on figure 9.24(a). This is explained on the basis of competing shape anisotropy

from the wire axis and the localised elliptically shaped lobes.

Above the de-pinning field the dynamic domain wall properties are revealed. For short

structural wavelengths, the velocity increases rapidly above the de-pinning field and remains

at a high value until the upper range of the investigated fields. This shows that the Walker

breakdown behaviour found for the plain nanowire has been suppressed by the addition of

subtle edge modulation. For structural wavelengths λm > 0.5 µm, complex changes in the

domain wall velocity are found where Walker breakdown suppression becomes inconsistent

and Walker breakdown behaviour reappears at certain fields.

The Walker breakdown suppression becomes consistent at λm ≈ 0.5 µm, which interest-

ingly is the periodicity of structural changes for the domain wall undergoing Walker break-
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down. In the following sections the mechanism underpinning this Walker breakdown suppres-

sion is investigated looking at the link between the modulation wavelength and the periodicity

of the micromagnetic structural changes that occur during Walker breakdown.

9.8.2 Walker breakdown suppression mechanism

As previously discussed, Walker breakdown involves the periodic transition between trans-

verse and antivortex core domain wall structures. The mechanism for the suppression of

Walker breakdown relies on inhibiting these transitions and allowing a domain wall to main-

tain its fast moving transverse micromagnetic structure.

The periodic edge modulations to the nanowire effectively lead to a periodic variation in

the nanowire width as a function of position along the wire. In chapter 2 the energetics of

different domain wall structures in different thickness and width nanowires was discussed.

This showed that transverse walls are more energetically stable in thinner wires whilst vortex

structures are more stable in wider wires. The combination of this with the periodic variation

in nanowire width leads to a periodic energy landscape along the axis of the wire which is

opposite for these two domain wall structures.

If a constriction in the wire geometry occurs at a position that coincides with the antivor-

tex core nucleation in the Walker breakdown process, then the energy landscape at this point

presents a large energy barrier for the vortex to pass the constriction. It is then energetically

favourable for the vortex core structure to transform back into a transverse wall structure

which is able to pass through the constriction.

The periodic disruption of the vortex core structure by the arrival of constrictions in

the wire geometry, coupled with the periodic nature of vortex core nucleation is the key

to the Walker breakdown suppression presented here. The successful suppression for short

structural wavelengths is seen in figure 9.24 where the domain wall disruption occurs more

frequently than vortex core nucleation. However, for the longer structural wavelengths this

disruption misses some of the nucleation events explaining the region of complex behaviour

in this figure.

This model also explains the modulation amplitude dependence of the dynamic behaviour

seen in figure 9.23. With a greater amplitude the difference in width of the wire becomes

more significant, resulting in a larger difference in the energy landscape along the wire. When

the amplitude increases past a certain point, the energy barrier for a vortex structure to pass
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through a constriction is high enough to force the domain wall to return to its transverse

structure. This shows as successful Walker breakdown suppression for amplitudes greater

than a certain value.

9.9 Energy dissipation via spin wave emission

As the vortex core structure transforms into a transverse domain wall structure during Walker

breakdown suppression, there is a large amount of energy associated with an out-of-plane

magnetisation component of the vortex core that needs to be dissipated from the system.

This process was investigated through further micromagnetic simulations performed on the

dynamics of this transition.

To explain the transition from vortex to transverse domain wall structure it is convenient

to examine the results for a wire that experiences normal motion, Walker breakdown and

suppressed Walker breakdown as a function of field rather than as a function of wire structur-

ing. This allows the simulation outputs to be compared as a function of just one parameter.

Such an example is adopted with 0.8 µm wavelength and 25 nm amplitude modulation from

the region showing complex behaviour in figure 9.24. This has been investigated with ap-

plied fields at 16 Oe, 18 Oe and 24 Oe. Figure 9.25 shows micromagnetic simulations of the

time evolution of a domain wall structure in these modulated wires with these three applied

fields. The simulations show an initial transverse domain structure which propagates over

one wavelength of the wire structure.

Figure 9.25: Micromagnetic simulations showing domain wall propagation in an edge modulated
nanowire structure with 0.8 µm wavelength, 25 nm amplitude and 5 nm thickness. The choice of
field results in normal domain wall motion, Walker breakdown and suppressed Walker breakdown
behaviour at a) 16 Oe, b) 18 Oe and c) 24 Oe respectively.
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At 16 Oe the domain wall propagates over the wire section without any significant changes

in its velocity or micromagnetic structure. An increase to 18 Oe shows the onset of Walker

breakdown with the vortex core nucleation occurring at the 0.68 ns position on the bottom

edge of the wire and progressing with the traverse of the nanowire width. At 24 Oe, vortex

nucleation at 0.68 ns is shortly followed by annihilation of the vortex core at 0.85 ns where

a spin wave can just be seen radiating from the original vortex location. Following this, the

domain wall continues to propagate with a transverse wall structure.

Further analysis of the out-of-plane Mz magnetisation component reveals the details of

this process as the vortex core structure is shown by the presence of a large out-of-plane

magnetisation component. The time evolution of Mz as a function of position along the

nanowires is shown in figure 9.26 for the three regimes of domain wall motion discussed in

figure 9.25.

At each field a disturbance in Mz corresponding to the domain wall is seen propagating

in the positive x direction. At 16 Oe, the Mz disturbance represents a transverse wall

structure, has a low magnitude and travels at a fast velocity. At 18 Oe, the Mz component

is much greater, representing the large out-of-plane magnetisation component of a vortex

core structure. The slow propagation speed of the vortex core structure shows up as a lower

gradient in the figure. At 24 Oe, a spin wave can clearly be seen radiating from the vortex

nucleation location and travelling in the negative x direction. The remaining transverse

domain wall structure continues to propagate in the positive x direction with the same high

velocity as seen in the 16 Oe case.

Figure 9.26: Time evolution of the Mz magnetisation component as a function of the position
along the axis of a nanowire with 0.8 µm wavelength, 25 nm amplitude and 5 nm thickness. This
behaviour is shown for driving fields at a) 16 Oe, b) 18 Oe and c) 24 Oe. The inserts show a
snapshot of the Mx−y (top) and Mz (bottom) magnetisation components at the 200 ps position and
the position of the linescan is illustrated by the white dashed line.
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These dynamic simulations have revealed that the emission of spin waves occurs during

the transition from vortex core to transverse domain wall structure. This is expected to be

the channel for the dissipation of energy from the system. This energy transfer mechanism

has previously been considered for the transfer of energy to domain walls by the absorp-

tion [3,282,283] and from emission [284] of spin wave energy. This has previously been suggested

as a mechanism for stabilising domain wall dynamics in the limit of ‘huge anisotropies’. [285,286]

However, in this case, the material parameters are still representative of a permalloy structure

and this emission is a result of just low amplitude edge modulation.

With a further increase in applied field, figure 9.24 shows complex behaviour with the

intermittent occurrence of Walker breakdown suppression. This is explained by considering

the energy of the resultant transverse domain wall structure following the emission of the

spin wave energy. For greater fields the remaining energy is not adequately reduced to fully

prevent the transition to a vortex core structure. This has been observed in further dynamic

simulations which are not included here.

The emission of energy in the form of a spin wave from a vortex core structure can be

used as a mechanism to dissipate the build up of domain wall energy. This dissipation allows

a vortex core structure to return to a transverse domain wall and maintain the fast domain

wall motion in the Walker breakdown suppression process.

9.10 Summary

Magnetisation reversal behaviour in nanowires with the inclusion of small amplitude sinu-

soidal edge modulation to both edges has been investigated. This investigation was performed

through both experimental measurements by focussed MOKE magnetometry and through a

detailed series of micromagnetic simulations.

The investigation started by considering the magnetisation behaviour governed by nucle-

ation effects within the modulated nanowires. This showed a gradual reduction in reversal

field to a minimum with the reduction in modulation wavelength, followed by a steeper in-

crease in reversal field for the case of short wavelength modulation. The gradual decrease

in reversal field was explained by an analytic model based upon the torque of a spin follow-

ing the contours of the modulation, at an angle to the magnetic field along the nanowire

axis. This model was fitted to both the experimental and micromagnetic results giving good

235



Chapter 9. Magnetic reversal behaviour in structurally modulated nanowire

agreement and showing the scalability of this analysis for different modulation parameters.

The sharper increase in the reversal field for shorter wavelength modulation originates

from competing anisotropies along the nanowire. This is explained in terms of the localised

shape anisotropy of a series of ellipses which led to the development of regions of orthogonal

magnetisation alignment along the nanowire providing a lower energy spin configuration.

The competition between this effect and the global shape anisotropy of the nanowire gives

rise to a shift of the reversal field towards higher fields.

The propagation behaviour of domain walls in these structures was investigated through

the analysis of the de-pinning field due to the edge modulation. This results in behaviour

at long wavelengths consistent with that expected for an unmodulated nanowire structure.

With a reduction in modulation wavelength the de-pinning field becomes more significant,

particularly for the large amplitude modulation. This effect was also explained due to the

localised shape anisotropy of the lobe regions along the nanowire for which the orthogonal

spin component of a transverse domain wall structure finds a localised energy minimum and

hence experiences stronger pinning.

Domain wall dynamics in these structures were also investigated through further mi-

cromagnetic simulations showing that a suitable choice of edge modulation parameters with

careful matching to the periodicity of magnetic spin structural transformations during Walker

breakdown can be used for the suppression of Walker breakdown. This effect originates from

the periodic energy landscape of the domain wall structure during its propagation along a

nanowire with periodically varying geometry. The modulation opens a channel such that the

build up of domain wall energy is periodically released through the emission of spin waves,

maintaining the fast domain wall motion associated with a transverse domain wall structure.

These improvements in dynamic properties gained by the introduction of modulated edges

are also hindered by the increase in de-pinning field resulting from the modulation. A phase

diagram has shown how the domain wall velocity is affected by both structural wavelength and

applied field. From this the effects of de-pinning field and Walker breakdown suppression

both show how modulation parameters can be optimised to achieve the best compromise

between the two behaviours. This analysis was performed with 5 nm thick nanowires with

an average width of 250 nm and 25 nm amplitude modulation but this is just one example.

Scaling laws demonstrated here are expected to be applicable to other geometries which may

lead to further optimisation of the domain wall dynamics.
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Conclusions and further work

This thesis presents an investigation into the localised control of the magnetic properties in

NiFe/Au bilayer systems through modifications to the structure of the material. Two ap-

proaches have been considered. First, focussed ion beam irradiation leading to interfacial

intermixing, bringing about changes in the magnetic moment of the material. Second, geo-

metrical patterning was used to manipulate the energetic landscape leading to control over

the magnetisation behaviour in nanowires. Both techniques have been combined with well

established techniques for the control of domain walls in nanowires and lead to a greater

understanding of the static and dynamic interactions between domain walls and structuring

of the nanowire.

10.1 Conclusions of this study

Focussed ion beam irradiation induced modifications to the bilayer structure were investi-

gated in chapter 6 through grazing incidence x-ray reflectivity and fluorescence techniques.

These reveal the damaging effects of high dose irradiation to the crystal structure including

sputtering from the sample surface. Additionally the linear increase in the concentration of

implanted Ga+ ions within the near surface region of the material has been characterised.

For low dose Ga+ ion irradiation, intermixing at the interfaces becomes the dominant struc-

tural change, leading to the development of a compositionally graded alloy region. This alloy

region has been characterised in detail through x-ray scattering techniques to determine the

interface width and to differentiate between contributions from topological roughness from

intermixing. Further x-ray fluorescence analysis gives an additional element specific compo-
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sitional description of the modifications to the bilayer structure.

The combination of x-ray reflectivity and fluorescence analysis is not a common method

and these techniques are usually analysed individually. Here, the fitting of a single model

to both techniques was demonstrated; however, current computational packages available for

fitting the data do not support the fitting of a model to multiple datasets with a single set

of parameters. Therefore, a technique was adopted as a compromise, based on the iterative

fitting of the multiple datasets, leading to a refinement of the model describing the structure

of the materials.

The effect of these interfacial structural modifications on the magnetic properties of the

bilayer structures was investigated in chapter 7. At high doses, damage to the structure

lead to a degradation of the magnetic properties, eventually leading to a transition from a

ferromagnetic to paramagnetic state. More interestingly, complex changes show a dramatic

decrease followed by a recovery in the magnetic moment, associated with the development of

the intermixed interface for low dose Ga+ ion irradiation. This gives a new sensitive method

to modify the magnetic properties of a material system that can be tuned through the choice

of the irradiation dose, capping layer material and thickness.

The magnetic behaviour was observed through MOKE measurements which were followed

by SQUID measurements to confirm the behaviour was of magnetic origin. XMCD analysis

showed that orbital quenching occurs in Ni and Fe leading to a reduction in moment at a

dose coincident with the minimum in the magnetic moment. This, along with anisotropic

magnetoresistance measurements suggest changes also arise in the strength of the spin-orbit

coupling due to intermixing in this low dose regime. In addition, the Au atoms are shown to

gain a small magnetic moment at the interface due to polarisation effects. The complex dose

dependent magnetic properties have been attributed to the competition between various

effects including a loss in NiFe moment, a gain in Au moment, the transfer of spin-orbit

coupling from Au to NiFe and the volume expansion of the unit cell due to the inclusion of

defect atoms. These effects vary in significance due to the changes in the local environment

of the atoms at the interface during the intermixing process where the combination of these

effects lead to the observed magnetic behaviour.

The control over the magnetic properties through focussed ion irradiation was applied

to magnetic nanowire systems. Chapter 8 shows how localised regions of modified magnetic

material can affect the behaviour of domain walls as they propagate along the nanowires
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leading to controllable pinning of the domain wall in an irradiated trap. The de-pinning field

of the traps was characterised both experimentally and through micromagnetic simulations

as a function of the irradiation dose and trap width. An increasing dose leads to a linear

increase in the de-pinning field whilst an increase in trap width leads to a rapid increase

in the de-pinning field when the width is comparable to the domain wall width. A further

increase in trap width brings about little additional increase in the de-pinning field from the

trap.

Further investigation into the pinning of domain walls reveals that the geometry of the

irradiated region and the micromagnetic structure of the domain wall can give rise to dif-

ferent de-pinning fields. This gives the ability to select specific domain wall types based on

nanowire design and may prove useful for further exploitation in domain wall based devices.

In addition to their structure, experimental and micromagnetic results both reveal a differ-

ence in pinning associated with the dynamic properties of domain walls in the irradiated

traps. This behaviour is also associated with the modified domain wall structure during its

propagation which ‘feels’ a different pinning strength to a stationary domain wall.

New methods for the control of the behaviour of domain walls in nanowires have also

been explored through the inclusion of small amplitude periodic geometrical modulations to

both edges of a nanowire (see chapter 9). These modulations lead to improvements in the

domain wall dynamics but also give rise to less desirable domain wall pinning behaviour.

This part of the investigation characterised these effects, uncovering a possible route towards

the optimisation of both these effects.

The magnetisation reversal behaviour of nanowires was modified by the inclusion of the

edge modulation giving rise to a nucleation dominated reversal field dependence governed

by the combination of two physical processes. A model, based on the torque on the spins

that follow the contours of the edge modulation of the nanowire with respect to their angle

with an applied field, brings about a Zeeman contribution to the energy barrier for switching.

This model accurately describes the reversal field in the long wavelength limit in both the

experimental and micromagnetic results and is found to be scalable with the modulation

parameters. In the short wavelength limit the reversal field was dominated by an additional

process leading to a sharp rise in the reversal field. This additional process is due to regions of

localised orthogonal shape anisotropy resulting from the geometry of the modulation, which

is most significant in the small wavelength, large amplitude regime. This localised anisotropy
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competes with the global axial shape anisotropy of the wire and leads to a more complex

spin structure that stabilises the magnetisation of the system, leading to an increase in the

reversal field.

The modulation also leads to an increase in the domain wall de-pinning field for transverse

domain wall structures. This is explained by a reduced energy configuration where the

orthogonal spins in a transverse domain wall micromagnetic structure coincide with the

regions of localised orthogonal shape anisotropy along the nanowire. This pinning becomes

most significant with small wavelength, large amplitude modulation and a good agreement

is found between micromagnetic simulations and experimental results with domain walls

injected both with domain wall nucleation pad structure and through localised pulsed field

domain wall injection techniques.

The micromagnetic investigation was extended to consider the dynamic properties of do-

main walls that experience Walker breakdown with strong magnetic fields, where periodic

structural transitions of the domain wall lead to a significant reduction in the time-averaged

domain wall velocity. Matching the wavelength of the structural modulations to the period-

icity of the domain wall structural transitions demonstrates the suppression of the Walker

breakdown. The suppression mechanism has been elucidated and is due to the periodic en-

ergy landscape along the nanowire which shows a strong preference for a transverse domain

wall structure coincident with the expected transition towards a vortex core structure as

part of the Walker breakdown process. This allows a transverse domain wall structure to be

maintained where excess energy associated with the perpendicular magnetisation component

of the vortex structure is dissipated through the emission of spin wave energy.

The careful selection of modulation properties allows for the optimisation of this effect

where the improved domain wall mobility can be achieved over a wide field range. This must

be balanced by minimising the pinning effects that also arise due to the inclusion of the edge

modulation. A phase diagram was presented showing the route towards the optimum of these

properties based on the modulation parameters.

10.2 Further work

This study has demonstrated methods for the control of domain wall behaviour in nanowires

through modifications to both the interfacial and geometrical structuring of the nanowires.
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This has led to novel findings, however, further scientific investigation is still required before

this knowledge can be applied in technological applications. This section highlights some

possible areas of research that could be continued and may lead to further advances in

the fundamental understanding in magnetisation processes or may contribute towards the

development of novel technological devices.

The study of the ion beam induced modifications to the structural and magnetic properties

have focussed on NiFe/Au bilayer structures. A similar effect has been demonstrated in a

Cu capped sample which suggests that further investigation in other layered materials may

be beneficial. This could lead to the discovery of other layered structures that may give a

greater level of control over the magnetisation and may also add to the understanding of the

physical processes taking place.

The changes in magnetic behaviour of these samples has been attributed to changes in the

magnetic moment and the spin-orbit interaction for the atoms at the near interface region.

These provide an explanation for the observed variation in the saturation magnetisation of

the samples which shows the most dramatic changes. For a complete understanding of the

magnetic properties the effect on other magnetic parameters such as the damping or exchange

stiffness also need to be investigated.

The behaviour of domain walls in irradiated nanowires has been compared with micro-

magnetic models that include a region of reduced MS along the nanowire length. These

models show the same trends as those observed in experimental results, however, there are

still obvious discrepancies between the measured and simulated values of the de-pinning of a

domain wall from the irradiated regions. These differences are greater than what can reason-

ably be expected due to the omission of thermal effects from the simulation as experimental

and simulated results from the edge-modulated nanowires are within much closer agreement.

Further insight into changes in the damping or exchange stiffness in these materials may be

a useful inclusion to the model to lead to a much closer agreement between the models and

the experimental results.

Several of the results presented here suggest that the pinning of domain walls shows

a dependence on their dynamic properties where stronger pinning is experienced by slower

moving domain walls. This difference is likely to be of great importance in the development of

domain wall devices and deserves a great deal of further attention. The pulsed field stripline

domain wall injection approach, adopted for the edge modulated nanowire investigation,
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provides a possible route for further experimental investigation into the differences between

static and dynamic pinning. The ability to introduce domain walls at an arbitrary bias field

allows their velocity on arrival at the irradiated region to be controlled. This would then

allow for measurements on the magnetisation in nanowires to determine the de-pinning field

of a domain wall as a function of its incident velocity. The dynamic properties are strongly

influenced by the damping in the material. To accurately model the dynamic properties in

the irradiated regions will require the effect of the damping parameter to be well understood

and to be included in the simulations.

Micromagnetic simulations have been used to extend the understanding of the domain

wall behaviour beyond what has been measured experimentally in this investigation. This

includes simulations of the de-pinning field of domain walls which show a relationship between

the domain wall structure and the geometry of the irradiated region along the nanowire.

Also, the mechanism for the suppression of Walker breakdown through the inclusion of small

amplitude edge modulations has been determined through micromagnetic simulations. An

experimental investigation to confirm these micromagnetic results would be an ideal next

step in to further understand this domain wall behaviour.

Finally, the domain wall motion investigated here has been driven by applied magnetic

fields. This techniques is well suited for laboratory based investigation in test structures, and

has direct applications in sensor technology. However, for other future device applications,

spin transfer torque driven domain wall motion is a more appropriate technique for the ma-

nipulation of domain walls. Further work needs to be performed to verify that the behaviour

demonstrated here can be reproduced with STT driven domain wall motion.

Collectively this thesis reveals novel methods for the manipulation and control of magnetic

domain walls in nanowire structures. This includes significant advances in the understanding

of the interactions between domain walls and nanowire structures which is predicted to be

valuable for both future research and industrial exploitation. The deeper understanding into

the dynamic domain wall processes is particularly relevant and can be directly applied to

the work of many others in the field. Techniques demonstrated here show how domain wall

mobility can be enhanced and how chirality can be preserved through the suppression of

Walker breakdown. These properties are very significant in reaching the harsh demands of

speed and reliability that is highly sought after for novel technological devices.
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