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"I'll make my report as if I told a story, for I was 

told as a childoa.that Truth is a matter of the 

imagination. The soundest fact may fail or prevail in 

the style of its telling ••.• The story is not all mine, 

nor told by me alone. Indeed I am not sure whose story 

it is; you can judge better. But it is all one, and if 

at moments the facts seem to alter with an altered 

voice, why then you can choose the fact you like best; 

yet none of them are false and it is all one story." 

Ursula Le Guin, 'The Left Hand of Darkness' 
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ABSTRACT 

MEMORY FOR STORY-LIKE MATERIAL - I.M.CORNISH 

A series of experiments was performed using the free recall of short 
story-like passages and a variety of analytic techniques to investigate two 
aspects of the mental representation of text: the nature of the encoding, and 
the structural relations among information in memory. 

The verbatim component of recall was the most variable across several 
factors, declined fastest after a moderate interval but was unresponsive to 
the recall accuracy demanded by instructions. It seemed to represent the most 
accurate information rather than any specifically verbatim encoding. 
Qualitative analysis demonstrated that verbatim recall was strongly determined 
by lexical and contextual constraints. Substitutions tended to be higher 
frequency words, supporting semantic decomposition and the loss of finer 
components of meaning. The mental representation appeared to consist of 
information on a number of levels of detail and accuracy, with no evidence for 
discrete propositions. 

The literature indicates two alternative approaches to structural factors 
in discourse comprehension. 'Text-led' theories employ structures peculiar to 
text and stress causal relations as organiting factors. 'Knowledge-led ' 
theories base organisation on the structure of corresponding information in 
semantic memory and predict that thematic relations, whether causal or not, 
will dominate memory. Evidence from clause recall contingencies and simple 
cluster analyses supported the 'knowledge-led' position. The differential 
behaviour of 'narrative' and 'nodal·, apparently organised around verbs 
(activities) and nouns (actors or objects) respectively, was also contistent 
with knowledge-led processing. 

The implications of the results for selective processing during 
comprehension, and for the role of working memory were discuased. An attempt 
was also made to identify possible semantic memory structures which might be 
responsible for organising the episodic representation of information derived 
from text. Though still sketchy, the present framework is consistent with 
several recent lines of research and provides direction for future 
investigation. 
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CHAPTER ONE 

MEMORY REPRESENTATION 

1.1 INTRODUCTION 

The purpose of the work reported here is to investigate the mental 

representation of the information derived from text. Two fundamental and 

interrelated aspects of text representation will be identified for study: the 

nature of the encoding in memory, and the structural relations which organise 

the representation. 

Extended prose (or 'discourse') has a number of features that maku it an 

important topic for cognitive psychology: it represents complex, organised 

information; it is an extended use of language; and it has reasonable 

ecological validity (but see Neisser, 1978). These factors have grown 

increasingly important in memory research over the past decade and a half1 

compare, for example, the contents of volumes edited by Norman (1970) 1 Tulving 

and Donaldson (1972) ~nd Bobrow and Collins <1975), All three focu; on the 

structure and organisation of human memory, but there is a rapid ;hift of 

emphasis during this crucial period towards complex structural descriptions of 

memory itself and towards a reliance on increasingly more extended and 

naturalistic experimental materials. 

Structure is one feature that has dominated cognitive research into 

discourse processing and which distinguishes it from the immense body of 

research with isolated words. It is usually assumed that the large-scale 

structure in discourse is different in kind from that present within isolated 

sentences, and the basis of this structure is a major focus of interest (see 

Chapter 3). Most aspects of discourse comprehension and remembering seem to 

depend on organisational features. Perhaps it is for his failure to describe 

the actual structure of his texts and for proposing only a vague theory of 

memory organisation that Bartlett's (1932) account of story recall had such 

little impact at the time. 

However, describing the superficial structure of a text is not the same au 

identifying which features are of psychological importance. This distinction 

marks psychological research out from the burgeoning area§ of text linguistics 

<Dressler, 1978; De Beaugrande and Dressler, 1981) and discourse analysis 
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(Stubbs, 1983; Brown and Yule, 1983). In order to investigate these features, 

certain restrictions will be placed on the experimental materials used: they 

will be written texts (ie coherent passages intended to be read) rather than 

extracts, or conversation or its transcription, and will be narrative or 

descriptive in content, rather than passages of argument. This material is 

described as 'story-like', These limitations will be justified in Chapter 4. 

This chapter will deal with general issues of memory encoding and 

organisation, leaving special consideration of text until Chapters 2 and 3. 

Chapter 2 will look at those structural features of text from which mental 

organisations might be built, and Chapter 3 will look at morQ global modeli of 

text processing. 

14 



1.2 MEMORY ENCODING 

Verbatim memory 

The simplest theory of memory for discourse might state that only the 

original words are encoded in memory, and it would be wrong. The work of 

Sachs (1967 1 1974) and Jarvella (1970,1971; Jarvella and Herman, 1972l has 

indicated that in listening to discourse, only the wording and syntax of the 

most recent information, lasting for about 7 seconds or one or two clauses, is 

retained in memory. This seems due to the operation of a short-term store or 

input buffer which holds incoming information temporarily until there is 

enough for further (semantic) processing, after which literal or surface 

information is lost (Clark and Clark, 1977; Hitch, 1980). Undoubtedly 

something similar is happening in reading (Kleiman, 1975; Baddeley, 1979; 

Hitch, 1980), and Glanzer, Dorfman and Kaplan (19811 provide added 

confirmation from studies of both listening and reading. 

On this evidence alone, it should be impossible to retain any appr~ciablm 

amount of verbatim (or other surface) information from extended prose, unlesg 

repet~tive (rotel learning strategies were employed. WharQ verbatim recall of 

whole texts does occur, presumably as a result of rote learning, it differB 

fundamentally from ordinary remembering (Rubin, 1977). However, several 

different kinds of surface information from prose material may be retained in 

long-term memory. Physical features, for example, can be remembered some time 

after reading sentences (Kolers and Ostry, 1974) or listening to discourse 

(Fisher and Cuervo, 1983) and can cue the recall of words from a visually 

displayed text (Lovelace and Southall, 1983). 

It is clear that verbatim information may be present in recognition memory 

several minutes after the presentation of sentences (Anderson, 1974l. 

Hayes-Roth and Hayes-Roth (1977) showed that subjects could use verbatim 

information from sentences in a later verification or recognition task, and 

argued for a theory of memory representation that was either word-based or 

that incorporated verbatim ('lexical') information. Anderson and Paulson 

(1977) also found a degree of persistence of verbatim information in long-term 

memory with sentences, claiming consistency with a prepositionally bagmd 

model. Similarly, when subjects were asked to judge whether simple diagramu 

were consistent with earlier descriptions, Mani and Johnnon=Laird (19821 found 

that indeterminate descriptions produced better verbatim memory whereag 

meaning was better recalled from determinate descriptions. 
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Studies of extended discourse too have demonstrated significant long-term 

retention of the original wording of passages (Perfetti and Garson, 1973; 

Garrod and Trabasso, 1973), Thorndyke has confirmed these results, though was 

unable to relate his findings to structural features (Hayes-Roth and 

Thorndyke, 19791 Vekovich and Thorndyke, 1981), Hayes-Roth and Hayes-Roth 

(1977) reanalysed Sach's (1974) data and discovered that verbatim information 

had persisted for considerably longer than she had originally claimed. 

Context and setting are also factors in verbatim recall. In a rare study 

of real-life conversation, Keenan, MacWhinney and Mayhew (1977) 1 found that 

sentences with high 'interactional content', 1m which ware associated with 

considerable pragmatic information, showed good verbatim recognition. Thia 

seemed unrelated to arousal and minimally related to personal involvement 

(MacWhinney, Keenan and Reinke, 1982), but may be restricted to sentences 

which are conventional in phrasing already (Gibbs, 1981). Kintsch and Bates 

(1977) found that verbatim memory for jokes and other information irrelevant 

to the content of a lecture was retained over several days, whereas that for 

lecture content was not. Stevenson (1980) has also failed to demonstrate 

verbatim memory for lecture content. 

While much, perhaps most, of the actual words of discour~a may ba 

forgotten fairly quickly, long-term retention of verbatim information can be 

seen. In social situations it appears that only information connected with 

the interactions among participants is remembered this way, but some results 

suggest that a degree of verbatim information is retained from i5olated 

passages. This may be due to highly accurate memory for meaning, which 

necessarily reconstructs the original wording, or to verbatim recall per se, 

but few studies have yet to tackle this issue. 

Memory for grammar 

The recall or recognition of verbatim information from discourse often 

preserves word-order, thus retaining the original syntax teo. Syntax is also 

'surface' information. Most studies of verbatim memory are therefore just as 

much studies of memory for syntax. The role of grammar in sentence 

comprehension has given rise to a very large body of research since 1960, 

largely due to the discovery of Chomsky's (1957, 1965) work by psychologists 

(eg Miller, Salanter and Pribram, 1960). Two particularly influential ideas 

have been that grammatical rules often correspond to mental processes, and 

that memory representations may reflect syntactic structure. A consideration 

of syntax is probably not essential in understanding the larger scale aspects 
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of discourse processing, ncr to the study of resultant memory structures, 

except where models of memory organisation have incorporated syntactic 

structures (Section 1.3), Among the latter, psychologists have tended to 

prefer 'case grammars' (eg Fillmore, 1968; see also Winograd, 1983) to 

Chomsky's (1965) 'deep structure'. 

Prose research has often investigated the role of different parts of 

speech in memory, particularly adjectives, verbs and nouns, and there may be 

some connection between them and structural features of text. Gcmulicki 

(1956) observed how adjectives began to be omitted before verbs and nouns as 

passages for recall became longer. King and Cofer (1960) claimed, on 

uncertain experimental evidence, that the ratio of adjectives to verbs within 

a passage had an 'ideal' value which recall tended to preserve. Adjectives 

attached to grammatical subjects are better recalled than those attached to 

objects (Ehri and Muzio, 1974!, and are less well rem@mbered than nouns 

(Morris and Reid, 1972), Finally, Wearing (1973) found that verbs giVQ lower 

verbatim recall than nouns. 

The grammatical role of words in discourse does at least partly determine 

how well they are remembered, though no overall pattern emerges except for the 

poor recollection of adjectives, perhaps a product of their lower structural 

importance. Support for this idea comes from a study by Loosen (1981) who 

found that subjective judgements of the importance of words in sentences 

correlated highly with their probability of recall. The subjects of verbs 

were judged most important, and among content words adjectives were rated the 

least important. 

Propositions 

Propositions are "the smallest units of meaning that assert things about 

the world that might reasonably be judged true or false" (Anderson, 1981: 

1241. According to Rumelhart and Normah (1975: 44lD "propositions expresg 

facts about concepts, objects, activities, and the relationships of thQse 

three". Typical propositions are single noun-predicate relations. Thig idea 

of a proposition has formed the basis of many theories of how information from 

sentences is represented in memory (Clark and Clark, 1977; Anderson, 1980) and 

of memory models mere generally. Prepositions have inevitably been assum~d to 

be the structural unit in discourse comprehension too (eg Kintsch, 1974; 

Thorndyke, 1975al though defining them has raised problems: 

1. A few authors have defined propositions more loosely, to give a unit that 
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may be larger and more like a clause1 for example, Thorndyke (1975al and 

Franks, Plybon and Auble (1982). 

2. Propositions are usually defined a priori and have rarely been subject to 

detailed empirical test; Kintsch <19761 91) in fact has described them as 

a "tool for the investigation of prose memory", 

3. Propositional descriptions of discourse have difficulty in expressing 

global, general or 'Gestalt' information. 

These issues will be discussed further in Section 1.3 and Chapter 3. 

One important feature of propositions is that they are abstract, semantic 

units of a rather formal nature, whereas long-term memory appears to contain 

additional kinds of information. As noted already, Anderson and Paulson 

(1977) and Hayes-Roth and Hayes-Roth (1977l have argued that some 

non-propositional, specifically verbatim, information must be contained in the 

memory representation derived from discourse. Mani and Johnson-Laird (1982l 

also suggested a separation of verbatim and semantic information in memory and 

ascribed them to propositional and 'mental model' types of encoding 

respectively, the latter being constructed from the former. The curious point 

here is that they explain verbatim rather than semantic information in terms 

of prepositions. 

Despite the attention paid to prepositions as a unit of information 

precessing, most of the evidence for their validity originates in experiments 

with isolated sentences or restricted conceptions of text (see next chapter). 

For example, Franks, Plybon and Auble (1982) investigated the recognition of 

auditorily presented sentences overlain by white noise, using various 

combinations of words in the test and acquisition items. They concluded that 

the unit in memory wam the proposition (actually, simple clauaesl 1 rather than 

the concept (content words) or larger organisations of information, This 

agreed with work by Ratcliff and McKeon (1978) using semantic priming. It is 

reasonable to suppose that experiments with more complex and realistic 

materials than those used by Franks et al. might reveal larger units of 

processing more easily. Anderson (1981) reviewed the literature on the 

validity of concepts, prepositions and schemata as 'cognitive units' and 

concluded that the preposition was reasonably well established, but that the 

evidence for the reality of schemata, though strongly suggestive. was not yet 

so clear. 

18 



1.3 MEMORY ORGANISATION 

Network models 

Over the past decade or so a number of complex theories of the structure 

of long-term memory have been proposed which share many basic features. 

Collectively they may be described as 'network' or 'neo-as$ociationist' and as 

'models' rather than theories. They are models because their primary concerns 

are describing a large number of memory phenomena and forming the basis for 

computer simulations, rather than the rigorous empirical testing of specific 

predictions against those of alternative theories. In consequence, they have 

tended to evolve by the continuous modification and the ad hoc accretion of 

ideas derived from a wide range of research. Network models are, in fact, an 

example of what Miller (1978) has called 'theory development' as opposed to 

the alternative, mere traditional 'theory demonstration' approach. 

In the early and mid- 1970's four network models became particularly 

influential: 

1. The 'LNR' Group model: Rumelhart, Lindsay and Norman (19721 1 Norman and 

Rumelhart (1975), Norman and Rumelhart (1981>. 

2. 'HAM' ('Human Associative Memory'): Bower (1972) 1 Anderson and Bower 

(1973, 1980), 

3. Kintsch's model: Kintsch (1972, 1974>, Kintsch and van Dijk (1978), 

4, Andersen's 'ACT' system (fer 'Adaptive Control of Thought'): Anderson 

(1976, 1983). 

All these models include a long-term memory representation consisting of 

interconnected propositions and structured according to ideas taken from work 

on semantic memory (eg Collins and Quillian, 1969) and linguistics (eg 

Chomsky, 1957J Fillmore, 1968), To this have been added other features such 

as control processes, routines fer matching and acquiring new information, 

'spreading activation', and memory buffers. Anderson's ACT model also 

introduces a distinction between 'declarative' and 'procedural' knowledge, 

being factual memory and a set of skils and routines respectively. 

From a strictly empirical standpoint, the network models have been less 

than satisfactory. Inevitably, the boundary between developing such a theory 

to cover known results and testing it against fresh data has often been 

disconcertingly hazy. Experimentally, the LNR group have favoured factual 
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questions while Bower and Anderson have 

Only Kintsch's approach, discussed 

mostly preferred sentence recall. 

in Chapter 3, has been developod 

specifically for discourse. The others would claim to be applicable to 

discourse or text because of their scope, but their broad, eclectic nature and 

avoidance of rigorous testing makes them less than useful for present 

purposes. 

Evaluation of network models 

A detailed evaluation of network models is net justified here <see 

Andersen, 1976, for a review), but some findings which contradict their basic 

assumptions are of interest. The models' general similarities mean that 

criticisms of one may often be taken to apply to the ethers. Two major issues 

are1 

1. Whether the components of a sentence (or picture) are encoded as 

all-cr-none units or as linked but separable components, and whether there 

are higher order units of encoding tee. 

2. Whether non-semantic <verbatim or spatial) information is also present in 

the memory representation. 

Of these, (2) has already been covered in the discussion of verbatim recall, 

while (1) comprises two variations on the idea of Gestalt wholes or schemata. 

One of the assumptions of the early network models, in particular HAM, was 

that prepositions were encoded as an interconnected set of concepts and each 

concept was potentially an independent unit in recognition or recall. 

Numerous attacks were made on this position. 

Jones (1974 1 1976, 1978) modified an experiment on cueing effectiveness 

from Anderson and Bower <1973), His results supported a 'fragmentation 

hypothesis' in which an item was coded in memory as a "unitary and symmetric 

[in cueing termsJ combination of a particular subset of the item's attributes" 

(Jones, 1974: Section 11 4). Such 'fragments' behaved in an all-or-none 

fashion, not as a collection of separable concepts, and did not always 

correspond to an objective description of the stimulus, whereas network models 

tend to assume that they do. Jones claimed that his theory accounted for 

Anderson and Bower's results better than HAM did. Anderson and Bower (1980c 

236-71 accepted that Jones' theory "does better than the original HAM model", 

and admitted that HAM had encoding problems, but they were unhappy about 

aspects of Jones' theory. Ross and Bower (19811 compared a 'fragmentation' 

model with two other associative theories on the recognition of sets of weakly 
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related words. The fragmentation model came out worst. N~ither of th2 

alternatives did particularly well, though Ross lnd Bower favoured a 'schema' 

approach which included higher order units of encoding. 

Other research has suggested that memory works in torm§ of eod~s largor 

than the constitue~t concepts of propo~itionm. Andmrgon and Bowrnr (1972) 

compared the predictions of an early version of HAM againot tho§e of a 

'Gestalt theory' for the recall of pairs of sentenceg having a common 

grammatical subject. According to Anderson and Bower (1973: 340), th~ 'main 

experiment' of that paper confirmed the associationist position (concept ag 

unit), In fact, the 1972 paper reported several experiment§ of which two were 

incidental learning tasks (arguably more realistic and less likely to induce 

rote memorisation). In both of these the Gestalt position was supported, 

although in one the pattern of results "salvaged" the associationigt position, 

as the authors put it at the time. Foss and Harwood (1975) confirmed a 

Gestalt position in ~we similar experiments, claiming that their findings were 

inconsistent with an~ associationist mod~l. 

In a more recent study using sentences, Goetz, Anderson and Schallert 

(1981) also found support for a Gestalt position and showed that the 

proposition is the unit in sentence recall, regardless of the semantic 

relatedness existing between propositiong in th~ ~ame aentgneQ 1 ie that there 

were no cognitive units either smaller or larg~r than tho propooition. 

Nevertheless, while the reality of the proposition a§ tho basic unit in 

sentence memory seems well established 9 the exist~nce of largor unitg is 

difficult or impossible to assess unless considerably more complex material io 

employed. 
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1. 4 CONCLUSIONS 

Repr ese.nta t ion 

The encoding ~nd organisation of information in mQmory are inseparable 

issues. The proposition appears to be a cognitiv~ unit in this organi5ation 1 

but under a restricted set of circumstances! memory (usually recognition) for 

sentences over short. time intervals. This leaves open tho question of how 

propositions themselves are structured or encoded, and several different 

functional units may become evident under more complex or realistic 

conditions. In particular, the gradual loss of semantic information ig not 

adequately explained by discret~ propositiong 1 and mat~rial varying in 

complexity from quartets of distantly rolat~d words to pair» of ovorlapping 

sentences hardly provides an opportunity for high~r lev~l or Qlobal 

representations to emerge. Perhaps it is becaus~ ~o many uncQrtaintiee remain 

about encoding that the precise nature of the associations or structures in 

memory have been left relatively unexplored. 

The status of verbatim information remains ambiguous too. Hayes~Roth and 

Hayes-Roth (1977) proposed an associative model in which words, rather than 

concepts per se, were the components of propositions. Such a theory would 

probably have difficulty explaining th~ different rates of loss of v~rbatim 

and semantic informat~on: the simplest requirement would be a second, deeper, 

more general level of semantic representation, as suggested by Mani and 

Johnson-Laird (1982). These authors claimed that propositions contain 

sufficiently accurate information to allow the r~construction of verbatim 

information, and this ~ay be equivalent to a 'word-based' model (cf Anderson 

and Paulson, 1977). 

Unfortunately, most psychologists have not appreciated th~ difference 

between verbatim recall from a verbatim r~pr~sentation, and v~rbatim recall 

from a highly accurate semantic repres~ntation which permits no alternative 

lexical expression. Clearly the existence of verbatim information in the 

long-term mmory repr~sentation of text is a fundamental iG5ue, becauge its 

implications for the n~ture and behaviour of propositionu. If th~re is no 

independent verbatim ~level of representation, verbatim information ~t ricall 

can only have been produced by a detailed semantic representation, so that 

studying such recall should tell us about propositions themselves. It is 

interesting to note that Anderson's latest vereion of ACT <Anderson, 1983) 

contains thr~e quite different 'representational types': 'temporal strings' 



(which might include words), 'spatial images', and 'abstract propositions', 

from which other cognitive units may be constructed. 

It might be expected that research using text would ~how up deepar levels 

of representation (higher order codes). Any residual verbatim recall in theoe 

circumstances might ~e a better argument for an ind~pend®nt v~rbatim l~v~l of 

representation. Th~ evidence for higher ord~r codeg in m@mory for diocouroQ 

will be reviewed in Chapter 3, although it is worth noting that Anderson 

(1981l concluded th~t propositions and schemata (much larger organisationg of 

information) were probably only quantitatively different. This does net help 

in defining either, and whether the 'proposition' used as an analytic unit by 

experimenters corresponds exactly to the 'proposition' u5ed a9 a cognitive 

unit by subjects must remain an open question because investigations of the 

latter have usually made prior assumptions about the former. 

Processing strategie~ 

One difficulty with using discourse instead of sentences is that its more 

extensive and more varied structure might provide greater scope for variations 

in subjects' proce!sing strategies, as have already been obsorved. For 

example, Anderson and Bower (1973: 224-234) pr~Bented oubjocto with a mixturo 

of active and passive sentences, as either a coherent gtory or a Jumbled 

passage. Subjects given the story, while remembering more, WGro actually 

poorer at recognising whether sentences had initially been activ~ or passive, 

a possible effect of differ~nt proces~ing 5trategi~s (nQo also Loftus and 

Loftus, 1976: 113), Similarly, Mayer and Cook (1981) found that subjects 

asked to shadow a pas?age remembered as many facts as those simply listening 

to it, but had higher verbatim recognition scores. The obvious interpretation 

is that two distinct processing strategies are in operation, reminiucent of 

Craik and Lockhart's (1972l distinction between maintenancg and elaborative 

rehearsal. This is much like the explanation that Mani and Johnson-Laird 

(1982) give for their findings. It follows that any experiment on memory for 

discourse must attemp~ to control subjects' acquisition proce5ses. 



CHAPTER TWO 

COMPONENTS OF TEXT STRUCTUR~ 

2.1 INTRODUCTION 

Text has structure, and some structural features have more pgychological 

importance than others. Recent work on structural models of discourse 

comprehension and representation has somewhat overshadowed research on the 

specific components of structure, but there is value in considering such 

features in isolation because of their implications for the models reviewed in 

Chapter 3. In particular, it is perhaps premature to construct large-scale 

models for text processing when so much uncertainty surrounds the components 

from which the models are constructed. 
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2.2 THEME AND TOPIC 

Introduction 

In Hirst's (1981: 51) definition, "the THEME or TOPIC of a discourse is 

the main entity or concept that the discourse is ABOUT the subject central 

to the ideas expressed in the text". In practice the theme of a passage is 

embodied in the repetition of an aspect of content (ie 'topic') or the 

continued discussion of points related to that content. The importance of 

theme or topic in discourse structure has been repeatedly stress~d by both 

linguists and psychologists, and a great deal of research with sentences and 

text has confirmed that it is a major determinant in remembering and 

comprehending prose. There are three likely reasons for this• 

1. Structural: thematic relations link propositions or sentences and help to 

organise discourse. 

2. Processingu during comprehension, subjects pick out the 'topic' of a 

passage and attend to subsequent information according to its relevance to 

this topic. 

3. Pragmatic: in ordinary conversation it is topic or theme that participants 

are interested in learning about or which the situation constrainm them to 

discuss. 

The linguist Halliday (1970: 160-161) stressed the importance of thematic 

structure in language when he wrote: 

"The basic unit of language in use is not a word or a sentence but a 

'text'; and the textual component in language is .•• to use language that is 

relevant to the context. The clause ••• has ••• what is known as 'thematic' 

structure." 

Theme (as opposed to 'rheme'l was defined by Halliday as the first part of a 

clause, a narrow, technical sense, referring to the topic of a single clause 

or sentence; but this meaning is closely linked to 'topic' and 'theme' used 

mor~ broadly (see Brown and Yule, 1983), 

Ordinary conversation depends upon thematic structure. Schank (1977) 

explored the structure of conversation, and found that his analyses were 

dominated by rules for handling topics and topic-shifts, admittedly on a local 

level. Mastery of these rules, he considered, was essential for taking part 

in any sort of conversation. This problem of conversational coherency has 
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been approached on a more global level by Reichman (1978), who substituted 

'context spaces' and their constituents for 'topics', 

Sentences and theme 

Perfetti and Goldman (1973, 1974) took sentences in which the subjects and 

objects would, in isolation, have been equally good retrieval cues, and placed 

them at the ends of paragraphs. When the grammatical subject was also the 

thematic subject of the paragraph, equal cueing powers of subject and object 

persisted, but when the object became the thematic subject, it was a better 

cue than the grammatical subject. One interpretation of this finding is that, 

in the absence of indications to the contrary, the grammatical subject of a 

sentence is assumed to be the thematic one too, (cf Halliday, 1970). Loosen 

(1981) found that the best recalled word in a sentence was its subject and 

that judgements of the importance of words in a sentence agreed very well with 

their recallability. 

Sasson <1971) compared the relative effectiveness of different ways of 

organising sentences in a factual (historical) passage on subjecta' recall. 

He found that thematic organisation (repetition or continuation of topic) was 

best, and temporal organisation worst, as an aid to learning. Other workers 

have encountered contradictory results in the recall of information from 

passages organised by names (corresponding to topics) or by attributes. Di 

Vesta, Schultz and Dangel (1973) found that concept name organisation was 

better; Myers, Pezdek and Coulson (1972, 173) found attribute organisation 

superior, and Frase (1973) concluded that they were equally effective. It 

should be noted, however, that these three studies, unlike Sasson's, employed 

very list-like passages, composed of sentences that were little more than 

name-attribute pairings. 

Several studies have looked at the recall of target sentences within a 

passage. For example, Bruning (1970) varied the context provided for 

sentences by the rest of the passage! both relevance and organisation (ie 

whether scrambled) aided the recall of test sentences. In contradiction to 

this, Frase and Kreitzberg (1975) found that prior presentation of the first 

few Nords of a sentence facilitated its recall from text, whereas prior 

presentation of its topic did not. This paradoxical result might be explained 

by the instructions the authors used (eg "learn the information in all of the 

sentences ••• ") which could easily have biased subjects towards surfaee 

processing or rote learning. 

2G 



Text and theme 

More direct evidence for the importance of thematic identification on text 

processing comes from an experiment by Kieras (1980) in which subjects had to 

say what they thought was the main idea of a passage in which a sentence 

expressing the main idea came either at the beginning or in the middle. 

Subjects' stated themes were more accurate for the former. Kieras (1981b) 

claimed that marking out certain items in a passage as 'topic' &nd 'nontopic' 

did not affect how much information was stored in memory, but suggested that 

"topic marking is an aspect of the passage that the subject stores mor~ or 

less independently of the propositions retained". This is reminiscent of 

Bartlett's (1932: 206-207) use of the term 'attitude', a "general impression 

of the whole" which a subject recalls first, subsequent recall being "a 

construction, made largely on a basis of this attitude", 

Consistent with the idea that recall· can use thematic information is an 

unusual study by Neisser and Hupcey (1975), They relied on subjects' everyday 

encounters with Sherlock Holmes stories and found that subjects identified the 

source and context for sentences most accurately when the sentences were 

closely related to a story's theme. Effectively altering the theme of a 

passage after presentation can alter recall too, as demonstrated by Anderson 

and Pichert (1978), Here, an ambiguous passage was presented to subjects 

under one of two 'perspectives', and after ordinary recall it was found that 

additional information could be remembered when subjects were asked to attempt 

recall again under the alternative perspective. Flammer and Tauber (1982) 

performed an adaptation of this experiment and showed that, for optimum 

recall, the recall perspective must be consistent with the reading 

perspective. Clearly, the theme subjects assume at recall can affect how 

memory is accessed. 

Supplying themes 

One way of varying the topic relations among the sentences of a passage is 

by providing subjects with a prior orientation or expectation about the theme 

of the passage. This can take the form of titles, pictures or summary 

information. All can aid or bias memory and comprehension. Bartlett (1932), 

in fact, had found that subjects persistently labelled both pictures and prose 

for themselves as part of the process of comprehension. Curiously, he was 

rather dismissive of the effects of supplied titles on memory. 

Hall (1950) was one of the first to show that the presence or absence of a 
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(supplied) title strongly affected the direction and amount of recall from 

narratives. Dooling and Lachman (1971) gave their subjects a particularly 

difficult and ambiguous passage, and discovered that recall and recognition 

were greatly aided by an explanatory title. This study was replicated by 

Bransford and Johnson (1973) who noted that an irrelevant title had a slightly 

depressing effect on recall. Further confirmation was supplied by Schwarz and 

Flammer (1981) who found that a 'thematic' title aided the recall of well 

structured texts; the recall of unstructured passages was enhanced, but only 

if subjects were allowed enough time to read them. 

Pictures can operate like titles. For example, Bransford and Johnson 

(1972, 1973) found that an explanatory picture facilitated memory for a highly 

ambiguous passage much like a title. One major criticism of their work is its 

dependence on extreme and highly contrived situations, but at least they 

demonstrated that the phenomena 'worked', Unfortunately, this is not always 

the case, as Vernon (1951) showed in classroom situations where illustrative 

graphs actually hindered the recall of accompanying passages of argument. 

The effect of preliminary information on learning from discourse has been 

intensively researched over the years, especially from an educational 

viewpoint. The most influential approach has been the 'advance organiser' 

concept of Ausubel (1960). An advance organiser is a piece of prior 

information (typically a summary of main points) about a prose passage which 

"must provide or locate the meaningful context" and "encourage the learner to 

use that context during learning" <Mayer, 1982: 62l. However, Ausubel 's 

'subsumption' theory from which the concept of an advance organiser derives 

Ceg Ausubel, 1963) is couched in such ambiguous and tortuous terms that it can 

provide no detail about the structural properties of text, the mechanisms 

underlying discourse processing or the resultant memory structures. 

Experimental tests of advance organisers have encountered problems too Ceg 

Ausubel, Stager and Gaite, 1968; Wulf, 1974). Clawson and Barnes C197Sl 

highlighted the main difficulty, which seems to be trying to define what an 

'advance organiser' actually is, and Hiller C1974l suggested that th@ 

objectives supplied by an organiser often conflicted with those implicit in 

the passage itself. Mayer (1979 1 1982) in otherwise positive reviews of 

research in this area, has admitted that definition is still a major problem. 

This probably arises from the nature of Ausubel 's 'theory' which is oriented 

more towards practical application than underlying cognitive processes. Reder 

and Anderson <1980), investigating the effect of summaries (albeit long ones) 

outside Ausubel 's framework, actually found that students learnt the main 



points of a text better from the summary alone than from the original text. 

This benefit was later ascribed to both spaced practice and the absence of 

distracting detail (Reder and Anderson, 1982), 

The lesson from these experiments is that, de;pit~ it; importance to 

comprehension, subjects normally have some difficulty abstracting the theme or 

main topics from discourse; under normal circumstances, therefore, giving any 

kind of thematic information in advance is likely, but not certain, to enhance 

recall. 

Conclusions 

Thematic information and relations are important determinants of how 

people comprehend and remember both isolated sentences and text. Extracting 

the theme of a passage is not always easy, and it appears that forewarning 

subjects of the theme of a passage enhances memory for the information in that 

passage, whether the forewarning takes the shape of a title, a summary or a 

picture. Research has explored some of the limits of this phenomenon, but it 

is probable that adequate explanations could be offered from several different 

theoretical perspectives. Theme also seems to be effective as an aid to 

remembering at the time of recall. 

It has been widely assumed that ascertaining the topic or theme of a 

passage, and employing this to interpret or attend to the information within 

it, is a fundamental part of discourse comprehension. For Bxample, a recent 

study of recognition memory for important and peripheral information in 

skimming newspaper stories, has indicated that subjects are able to attend 

selectively to information only at the level of semantic processing, and that 

attention at this level is governed by the theme of the passage (Masson, 

1982). The problem of how people resolve references in discourse is closely 

related to the comprehension of theme, since thematic relations on a local 

level are typically mediated by anaphors (see below). One illustration of 

this is Tyler's (1983) discovery that thematic structure played an important 

role in children's resolution of references within text, especially of younger 

children. 

There are two separate issues in the structural role played by thematic 

information: 

1. The importance of (local) thematic or topical relations in the formation 

of structures. 



2. The existence of 'high level' thematic codes in the memory representation 

of discourse, perhaps having a controlling function during processing. 

Both have implications for the mechanisms underlying discourse processing. 

For the time being, however, it is to other aspects of discourse structure and 

to more global descriptions of discourse (some of which incorporate processing 

components) that attention must be turned. 
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2.3 OTHER STRUCTURAL FEATURES 

Temporal relations 

Temporal relations among the elements o~ prose passages have seldom been 

an object of enquiry in themselves. Temporal relations ~orm part of narrative 

structure, but they have usually been con~ounded with causal ones. Causal 

relations produce better remembering than temporal ones in the same passage, 

measured by the amount and organisation o~ recall <Mandler and Johnson, 1977). 

When temporal relations are the main structuring principle in a factual 

passage, recall is much poorer than when organisation is along thematic lines 

(Sasson, 1971), What evidence there is suggests therefore that temporal 

relations per se have at best a weak determining role in discourse processing. 

It might be argued that the 'temporal' relations studied with prose 

material are really just sequential relations and are unconnected with 

temporal relations as they enter memory for everyday experiences. It appears, 

however, that even in everyday remembering people do not use or remember a 

purely temporal framework• a few key events are dated accurately, and the 

times of others are calculated by reference to these anchor points or 

'landmarks' (Loftus and Marburger, 1983), In normal prose there are ~ar fewer 

opportunities for this relative dating to occur, and it would almost always be 

confounded with other factors. In addition, subjects' temporal codings are 

likely to be very different with discourse, since there has been no actual 

experience of the time periods involved. It is reasonable to suppose that 

temporal relations in prose do not give rise to genuine temporal codes, and 

subjects probably treat temporally organised information as little more than a 

list. 

Causal relations 

Causal relations within discourse can take many forms. Actions, changes 

of state, events and other outcomes may be said to be caused by goals, states 

or actions and so forth <Trabasso, Stein and Johnson, 1981). Many models o~ 

discourse structure and comprehension have stressed the importance of the 

'episode', which is basically a goal-action-outcome sequence (eg Thorndyke, 

1975a; Schank and Abelson, 1977; Kintsch and van Dijk, 1978) 1 though some have 

described episodes in more complex terms (eg Mandler and Johnson, 1977). 

Episodes may therefore be described as causal chains. 

Schank (1975) proposed that both text and human memory are organised 
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around causal chains, and Rumelhart (1975) suggested that Schank's chains 

might represent a stage in discourse processing immediately prior to that 

addressed by his own story grammar. Causal chains alone produce linear 

organisations, and though all discourse is superficially linear, evidence that 

the memory representation derived from text contains higher order unit! and 

hierarchical groupings seems incontrovertible <see Chapter 3). A causal chain 

analysis can only be a preliminary one. 

Sentner <1976) compared a causally-based story grammar <containing 

hierarchical features) with a structure based on the serial ordering of 

elements within a passage, in analysing subjects' recall. The serial 

structure was the most effective predictor of immediate recall, but the story 

grammar became dominant later; if this is interpreted as the selective loss of 

more superficial information, then Rumelhart's contention is borne out. 

Interestingly, Sentner's story grammar probably includes a higher degree of 

sequentiality than Rumelhart's, According to Kemper (1982), there are only 

four permissible causal connections in prose, constituting an 'event chain 

taxonomy': other apparent causal connections need infer~nces to make sense. 

Her subjects were quite capable of making these inferences, but their 

behaviour too indicated an awareness of hierarchical and episode structures 

which lay outside the taxonomy. Inferences about the consequences of an 

action can also be drawn, during the actual reading of t~xt (SingQr and 

Ferreira, 1983), 

There is direct evidence that causal links per se enhance memory <Mandler 

and Johnson, 1977), Black and Bern (1981) noted that most models of narrative 

memory posit memory structures that contain episodes as components. They 

demonstrated that recall from an episode was affected by the episode's length 

but not by the length of adjacent episodes, and concluded that episodes formed 

discrete units ('chunks') in memory. This was confirmed by Haberlandt, Berian 

and Sandson (1980), Haberlandt et al. also claimed that encoding time was 

greatest for the episode constituents at the boundaries between episodos, 

explaining their result by the cognitive load produced when subjects switch 

from one episode to another. Sraesser, Hoffman and Clark (1980) also 

investigated the structural factors within text and their contribution to the 

varying cognitive load during reading. They found that subjects seemed to 

devote more processing effort to relations among sentences ('macrostructur@') 

than to relations within sentences ('microstructure') and that the two lev~ls 

of processing could be separated out by appropriate experimental 

manipulations. 



Not all the components of causal sequences have equal status <Haberlandt 

et al., 1980). Bower (1982) reported that his subjects judged the goals 

pursued by the protagonists in a story to be the most important episode 

constituents and found that rated importance correlated with recall. The 

problems created by stories containing two or more correlated or interacting 

goals have been explored by Wilensky (1978al, and Bruce and Newman (1978), 

Causal relationships may therefore give rise to quite complex structures. 

Logical relations 

Logical relations, set-theoretic or syllogistic ones for example, have 

rarely been studied in discourse comprehension, though causal relations and 

inferences might be said to involve logical operations. Dawes (1966) assessed 

subjects' recognition and recall for the reproduction of ne~ted and 

disjunctive relations present in the original passages. Memory for set 

relations was quite poor, but relations of this kind are probably a minor 

aspect of discourse structure. 

It might be thought that passages of argument would feature logical 

relations more prominently than other types of material. Bartlett (1932) was 

surprised to find that such passages were very poorly remembered, even by 

highly educated subjects, despite the high degree of structure present in 

them. One of the few recent studies of memory for passages consisting solely 

of argument was conducted by Marcus (1982). She found that hypothetical 

assumptions necessarily made during the course of an argument were less well 

recalled than facts, and that facts arising out of an argument were less well 

recalled than those with which it began. Marcus interpreted her results in 

terms of a model for argument proposed by Johnson-Laird (1975) 1 though this 

seems to have little utility for our present needs. 

Anaphora 

Discourse comprehension often requires people to interpret references to 

information elsewhere. Reference may be made to information outside the 

discourse, in which case it does not constitute a structural feature. For 

example, Clark, Schreuder and Buttrick (1983l studied the resolution of 

ambiguous demonstrative reference, which was only explicable in terms of 

considerable common knowledge between the persons interacting. Internal 

('endophoric'l references do lend structure, however, and have been 

extensively studied (eg Clancy, 1980; Clark and Marshall, 1981) and processing 

accounts offered <Kieras, 1977; Sanford and Garrod, 1982). 



One particularly important type of reference in dis~ourao is anaphora 1 

which has a central role in text structure or 'cohesion' (Halliday and Hasan, 

1976; Hirst, 1981). Anaphors help mediate other structural relationg, 

particularly thematic ones, and theme is an important factor in their 

interpretation (or 'resolution'), Hirst linked anaphor resolution closely to 

the theme of a piece of discourse and to its current 'focus' (those preceding 

items which can still be referred to at a given point in a textl. Focus is 

related to what is held in consciousness, ie it involves some sort of working 

memory. Lexical, pragmatic and thematic factors are all involved in anaphor 

comprehension (Tyler, 1983), 

The overall effect of anaphoric relations on text comprehension can be 

readily demonstrated. Referential continuity (the sharing of a referent by 

adjacent sentences) considerably aids memory for brief descriptions of spatial 

layouts (Ehrlich and Johnson-Laird, 1982). Garnham, Oakhill and Johnson-Laird 

(1982) found that replacing anaphoric pronouns by their referents partly 

counteracted the memory decrement arising from structural disruption of 

passages, which would destroy most anaphoric relations. 

Many recent investigations of anaphora have focused on how antecedent 

information is activated in memory, usually assessed by semantic priming 

effects in word recognition. For example, McKeon and Ratcliff (1980) 

discovered that anaphors activate the whole of the proposition containing 

their referent and claimed that the referent and the anaphoric proposition 

were connected in the memory representation. However, it appears that only 

the referent remains activated while the rest of the sentence is read !Dell, 

McKeon and Ratcliff, 1983), Corbett and Chang (1983) found that in 

disambiguating pronouns having two possible referents, subjects accessed both 

referents in memory, ie they did not rely on what could be inferred from 

context. This seems to diminish the role of theme, but may be a function of 

the test situation. 

The given-new distinction and bridging 

Another type of reference is involved in the distinction between 'given' 

and 'new' information, originally proposed by Halliday and introduced to 

psychology by Haviland and Clark (1974). They argue that sentences contain 

both old (given) and new information and that thm position of an itQm 

indicates which kind it is. Typically, the old information comes first, but 

the order can be modified. This 'agreement' between listener and speaker, to 

provide both kinds of information in a sentence and to signal them 
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accordingly, has been called the 'given-new contract' (Clark and Haviland, 

1977!. The identification of new with antecedent given information is not 

always direct, however, and may require extra information, not present in the 

passage. This additional information is provided by the subjects' making 

'bridging inferences', 

Sanford and Garrod (1981) have reviewed the possible mechanisms underlying 

the identification of given and new information. Cues such as articles which 

signal whether items in a sentence are old or new actually affect the 

processing of individual words (Irwin, Bock and Stanovich, 1982). 

Constructing bridging inferences also takes time and slows the rate at which 

information can be comprehended (Haviland and Clark, 1974!. Vande Kepple 

(1982) investigated the validity of the given-new distinction with complete 

texts (previous research had been biased towards sentenceg), 'Topically 

linked' passages, in which the topics or themes of each sentence were all 

closely related to each other in various ways, were better remembered and more 

easily understood than non-topically linked passages, which tended to confound 

the given-new principle. Vande Kepple claimed that subjects added new 

information to the node in memory already occupied by the given information. 

Other work on inferences and their memorial consequences implies that bridging 

inferences might be incorporated into memory in a similar fashion (Bransford, 

Barclay and Franks, 1972; Johnson, Bransford and Solomon, 1973), 

Summary 

A variety of essentially non-thematic relations among the elements of 

passages may be described, not all of which are used in the comprehen5ion or 

representation of information from discourse. Temporal relations in 

particular appear to be psychologically unimportant. Logical relations have 

been poorly investigated, and while they may be of some significance, it is 

doubtful whether they play a major role in discourse structure. Causal 

relations take many forms, have been widely studied, and are important 

psychologically, though this has probably been overestimated by the 

preponderance of narratives among experimental materials. They are frequently 

confounded or mixed with relations of other types. 

Anaphoric relations, and the structures formed by given-new relations, 

fall into a different category. Although in a sense 'thematic', they operate 

on a somewhat 'lower' level than other structural relations and are probably 

responsible for mediating them. Anaphors and given-new relations are best 

regarded as properties of texts affecting the detailed processes of 
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comprehension: the 

their resolution. 

here. 

long-term memory representation seems to be formed after 

Such relations will not therefore be a topic of enquiry 
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2.4 CONCLUSIONS 

Structural propetties of text exist on many different levels of analy~is. 

Thematic relations, for example, can be found as anaphors or as global 

properties of discours2: the former are primarily a feature of the text 

itself, the latter ·are constructions by individuals. For the present 

investigation of the relationship between text structure and memory 

representation, thematic and causal properties are the most important. Each 

brings its own method~logical difficulties: thematic relations are not always 

well defined and can exist on very different levels; causal relations (and 

episodes based on the~l may be confounded with other properties of discourse, 

and have too often been studied using simplified narrative material in which 

other relations are al~ost eliminated. 

Research has only· begun to tackle the complex interrelations formed by 

causal (ie episode or goal-oriented) structures, though they have dominated 

many of the models 9f text comprehension which are described in the next 

chapter. It is probabl~ that the interests of these models and the restricted 

experimental materials used in discourse research have caused the importance 

of causal relations to be over-emphasised. This is particularly unfortunate 

because thematic relations, which are also important in text comprehension, 

can subsume causal ones. For example, a goal may be a topic, and the action 

sequences constituting the pursuance of a goal will inevitably be thematically 

related to each other. If thematic relations were the main or~anising factor, 

however, less direct or ;weaker' connections would be involved than in a 

strictly causal account, :together with relations that were not causal at all. 
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CHAPTER THREE 

MODeLS OF TEXT STRUCTURE 

3.1 INTRODUCTION 

Passage type 

It is an established finding that passages of 

characteristics are not remembered as well as each 

different structural 

other. Specifically, 

narrative passages are better remembered than other types of discourse, 

whether description, exposition or argument (eg Bartlett, 1932; Gomulicki 1 

1956; Thorndyke, 1975a; Hidi, Baird and Hildyard, 1982). Of these, it is 

descriptive or expository material which is the least well defined. Narrative 

passages ('stories') are dominated by plot and action sequences, but 

descriptive passages; may or may not include activites, and there is no clear 

d i s t i n ct i on between ' d:e s c r i p t i on ' and ' expos i t i on ' . Des pi t e t hi s p o ten ti a l 

for confusion, no definition of these types of material will be attempted 

because it is structural relations that are the main focus of attention, not 

gross passages types which are distinguished by content differ~nces too. 

Naturally occuring passages usually contain many sev~ral kinds of atructure 

and content, though i~ is difficult to avoid confounding thQse two factors. 

The superiority of narrative material has been the subject of considerable 

research. Narrative' passages have even formed the basis of mnemonic 

strategies (Bower and . Clark, 1969; Herrman, Geisler and Atkinson, 19731 

Thieman, 1974), Narrative (plot-related) elements of stories are better 

recall cues than descriptive elements (Neisser and Hupcey, 1975) and narrative 

passages are read faster than expository (descriptive) passages (Graesser, 

Hoffman and Clark, 1980), 

It is usual to 'ascribe the superiority of narrative material to its 

greater degree of structure; for example, Garnham, Oakhill and Johnsen-Laird 

(1982) found that comprehension and memory for descriptive passages was less 

affected by structural disruption than for narrative passages. They explained 

this by the lower referential continuity of their descriptive passage, but did 

not attempt to compare. narrative and descriptive passages of equivalent 

referential continuity; Descriptive material need not la6k utructure, though 

its structure may well be of a different kind from that of narrative material: 
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Dawes (19661 offered a set theoretic description of the structure of prose 

material that could serve as an example, and Hidi, Baird and Hildyard (19821 

discovered that mi~ed narrative-expository passages were less well recalled 

than either type alone, possibly because subjects' structural expectation§ of 

both types of passage had been violated, 

Types of model 

There are two main types of model or theory which attempt to account for 

discourse comprehension, usually in the form of 'text', 'Text' will refer 
' here to any self-contained passage, whether spoken or read. These approaches 

are: 

1. 

2. 

Propositionally~based models, where the main emphasis ig on tho 

i nterrel at i onsh,i ps among the constituent concepts and propositi ontJ without 

regard for any higher level structures they may form; eg Kintsch (1974), 

Meyer (1975) 1 F1rederiksen (1975), 

I 
Schema-based models, where the principal organising factor is at a more 

global level, though propositions are usually retained as the unit of 

representation;, eg Rumelhart (1975), Schank and Abelson (1977al, Kinhch 

and Van Dijk (1978). 

For the most part, prepositionally based models, even when simple hierarchical 

relations among the'propositions are described, prove to be rather limit~d. 

They have mostly lgiven way to schema-based models or ones combining both 

levels of description. For this reason, and because only schema approaches 
I 

deal with the important high-level structures which are an essential 

characteristic of discourse, the focus here will be on the latter. An 

exception will be 
1
made of Kintsch's model because of its extensive empirical 

investigation, its similarity to other network models of memory, and the fact 

that a more 'schematic' model has been developed from it. 

The term 'schema' has no well-defined meaning in memory research. Sinc:0 

Bart 1 e tt ( 19 3 2 l , i t 1h as come to refer to any organ i sed group i n g of i n form at i on 

in memory which i~ capable of operating as a Nhole in various mental 

precesses, though more recently schemata have been assumed also to possess 

internal structure. Nevertheless, considerable terminological confusion still 

remains. Mandler <1~79) has equated 'schema' with 'frame', though this 

equivalence is not; widely held. Several important schema approaches to text 

memory and comprehension will be examined in detail below, but first Kintgc:h'o 

propositional model,~ with its strong text bias, will be considered. 



3.2 KINTSCH'S PROPOSITIONAL MODEL 

Introduction 

The basis of Kintsch's earlier work (Kintsch, 1972 1 1974) on teKt is a 

network model of the memory representation of prose material. It is built 

from propositions. According to Kintsch (1974: Sl: "propositions represent 

ideas, and ,,, language (or imagery) expresses propositions". He contrasted 

the 'base structure' of prose material, consisting of propositions, with 

'text', its surface form in words. Kintsch admitted, but did not explore, the 

possibility of other levels of representation. In this model, the mental 

representation of the information derived from a text is its base structure. 

Several different texts may be derived from the same base structure, though 

Kintsch regarded his base structure as 'deeper' than linguistic deep 

structure. 

The propositional structures of sentences and text are represented as a 

sequence of expressions, each standing for an individual proposition. Kintsch 

could, but does not, display them as a graphic network (unlike, say, Anderson 

and Bower, 1973 1 or Norman and Rumelhart, 1975), Instead, he relies on a 

notation in which the relation or predicate of a proposition is followed by a 

list of its arguments, the whole being enclosed in parentheses. TeKt 

structure is described by Kintsch as a hierarchical arrangement of these 

propositions. Anderson (1976: 491 has criticised Kintsch for not adopting a 

strict predicate calculus notation, though this is probably not important 

since the notation is in the first instance a technique for the a priori 

description of meaning, not a genuine theory of mental repre§entation. 

Evaluation 

Experimental tests of Kintsch's propositional model are not detailed 

investigations of the model qua theory, but are attempts to see how far it may 

be applied (cf Millers's, 1978 1 'theory demonstration'), In particular, they 

provide only general confirmation for the existence of propositiong, on which 

the theory is based. 

Kintsch and Monk (1972) gave subjects alternate versions of short 

passages, differing in linguistic complexity, but deriving from the same aet 

of underlying propositions. Simpler expression produced faster reading times, 

but did not affect verification latencies for inferences. This implied that 

the information was held in memory at a level below the surface structure of 
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the passage (which only affected reading) and was the same for each ver~ion. 

Recognition memory for. inferences was further investigated by Kintsch and 

Keenan (1974), Explicit and implicit inferences were compared in otherwise 

similar passages: explicit inferences produced shorter latencies and fewer 

errors than implicit ones, but this difference vanished after a 15 minute 

delay. The authors attributed this to the loss of surface information, which 

facilitated recognition. Reading rate has been shown to depend on the number 

of propositions in a sentence, and on the hierarchical structure among them, 

as well as on syntactic complexity (Kintsch and Keenan, 1973), 

All three of these experiments were taken to confirm the psychological 

reality of propositions, and of base structure as the level of processing in 

inference verification; reading, a multilevel task, ie affected by both 

surface and propositional structure. The best that can really be claimed, 

however, is that there exists a level of representation underlying the surface 

structure of sentences which has some general properties in common with 

Kintsch's base structure. Another problem with these nxperimento is that 

Kintsch and Monk (1972) and Kintsch and Keenan (1973) probably confoundod 

propositional complexity 

methodological problems 

with 

with 

lexical and syntactic factors. Other 

Kintsch's work have been discu5sed by Anderson 

who concluded that "a constant problem with all his research derives from the 

fact that Kintsch is contrasting different types of sentences under different 

conditions" (1976: 53). 

Kintsch's claims about the relationship between text and its base 

structure can create difficulties. Despite his claim that there is no method 

by which to unerringly derive a base structure from the surface structure of a 

given text, McKeon and Keenan (1974) appear to do just this with real-life 

passages of description and argument. They confirmed that propositions absent 

in surface structure but present in base structur~ (g~ bridging inforoneoo) 

could be inferred by subjects, but only if they were deduceabl~ from both 

general knowledge and the text, and if the inference was needed to preserve 

continuity. Such qualifications seem to seriously weak~n the case for a baoo 

structure of the kind proposed by Kintseh. Argumentative pagsageB took longer 

to read, which was explained by their greater semantic complaKity though no 

measure of semantic complexity was attempted, 

Conclusions 

Kintsch's propositional model of text processing has many problems. 

Unmodified, it cannot easily cope with global information: Kintsch (1974) 
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dealt with subjects' labelling of passages by simply adding a 'label' to their 

base structure. 

little allowance 

past experience. 

Subjects' inferences are coped with in an ad hoc manner and 

is made for individual interpretations, or the effects of 



3,3 MACROSTRUCTURE$ 

The Kintsch and van Dijk model 

The term 'macrostructure' was coined by van Dijk !1972) as a concept of 

great generality, and later applied to the analysis of discourse processing, 

social interaction and knowledge organisation (van Dijk 9 1980). Its 

application to text memory research (best described in Kintsch and van Dijk, 

1978) constitutes an extension of Kintsch's (1974) earlier work. A 

macrostucture is described thus by van Dijk and Kintsch (1978: 64): 

the notion of macro-structu~e, representing the global organization 

of the semantic structure of a discourse, makes explicit notions such as 

theme, plot, idea, or schema, used in earlier psychological work, and ,,, 

such macro-structures organize both the production and comprehension, 

storage and recall of complex verbal structures such as discourses." 

'Macrostructure' is contrasted with 'microstructure', the set of structural 

relations among individual propositions, ie Kintsch's 'base structure', These 

structures form two quite distinct levels in memory, ie a macrostructure is 

not simply an upper level continuation of a hierarchical organisation founded 

on the propositions of the base structure of a text. 

Macrostructures are 

ordinary propositions 

made up of 'macropropositions', constructed from 

according to 'macrorules' (or 'macro-operators') which 

"both reduce and organize the more detailed information of the microstructure 

of the text. They describe the same facts but from a more global point of 

view" (Kintsch and van Dijk, 1978: 366). Kintsch and van Dijk describe in 

detail a processing model for text based on the repeated application of 

macrorules within the operational limitations imposed by the capacity of 

working memory. Familiarity influences processing considerably, easing the 

instantaneous working memory load and providing a 'frame' to facilitate 

organisation. Subjects' goals constitute a 'schema' which determines the 

relevance and 'gist' of a given text, ie these are not uniquely predictable 

properties. 

Macrostructures and text structure 

The clearest statements about the use of macrostructures in text 

comprehension are found in Kintsch (1977) and van Dijk (1977al. The concept 

of a 'frame', borrowed from Minsky (1975, 1977) 1 is used by van Dijk to refer 
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to a hypothetical memory structure, "a higher order organising principle for 

various kinds of concepts [which definesJ units or chunks of concepts 

which are not essentially, but typically related" (1977a: 21). A frame 

therefore provides us with an organised set of expectations, easing the task 

of interpretating new material; van Oijk gives an example of how several 

r~l@vant frames may be called up to guida macrostructure eonGtruetion when we 

are confronted with a story. 

Kintsch (1977) gives his own account of how a macrostructure analysis 

might be applied to narrative texts. He accepts as given that stories are 

formed from episodes and that an episode comprises an exposition, a 

complication and a resolution (a format credited to van Oijk, 1977b), Kintsch 

then describes how the analysis of a story might proceed using episodes, in 

some cases nested, to organise the macrostructures. After discuGsing various 

approaches to episode structure, Black and Bower (1979) comment that the 

Kintsch and van Oijk'model describes episodes in the same way that story 

grammars do, but this is probably an illusion: notions about episodes and 

their structure are a defining feature of story grammars, though they might 

disagree what constitutes an 'episode', whereas they are not at all essential 

to the macrostructure model. The macrostructure, 'programmed' by whatever 

frames might be pr~posed, is such a flexible concept that it could encompasg 

almost any such org~nisation. 

Empirical investigations of macrostructures 

Kintsch and van Oijk (1978) carried out a series of tests of their model 

and suggested certain revisions as a result. The model could be used to 

generate predictions about the probabilities that different components of a 

text would appear in subjects' reproductions or summaries, and enabled 

parameters for the probability of reproduction of micropropositions, 

macropropositions and 'irrelevant generalisations' to be estimated. Even the 

predictions from a 'special case' of the model, with various simplifying 

assumptions, gave quite a good fit against experimental data, and the 

estimated parameter values seemed reasonable and followed an expected decline 

over 1- and 3-month retention intervals. When a group of subjects was given 

only the first paragraph o4 a text so that they could not derive its purpose, 

the results of immediate recall confirmed that they had been unable to 

construct or identify the appropriate macropropositions. 

A series of experiments designed to investigate the macrostructure of 

stories in greater detail was described by Kintsch (1977). He was able to 
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show, using cluster analysis, that a simple paragraph sorting ta5k (for a 13 

paragraph story) produced groupings that were consistent with predictions from 

his model. Given. such large amounts of information in so few units, however, 

and the ambiguity of cluster analysis when it comes to serial ordering, this 

is even weaker confirmation of his 'theory' than Kintsch admits. 

Unfortunately, some of his other results are no stronger. Subjects were able 

to adequately reconstruct a passage when the paragraph order was scrambled, 

which would have been impossible if the sentences had been scrambled Nithin 

paragraphs instead; this was interpreted as reflecting the robustness of 

macrostructures, ~ut might simply reflect subjects' ability to utilise 

dependencies betw~en paragraphs that were originally adjacent. Throughout, 

Kintsch makes only ~he most general tests of the most general features of his 

macrostructure mod~l, and then mostly of points which arnot fundamental to 

the basic macrostructure idea. 
I 

Independent confirmation of certain predictions of the Kintsch and van 

Dijk model comes f~om a series of experiments by Vipond (1980l. Prose recall 

was accounted for by factors on both micro- and macro-levels; these were 

distinguished factor analytically, with the former predominating for less 

skilled readers as expected. Other studies have succeeded in separating out 

the two types of p~ocess in reading tasks (6raesser, Hoffman and Clark, 1980; 

Cirilo, 1981). The· relative recall of macropropositions and high- and 
' low-level propositions in listening to discourse has been found to agree with 

the Kintsch and van Dijk model (Cirilo and Foss, 1980; Brunner and Pisoni, 

1982), The model is further confirmed by the differences in macrorules 

apparently used by subjects of high and low ability to paraphrase text (Brown 

and Day, 1983). 

Two final pieces of research may be reported which are consistent with the 

model's assumptions about working memory. Spilich 1 Vesonder, Chiesi Qnd Voss 

(1979) investigated the relative recall of a passage by subjects with good or 

poor relevant prio~ knowledge. The 'high knowledge' subjects recalled most; 

the authors explained their results in terms of differential ability to hold 

information necessary for comprehension in working memory. And Spilich (1983) 

has applied the model to memory changes associated with ageing and disease, 

where working memory deficits are well known. 

Summary 

Like Kintsch's ~riginal model, 

processing is highlV formalised. 

this new, extended model for text 

This has the advantage that it makes 
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pradiction and liiimulation relatively euy, but the c.li mild vantage that it 

incorporates many simplifying and arbitrary features. Again, it is a 'modol' 
' 

rather than a 'theory', subject to continuous ad hoc development and capable 

of being 'fitted' to a range of different c i rcumstanc:es, not excluding 

contradictory ones. This is especially so when Kintsch begins to apply it to 

text processing. Despite this 'flexibility', it is a more realistic approach 

than Kintsch (1974) 1 but has generated a lot of research which merely 

'confirms', or can be 'interpreted' within, the framework provided. 

Nevertheless, there seems to be widespread, if uncritical, support for the 

Kintsch and van D~jk (1978) macrostructure model. Their proposals about the 

possible role of working memory in discourse comprehension are particularly 

interesting, but discussion of processing models lies outside the scope of 

this review. 
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3.4 STORY GRAMMARS 

Origins 

The present author has 

anthropological approaches to 

Maranda, 1972) might prove 

discourse processing.· 

suggested elsewhere 

the analysis of 

a fruitful source 

(Cornish, 1973) that the 

folktales and myths (see 

of ideas for research into 

One anthropologist whose ideas have been taken up by psychologists is 

Propp (eg 1968). By comparing the events in a large sample of Russian 'fairy 

tales', Propp found that there was a finite set of types of actions, actors 

and so on (a total of 31 actions and 120 other 'elements'), Most of Propp's 

tales contained only a minority of these elements, but their order was usually 

preserved. According to Propp his tales consisted of one or more 'moves' (ie 

episodes) consisting of a sequence of actions from a 'villainy' or a 'lack' to 

marriage or some other outcome. His tales also contained s~ene-setting 

elements. Thus Propp' gave a description of folktales which consisted of a 

setting together with a plot comprising one or more episodes. 

Propp presented his fairy tale elements as a catalogue and seemed unaware 

of the the possibili~y of formalising them using phrase structure or rewrite 

rules (after the ~xample of Chomsky, 1957), The first to attempt such a 

formalisation were L~koff (1972) and Colby (1973) 1 for Russian and Eskimo 

material respective~y. The psychological implications of their analyses were 

first recognised by ~umelhart (1975) in connection with summarising ~torieu 1 

and by Thorndyke ~1975a), who adapted Rumelhart's ideag to gtudy memory. 

These sets of rules became 'story grammars', 

The amount of research and controversy generated by story grammars over 

the past nine years has been enormous (see for example Wilensky, 1983). It is 

not appropriate to give a full review of the literature here, but an 

evaluation of their current status will be attempted. 

Story grammars 

Story grammars are descriptions of narrative passages based upon a set of 

rewrite rules; in theory, therefore, they make simultaneous proposals about 

the comprehension and production of stories, and about the resultant memory 

representations. 
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Thorndyke (eg 1975a) simplified Rumelhart's (1975l story grammar, and 

added a 'frame' component (eg Minsky, 1977; cf van Dijk, 1977a). A frame 

consists of an organised set of background knowledge used by subjects to 

comprehend aspects of the stories they are presented with. Frames are also 

Thorndyke's attempt to describe the memory representation of stories 

themselves. The frame for a concept contains a number of 'slots' for specific 

pieces of information about that concept. For example, a 'frame' for a story 

as a whole, according to Thorndyke (1975a), might contain slots for setting, 

theme, plot, resolution, as well as default information and relations with 

other frames. Story constituents each have their own frames. 

Thorndyke's story grammar contains 10 rewrite rules of which the following 

are typical exampless 

1. STORY ----> SETTING + THEME + PLOT + RESOLUTION 

4. PLOT ----> EPISODE(S) 

3. EPISODE ----> SUBGOAL + ATiEMPT(Sl + OUTCOME 

6. ATTEMPT ----> EVENT (S) or EPISODE 

7. OUTCOME ---- > EVENT ( S) or STATE 

By these rules, all story constituents, except 'setting', eventually give rise 

to either 'events' or 'states'; states and events (and the components of 

'setting') are represented in a story by propositions which are normally, but 

not necessarily, stated explicitly in the surface structure of the story. 

Unlike Thorndyke, Rumelhart (1975) complemented his 'syntactic' rulen (lika 

those above) by corresponding 'semantic' ones which described the actual 

relationships generated by the rewrite rules, and so presumably the memory 

representation. For example, events may be said to 'cause' or 'allow' or 

'initiate' other events, settings 'allow' episodes, states may be conjoined 

and internal responses may 'motivate' external ones. 

There are several important tonsequences of story grammar rules: 

1. Most of the relations among the constituents of a story, whether 

individual propositions or higher level units, are causal in nature. 

2. The overall structure for a story is strongly hierarchical. 

3. The grammars describe story structure independently of content. 

Several other story grammars have been devised, differing mainly in their 
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rewrite rules (eg Sentner, 1976; Mandler and Johnson, 1977; St~ln and Gl~nn, 

1979). 

Thorndyke's work 

Thorndyke (197Sa, 197Sb, 1976 1 1977; see also Bower, 1976) presented the 

first evidence for story grammars from memory research. 

typical of many of those which followed, which share 

criticisms. 

His experiments are 

many of the same 

In the first eKperiment in his thesis (Thorndyke, 197Sa, 1975b) 1 the 

quantity of recall was found to decline as the passage structure was 

progressively disrupted, but the disruptions were very simple: moving the 

'theme' to the end, omitting it, or randomising the order of the clauses. It 

seems certain that any theory which does not actually deny a role to structure 

in comprehension and memory would be supported by a decline of this sort. 

Thorndyke's third experiment varied story structure and content 

independently, though on eKamination these seem to be less independent than he 

claims. Structural repetition (by presentation of two versions with the same 

structure) within a session facilitated recall, whereas content repetition did 

not. This was eKplained by subjects' 're-using' pre-established structural 

frames, but if content were the more potent organising factor in memory, tha 

interference effects produced by repeated content might impair recall, as 

Thorndyke found. Indeed, because 'structure' as a variable actually contains 

some 'content', his results may simply reflect the differential behaviour of 

contents based on characters and setting ('content') and activities 

('structure'), 

Thorndyke gives no details for the recall of individual propositions from 

any of his passages, but he did assign them to 'levels' within the hierarchy 

described by his grammar. A clear relation between proposition level and 

recall or appearance in summaries was found, but the trend was not always as 

good as he might have wished, and (contrary to Bower, 1976) was not identicul 

for the two passages. The notion of '1 evel s' is at best a crude tent becauso 

alternative theories might be supported equally well by data as general as 

this (cf Meyer, 1975; Wilensky, 19831. 

Some recent studies of story grammars 

Empirical tests of story grammars have not been confined to summarising 

and memory tasks. One approach to story grammars has been to verify the story 



constituents they define. For instance, reading times across constituent 

boundaries show a relative slowing for the first sentence of a constituent 

<Mandler and Goodman, 1982). In a comparison of several story grammars, Micke 

(1982) asked subjects to partition stories into divisions from originals or 

from memory. The hierarchical partitionings produced, together with the 

labels assigned by subjects, were compared with the predictions of 6 different 

story grammars. Micke concluded that "the predictive values of the story 

grammars investigated differ neither markedly nor consistently" across the 3 

stories used (1982: 40), In fact, the overall predictive values of none of 

the grammars was particularly good. 

The recall of different story constituents does not always vary in 

accordance with predictions from story grammars, especially if cont~nt is 

properly controlled <Nezworski, Stein and Trabasao, 1982). These authors 

found that only when recall was scored for factors other than gist did the 

predicted pattern of results emerge, and concluded that structural factors 

played a part in the style of recall subjects adopted, but were not involved 

in comprehension. This would certainly rob story grammars of their 

psychological significance. Nezworski et al. claimed that a knowledge of the 

goals of the main actors and their causal relationships with other story 

constituents determined comprehension. The importance of causal relations 

between 'central' story content like this and other information within Gtories 

has been supported by Omanson (1982) who found that such a description 

paralleled but did not supplant a story grammar analysis, 

Passage structure has frequently been altered to eKamine the consequences 

for comprehension or memory. In one such study, Pratt, Luszcz, 

MacKenzie-Keating and Manning (1982) looked at subjects' own judgements about 

what they knew of a short story they had read, 'Garbling' key elements 

(setting, theme or resolution) of the story, ie replacing the original wording 

by pronouns and vague phrasing, reduced both judged knowledge and recall ao 

expected from a story grammar. Again, this confirms the story grammar in only 

general terms because only gross structural elements have been manipulated. 

In a rare study of text production, Waters (1980) attempted to extract 

from the class diaries of a single 8- or 9-year old child the rules by which 

his daily accounts had been structured. She found that a set of rewrite rules 

was able to describe the diary entries and revealed how the rules and 

structures had increased in complexity during the course of the year. As few 

of these resembled the rules proposed by story grammars, the exercise servos 

mainly to demonstrate the flexibility of rewrite rules as an analytic 
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technique, The material studied could scrcely have been more limited too. 

Finally, Brewer and Lichtenstein (1981) investigated the 'emotive effect' 

of stories, a characteristic they argued was essential for stories, but was 

not present in all narratives. Both affective and structural judgements 

supported this notion of a story and indicated essential features that were 

not taken into account by story grammars. 

Criticisms of story grammars 

This section is an attempt to summarise some of the criticisms arising 

from the research reviewed above and from several recent critiques of the 

story grammar approach. As Garnham <1983: 146) has said, "although interest 

in story grammars is declining, it is important that th~ir failings be 

documented, so that future theories of text comprehension can avoid similar 

errors". 

The simple narratives that have motivated story grammars are themselves a 

danger: attractive formalisations of their structure need not have any 

psychological significance, and no arguments to this effect have really been 

put forward. Such material is already the product of long social 

transmission: readily recalled and transmitted information, influ~nced by 

various social conventions, has persisted at the expense of other information, 

leaving a sort of naturally occurring 'mnemonic' form. Basing a theory on 

such material and then studying subjects' behaviour when presented with texts 

of the same type, as so much research has done, is surely dangerously 

circular. The possibility that story grammars may only reflect certain 

communicative or narrative conventions <Nezworski et al. 1982) is interesting 

because that is what might be expected from the anthropological material on 

which they were based. Related arguments are that story grammars only apply 

to limited sets of stories which are quite arbitrary, or which are too simple 

to have any general utility (Johnson-Laird, 1983; Brown and Yule, 1983). 

The memory representation implied by story grammars is unclear; there are 

two possibilities to choose from, exemplified by Thorndyke's 'frames' and 

Rumelhart's 'semantic rules' (cf Sanford and Garrod 1981, Wilensky, 1983). 

Other aspects of these theories are similarly ill-defined, eg the 'terminal 

categories' of the rewrite rules, ie events, states and so on (Johnson~Laird, 

1983). 

Many of the experimental techniques used to investigate story grammars do 

so only in a weak or general fashion. Studying the 'levels' assigned to 
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propositions or looking at the effects of relatively simple disruptions of 

story structure, while confirmatory, are unlikely to be able to distinguish 

story grammars from rival theories. Indeed, many of the early studies of 

story grammars suggest a departure from accepted scientific standards of 

theory proposal and hypothesis testing. Pratt et al. (1982) criticised story 

grammars for making imprecise predictions about patterns of recall and Garnham 

<1983) claims that there is no account yet of how the category (as a story 

constituent) of a proposition can be determined. 

Other structural relations are important, alongside or instead of story 

grammars: relations with central goals <Bower, 1982) or emotional content and 

structure <Brewer and Lichtenstein, 1981), Sanford and Garrod (1981) claim 

that story grammars do not explain how we appear to integrate information into 

a semantic 'mental mode:l' (see below). Johnson-Laird (1983) has argued that 

no set of rules can explain how knowledge of what is conventional or typical 

may be used to interpret stories. Another structural feature not covered by 

story grammars is referential continuity: as Brown and Yule <1983: 120) put 

it: "the analyst may also be a little worried that the 'story grammar', as 

formulated, could generate a 'story' which is composed of the beginning of 

Cinderella, the middle of Little Red Riding Hood and the end of Snow White"; 

this is probably a little unfair, as typical sentence grammars can produce 

grammatical sentences .which are semantic nonsense w(thout being compromised. 

One of the most fundamental criticisms of recent years has been the claim 

that a story grammar is not even a grammar, in the linguistic sense <Garnham, 

1983; Johnson-Laird, 1983; Wilensky, 1983). Stories can easily produce 

exceptions to any set of rules, whereas natural language does not. We have 

intuitive notions about the grammaticality of sentencea, but not about 

stories: according to Wilensky, disrupting the sequence of events contravenes 

our expectations about content, but not about structure. Further, there are 

inherent difficulties in constructing a story parser <analogous to a sentence 

parser) because, unl~ke the elements of natural language, the propositions of 

story grammars do not form a finite set - there is no equivalent to the 

'mental lexicon', S~ory grammars are therefore at best an approximation to 

phenomena that resist complete formal description. 

Summary 

The main proble~s with story grammars have been their inability to develop 

by prediction and empirical testing: predictions have often been vague, and 

evidence either wea~ or disconfirmatory. In addition, they have been unable 



to describe mental representations of story information with any clarity and 

their status as 'grammars' of any sort has been seriously questioned. 

Some good has iome out of this research, however: the importance of causal 

and thematic relations <Chapter 2l has been emphasised, and some recent 

'schema' theories may be seen as reactions against the defects of story 

grammars. Of these, several script-based approaches, Johnson-Laird's 'mental 

models' and Wilensky's 'story points' are described below. 
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3.5 OTHER SCHEMA APPROACHES 

Introduction 

Macrostructures and story grammars are not the only theories of text 

comprehension stressing high level organisation and schemata. The approaches 

outlined below stem either from an acknowledgement of the limitations of 

network models or story grammars, or have arisen independently under the 

influence of ideas such as Minsky's 'frames', While it probably is the case 

that people possess 'canonical' knowledge about discourse (specifically story) 

structure (cf Mandler and Goodman, 1982) 1 the nature of this knowledge is not 

well understood, but the sheer diversity of current research must be healthy. 

Frames 

Minsky's concept of a 'frame' (1975 1 1977) has already been mentioned in 

connection with the work of Thorndyke (1975a) and van Dijk (1977a), According 

to Minsky, frames organise knowledge into structured units containing 

locations for expected attributes, and function in a range of cognitive 

activities. Frames may be hierarchically interrelated and operate on 

different levels of generality. In memory they determine the organisation of 

both semantic and episodic knowledge, and provide with a set of expectations 

and 'default values', Minsky's (1977) description of frames contains features 

which limit their utility to psychology, though not to research in artificial 

intelligence. Frames are essentially non-ecpirical formulations designed to 

capture familiar aspects of everyday experience in a formalised manner, and 

for Minsky their primary purpose is to aid the coF.Iputer simulation of 

cognitive processes. 

The main problem with frames is that they are so 'flexible' that most 

ordinary situations can apparently be 'explained' in terms of them. This 

arises from inadequate specification (cf Bartlett's, 1932 1 schema theory) 1 a 

defect sometimes shared by macrostructures and story grammars. The notion of 

a frame cannot guide empirical research unless it is defined more rigorously, 

and used to generate falsifiable predictions about issues of theoretical 

importance. 

For discourse, Minsky (1977) has tentatively proposed four types of frame; 

"in order of scale" these are 'syntactic', 'semantic', 'thematic' and 

'narrative'. This i~plies that there are distinct levels of analysis in 

discourse, that knowlege and expectations are used to comprehend it, and that 
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this knowledge is contained in interrelated 'schemata', Left at this, not a 

lot has been said, because 'there are no constraints on the internal structure 

of frames. Frames have rar~ly been directly employed to study discourse 

comprehension. Workers such as Thorndyke (1975al and van Dijk (19771 have 

imported them to describe memory structures in their own theories, but their 

main influence has come through the derivative notion of 'scripts', 

Scripts 

Schank and Abelson (1975, 1977a 1 1977bl proposed a "specialisation of the 

frame idea" which they called a 'script': "a script is a structure that 

describes an appropriate sequence of events in a particular context ••• a 

predetermined, stereotyped sequence of actions that define a well-known 

situation" (1977b: 421-422, my italics). According to Schank and Abelson, 

scripts are part of our g~neral knoNledge <ie semantic memory), Although the 

memory representation of discourse cannot properly constitute a script, its 

encoding and structure m~y nevertheless be influenced by scripts, and like 

frames, scripts are involved in generating expectations and making inferences. 

The idea of a script is developed fully in Schank and Abelson (1977al, 

but, like frames, at an almost exclusively 'theoretical' level, appealing to 

commonsense judgements. Discourse comprehension is treated in detail only for 

computer story unders~anding. Fortunately, scripts successfully stimulated 

research of a more empirical nature, much of it reviewed by Abelson (19811, 

and this enabled Schank (1982: 3) to conclude that "some of the 

representations we proposed [Schank and Abelson, 1977al have psychological 

validity". By this time, however, Schank's definition of a script had changed 

somewhat: they were smaller or more easily 'decomposed', large scripts having 

to be constructed when needed, and scripts became "active processors as well 

as the organisers of memory" (1981: 1431, a feature that Bartlett's schemata 

had possessed in 1932r 

Evidence for scripts 

One of the most noteworthy studies of the role of scripts in memory is by 

Bower, Black and Turner (19791. Having elicited typical scripts from subjects, 

which were in geed agreement with each other about the inclusion and 

sequencing of items, stories constructed around the scripts were given to 

subjects for subdi~ision, again showing good agreement. This supported the 

idea that scripts are hierarchically as well as sequentially organised. In 

free recall, subjects tended to restore 'missing' activities from stories 
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based upon scripts, and the 'canonical' sequeneinQ of items within scripts 

appeared to hinder the recall of lists of items which had been derived 1rom 

scripts but then reordered contrary to the script. 

Bower e t a 1 , ' s f i n a 1 ex ~per i men t i n vest i gated the r e c a 11 of s c: r i p t- based 

stories which, like most real-life material, had a number of 'interruptions' 

written into them (after S~hank and Abelson's, 1977a, 'obstacles', 'errors' 

and 'distractions'), The authors argued that "script recital violates a 

conversational postulate that enjoins speakers and writers to be informative 

and not overly redundant" (1979: 209), Typically, it is the 'interruptions', 

not the scripted activities, that are the purpose for telling a story, and 

they should, therefore, be better recalled than other material; this is 

exactly what Bower et al. found. They also put forward a theory relating the 

memory representation of a story to the relevant script, which they called the 

'partial copy' model. This states that what is stored in memory of a story is 

a 'instantiated' copy of the script, ie with the (generic) script items 

replaced by what actually occurred in the story, except that script items 

omitted from the story are not copied to the story representation, but merely 

left activated in the script representation. This explained certain 

interference and facilitation effects between different stories related to the 

same underlying script. 

Sequentiality is an important property of scripts, but has not been 

supported empirically. Length of narrative does not affect subjects' 

verification latencies to script-related events (Guenther, 1980) 1 suggesting 

that memory search is confined to the relevant 'slot', Similarly, Galambos 

and Rips !1982) could find little evidence for sequentiality in scripts, and 

argued that sequential ordering was constructed as necessary, the 'centrality' 

of items being just as important (cf Omanson, 1982; see also Graesser's work, 

below). 

Mandler and Murphy (1983) took scripts from Bower et al. (1979) and varied 

their length and manner of presentation (as stories or sets of phrases). This 

produced large differences in the way subjects subdivided the script, which 

Mandler and Murphy took to discredit the technique of subjective judgement 

rather than scripts themselves. This reinforces Bower et al. 's concern that 

scripts must contain a lot of information we are unable or do not think to 

report consciously. 



Graesser's work 

Graesser has proposed his own version of a script-based model for prose 

comprehension which he has called the 'script [or schema] pointer + tag 

hypothesis' (Graesser, G~rdon, and Sawyer, 1979; Graesser, 1981). This is 

taken from Schank and Abelson's <1977) attempt to produce a story 

memory understanding computer program. The hypothesis 

of a 'script 

states that the 

representation of a story consists pointer' to the most 

applicable script in memory, together with "'tagged' actions that are 

unrelated or inconsistent with the content of the script" (Graesser et al. 

1979: 320). Graesser likens this to Woodworth and Schlosberg's (1954) 'schema 

with correction' hypothesis, but a better antecedent is Oldfield (1954!. 

Graesser et al. confirmed this hypothesis by demonstrating that 

recognition accuracy for activities within a story was inversely related to 

their typicality as defined by the underlying script. This is in partial 

disagreement with one of Bower, Black and Turner's (1979) experiments, in 

which 'interruptions' were recalled best, but where 'irrelevant' (though still 

script-unrelated) actions were recalled least well of all. Smith and Graesser 

(1981) compared the script pointer + tag theory with the Bower 'partial copy' 

model where typical as well as atypical activities are encoded into a story's 

memory representation: Graesser's model proved to be superior on a number of 

recall and recognition tasks. Graesser <1981) discusses his theory further, 

and demonstrates its power to explain data from a variety of other 

experiments. 

Goals and plans 

Schank and Abelson (1977al define plans as representations for infrequent 

or novel events tha;t we can understand because we have "access to the 

mechanisms that underl'ie scripts .. (pI 70) 1 These mechanisms enable us to 

construct 'plans', and plans can be used to represent how 'goals' may be 

achieved. Schank and Abelson develop the ideas of plans and goals much as 

they developed the ·ide a of scripts. Although goals and plans have been 

subject to much scrutiny within an artificial intelligence framework (eg Bruce 

and Newman, 1978; Wilensky, 1978), there has been little psychological 

r e s e a r c h d e v o t e d t o t:h e m • 

Bower, Black and Turner (1979) distinguished between their relevant and 

irrelevant 'distractions', being better and less well recalled than ordinary 
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mcr1pt-related activities respectively, as goal- relevant and irrelevant, 

though goals did not feature prominently in their discussion. More recently, 

however, Bower (1982) h~s examined the role of both plans and goals in the 

comprehension of short narratives. Comprehension took longer when the 

distance between action and goal in a 'goal hierarchy' was greater; action 

comprehension was slowest when several goals were being followed fer the same 

story character. 'Goal structures' have been discussed in the context of 

mental models (Garnham, 19831. Lichtenstein and Brewer (1980) concluded that 

plans, ie the organisation of actions to achieve goals, as well as goals 

themselves, were essentiai for understanding how individuals utilise general 

knowledge to understand and remember both discourse and directly observed 

events. Plan structures have also been used to explain how subjects were able 

to restore items omitted from stories <Kemper, 19821. 

While there is as yet no well-defined theory of goals and plans to 

interpret discourse memory experiments, several recent studies are approaching 

the problem in an ad hoc manner. Certainly it seems that goals and their 

achievement form an important aspect of story content in discourse 

comprehension. 

Mental models 

Johnson-Laird <19701 argued against the idea that linguistic deep 

structure in Chomsky's (19651 sense was represented in (long-term) memory, 

however good memory might be for meaning (cf Johnson-Laird and Stevenson, 

1970, and Greene, 19721. Instead he speculated that in listening to discourse 

one usets up a much abbreviated and not especially linguistic model of the 

narrativeu and that "a good writer or raconteur perhaps has the power to 

initiate a process very similar to the one that occurs when we are actually 

perceiving events" (Johnson-Laird, 1970: 2701. Several years later, 

Johnson-Laird began to develop this idea (Johnson-Laird, 1980, 1981a, 1981b, 

1981c 9 1983). A 'mental model' became a mental representation of a person, 

object or event that "mirrors the relevant aspects of the corresponding state 

of affairs in the world" (Johnson-Laird, 1981a: 1741. One of its 

distinguishing features is that it allows us to make inferences and 

predictions. 

According to Garnham (19831, the mental model we derive from a text is 

constructed by analogy with past experience (requiring plausibility) and can 

only be done if we can integrate information across the passage (referential 

continuity), The importance of referential continuity has been widely 
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demonstrated 

Chapter 2l. 

(eg Garnham, Oakhill and 

The effect of plausibility, 

Johnson-Laird, 

the subjective 

1982; see 

estimate of 

also 

the 

liklihood of the events depicted in a passage, has also been shown: Garnham et 

al. (1982) fo~nd that stories with reordered sentences but restored 

referential continuity were still less well remembered than originals, 

attributing this to subjects' inability to use past experience to understand 

them, ie they were implausible. Further evidence on plausibility comes from a 

demonstration by Garnham (1981) that the confusability of two sentences cannot 

be explained wholly in terms of their semantic similarity, but depends also on 

"the judged similarity of the range of situations that the sentences would be 

likely to describe" (p.563l. 

In a study of the differential memorability of determinate and 

indeterminate descriptions of spatial layouts, Mani and Johnson-Laird <1982) 

showed that encoding can take place on at least two levels: 'propositional' 1 

giving good verbatim recall but poor recall of gist, and a 'mental model' 

representation showing the reverse. The latter possessed many of the 

qualities of a spatial representation. This conclusion was supported by 

Ehrlich and Johnson-Laird <1982), using two types of spatial description: 

'referentially continuous' (adjacent sentences sharing a referent) and 

'referentially discontinuous' (no such shared referent). With referential 

continuity, information appeared to be integrated into a semantic whole 

reflecting spatial properties of the layout, whereas without this continuity 

only propositional representations of the sentences were stored in memory. 

Further evidence for two levels of semantic representation comes from a study 

by Guenther <1980) in which narratives told by sentences and by pictures gave 

rise to a 'conceptual' representations. 

The mental models research has similarities with work motivated by 

Bransford and Franks' (1971), who found that subjects spontaneously integrated 

information from diffe~ent sentences into semantic wholes in memory, while 

memory for the actual sentences was lost. Inferences could not be 

distinguished from original information, even when knowledge external to the 

sentences was required <Johnson, Bransford and Solomon, 1973). The nature of 

these wholes and the manner in which sentence-specific information is lost 

exactly parallels what is claimed for mental models. 

Story points 

As a reaction against story grammars, Wilensky (1983l has proposed a 

theory of 'story points'. Story points, he explains, are an attempt to define 
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'story schemata':· 

"Points are structures that define those things that a story can be about 

They cha~acterise those contents that constitute reasonable stories 

and account for the existence of that story [sicJ as an item to be 

communicated ,,, the content that bears this interest value is what I term 

the point ••• the main goal of the story reader is to determine the points 

of a story and to structure what is remembered in terms of its points." 

(p,583) 

Wilensky illustrates the distinction between stories with and without points. 

Points, he claims~ are the most accessible parts of a story's memory 

representation, and the reader of a story attempts to locate points, and uses 

them to make predictions and organise the other information. 

Wilensky goes on to develop a theory of points in some detail, but from an 

artificial intelligence perspective. He does describe one experiment, 

however: an unpublished investigation of Kintsch and van Dijk's (1978) 

'levels' effect, by Knecht. The constituent propositions of a passage were 

assigned to levels according to Kintsch's scheme and were further classified 

as 'pointful' or not by the experimenter's 'intuitions', Knecht found that 

'point membership' could explain the levels effect completely. 

Perhaps unavoidably, the points approach has similarities with other ideas 

in the area of discourse cmprehension. The open peer commentary folowing 

Wilensky's paper gives a mixed reaction to the idea, though Wilensky admits 

that his theory needs ~xpansion. 

Summary 

The evidence suggests that scripts are a potentially fruitful idea in 

memory research, provided they are not formalised too hastily. Some 

modification is necessary to emphasise centrality (typicality) in addition to 

sequentiality, and this would strengthen the analogy with work on 'semantic 

distance' in the representation of concepts in semantic memory (eg Rips, 

Shoben and Smith, 1973). It is probably best to regard scripts as components 

of semantic memory complementary to concepts (cf Bower, Black and Turner, 

1979). One problem for scripts is their role in the episodic representation 

of individual prose passages, though experiments by Bower et al. and Graesser 

(eg 19811 have begun to provide some answers. A related problem is the role 

of prominent features in memory and comprehension (Bower et al. 's 

'interruptions', Wilensky's 'story points'), 
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Johnson-Laird's 'mental models' approach makes some direct if imprecise 

statements about the memory representation formed from text. Mental models 

qua memory struqtures have not really been demonstrated, except for simple 

scenes and their descriptions. The theory does emphasise the importance of 

theme or topic in comprehension, which might also be said to be the basis of 

Wilensky's 'story points', and the integration of information in memory. 

Neither approach s~ems fundamentally incompatible with scripts, given that our 

conception of scripts is likely to develop and change. 

The analysis of memory and text in terms of goals and plans, however 

defined, makes two contributions. Firstly, by the way they organise actions 

and events in discourse, they may help us to describe better the structure of 

memory representati~ns. Secondly, they might provide a method of identifying 

the main ccmpcnen~s of topic or theme in stories, and how these are used in 

the process of comprehension. 

Some 'schema' research has made no reference to any particular theoretical 

framework. For example, Yekovich and Thorndyke (1981) found that 'narrative 

schemata' determine beth the (hierarchical) organisation of the memory 

representation of a ,story, and the top-down manner of recall. Other studies 

confirm that some· sort of 'story schema' might exist (Thorndyke and 

Hayes-Roth, 1979; Pr•tt, Luszcz, MacKenzie-Keating and Manning, 1982), or 

support schemata in memory fer visual scenes (Brewer and Treyens, 1981; 

Salmasc, Baroni, Job·and Peron, 1983). It is difficult to claim, however, 

that a full-size •tory schema is supported by the data, rather than less 

ambitious organisations of information dependent on certain types of story 

content, albeit with a bias towards activities and their interrelations. 
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3.6 CONCLUSIONS 

Issues 

There are a number oi fundamental issues concerning the organisation and 

representation of discourse which are central to the various structural 

models, but which they leave unresolved: 

1. One of the central issues is the conflict over whether the episodic memory 

representation is organised by structures inherent in or peculiar to text, 

or by our general knowledge of what is depicted, 

2. A second problem is the relative importance or iunctions of two possible 

levels of encoding: 'propositions' and something deeper, constructed from, 

but not consisting of, propositions (cf Manelis, 1980). 

3. The relative roles of sequential and hierarchical organisation have also 

been the subject of disagreement (cf Galambos and Rips, 1982), 

4. The importance of certain action-related aspects of structure and content 

(eg episodes or goals) has been repeatedly demonstrated (eg Haberlandt, 

Berian and Sandson, 1980; Bower, 1982), But the crucial question is 

whether they show the general importance of causal features, or are an 

artefact produced by the intensive use of clear, simple narratives as 

experimental materials. 

It is curious that: few if any of the central issues concerning the 

organisation of memory for discourse seem near any kind of solution. One 

impression from this chapter is that both theory and experiment are to blame: 

the former for being prematurely elaborate and too concerned with neatly 

formalised expression, the latter for a tradition of weak empirical tests and 

artificially constrained materials. The next chapter will take up some of the 

central problems for investigation. 

Methodology 

Finally, of the 'many methodological problems raised by the text models, 

the following are particularly worth highlighting: 

1. It has already been frequently noted that many experimental materials have 

been so artificial that either they impose unnecessary constraints on 

subjects' behaviour, in a direction predicted from theory, or make 

generalisation haza~dous. Unfortunately, the constraints of systematic 
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hypothesis testing probably allow little scope for improvement. 

2. Repeatedly, it is has been seen that many tests of these models have been 

too superficial, confirmation has been obtained would might support 

several alternative theories equally well; for example, there is a 'levels 

effect' predi~ted (and found) by almost any model with hierarchical 

features: eg Meyer (1975) 1 Thorndyke (197Sa) 1 Kintsch and van Dijk (1978) 1 

Wilensky (1983). 

3. One feature of several models is their preoccupation with elaborate formal 

development while even their most basic assumptions are still subject to 

considerable empirical controversy. Such development may be justifiable 

in artificial intelligence research, with which most of the theories have 

strong connections, but in psychology it can be counterproductive. 

In the experiments which follow, an attempt will be made to avoid the 

r e p e t i t i on o f a s m a nry of t h e s e p r o b 1 em s as p o s s i b 1 e • 
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CHAPTER FOUR 

THE REPRESENTATION OF STORY-LIKE MATERIAL 

4.1 INTRODUCTION 

Overview 

The preceding three chapters arrive at certain conclusions about the 
I 

nature of the memory representation underlying discourse (specifically text) 

comprehension, and point out two key areas that require investigation: the 

nature of the encoding at the most detailed ('propositional') level of 

representation, and the type of structural relations formed among items in 

memory. Chapter 3 indicated that extended theorising about the processes or 

structures underlying discourse comprehension is premature and may well be 

counterproductive until we know mere about certain crucial features of the 
I 

memory representation ~tself. 

The nature of propositilons 

I 

The nature of th~ encoding in the memory representation ig the Gtarting 

point for most theorising on text comprehension. The 'proposition', beloved 

of investigators in various definitions, is essentially an a priori and 
i 

analytic entity, in the' sense that it has usually been described prior to 

experimentation, 

demonstrated that 

not :from the data obtained. 

there does exist a level 

It 

of 

has been adequately 

representation which 

approximates to the propositional, but the clearest evidence comes from highly 

constrained work with sentences. Its distinctiveness, particularly from more 

global levels, has still to be demonstrated with extended discourse, and 

depite behaving as all
1

or none units, as some research suggests, the internal 

structure of 'propositions' (concepts or semantic: features for example) still 

needs to be properly de~cribed. What can be assumed here is a 'propo5itional' 

level of representation, being the most detailed level of semantic: coding in 

memory. 

Understanding memor~ for verbatim information derived from text is central 

in trying to understand the nature of propositions. Long-term verbatim 

retention has been proposed by some psychologists, apparently in addition to 
I 

propositions, but the arguments are unconvincing and the relationship between 
I 
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th~ two ty~em ci ~n6oding in rmeall haB DQQn left un~po6ifiod. If vorbatim 

recall, defined as whatever parts of a text a subject recalls in the original 

words, is just an accurate reconstruction from propo~itional information (ths 

'accuracy hypothesis'), studying such recall should tell us uomething about 

the detail within propositions and about how this detail might be forgotten. 

An independent verbatim representation (the 'parall~l hypoth~sin') seems 

unsupported by the evidence, though there has been little satis4actory 

evidence against it. Distinguishing these two possibilities would be a fir5t 

step in elucidating the nature of propositions. 

Structural relations in memory 

The review of models for text structure and proc®ssing prongnted in 

Chapter 3 indicated several issues which distinguished the differQnt 

theoretical approaches. The mout fundam~ntal of theu~ io wh~ther thg 

organisation of information retained from text is determined by ntructuros 

inherent in or peculiar to ~assages th~mselves, or by the structure of th~ 

preexisting knowledge used in their interpretation. shall call thoae two 

positions 'teKt-led' and 'knowledge-led' respectively. 

The most notable exponents of the text-led position arro th~ story grammar 

tradition and some of the research with scripts and macrostructures that has 

followed story grammars in adopting an 'episodes' framework. As hau been 

seen, this work has failed to gather detailed empirical support and has either 

been unable to generalise beyond simple narratives, or hau done 5o by bGeoming 

an analytic technique of little predictive utility (eg Wat~rs, 1980), Any 

peculiarly text-oriented structures observed may be due to rgntricted 

experimental materials or to the conventiono of narrativo communication 

(Nezworski, Stein and Traba~uo 9 1982). 

The knowledge-led view is favoured here, largely b~caune of thG lack of 

success of text-led theorising. It is more recent and han not yot boon 

extensively developed in relation to discourse compreh®nsion; itg chief 

representatives in the literature are mental models, story points, and nome 

applications of the Gcript idea. In general, knowledge-led theorigg claim 

that the organisation of text-derived information is larg~ly determined by 

past experience and constructions from that experi~nce, and that di~courue 

processing is governed by the identification of key topics or thsmea in the 

text by the reader or listener, not by thG application of @Suentially ab§tract 

'teKt structures'. 
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Chapter 2 suggested that both causal and thematic relations wer~ important 

in discourse processing. Knowledge-led and text-led theories make different 

predictions about the structural relations which are important in memory and 

comprehension. Text~led theories, for example story grammars, bane th~ir 

structures on what I have called 'causal' relations. These include simple 

cause-effect sequences consisting of goal and action, Btat® und int0ntion, 

action and outcome, outcome and further consequence (such as a reward); in 

all cases, given the context, the second may be said to have been caused by 

the first. 'Episode' or 'goal' structures are really just compounds of 

certain types of causal relations, and lend themselves to th~ formation of 

strongly hierarchical 'superstructures', at least theoretically. Text-led 

approaches may be ~aid to consist almoGt entirely of such relations 9 except 

for scene-setting inftirmation, which tends to be a necessary but ad hoc 

addition to any model. 

Knowledge-led ap~roaches to text comprehension de not ~xclud~ cau$al 

relations. However, they stress the importance of topic and them~, and would 

predict that memory arganisation is determined by the a~~ociation of olement5 

according to shared topic or the continuation of a 'theme' (perhaps not always 

explicitly stated). Larger-scale structure would be determined partly by the 

relations stated wit~in the passage, but partly by the ~tructure§ expect~d 

from our general knowledge of the topics involved. This giveg ri§B to a 

problem: causal relations very often represent the continuation of topic 

organised in part according to expectations from past exp®rience. 

Knowledge-based proce5sing does not exclude causal relation~ at all, but it 

does describe them as only one aspect of thematic relations, and would not 

produce the higher-order causally-based structures that are important to 

text-led processing. Thus the two types of theory can be ~mpirically 

distinguished and have immediate implications ror the relations ~XpQctQd among 

items in memory. 

Intentions 

The two problems in text comprehension identified above can be atudi~d by 

the same set of experiments. The most notable feature oi knowlodge=led 

comprehension is that memory for text should be dominated by thematic 

relations of all types, not just by causally-based ones. Two principal 

methods of testing this in the free recall of text will be attempted: 

1. By comparing the kind of information preferentially rQcalled and omitted 

from passages: the two groups of items should differ mainly on thematic 
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relatedness. 

2. By observing the way in which elements in passagea are recalled or omitted 

together: any such associations should be on a basis of thematic 

relations, not just causal ones. 

The most likely difficulty to be encountered in testing th@ne predietions ia 

the confounding effect of text content1 most res~archer§ hnve diue~vorod that 

descriptive material is considerably less well remember~d than narrative 

material, and it is necessary for realistic experimental materialu to contain 

both types of information. 

The other fundamental issue identified in th~ literature revi~w i~ tha 

nature of the 'propositions' used to encode information from di~eourgo, There 

seems to be little about the verbatim component of ordinary proGe reeall that 

cannot be explained in terms of reconstruction from a highly accurate 

'semantic' representation. Two implications arise from thio: 

1. The verbatim recall component should not bohave differently from other 

recall in response to experimental manipulations. 

2. Detailed compari~on of information re~alled in th@ original wordB with 

information recalled in ether words should shew that they differ either in 

accuracy of recall or in ease of reconstruction. 

In addition, it should be possible to come to eome conclusiono about the 

distinctiveness of the 'propositional' l@vel of Qneoding and ~bout tho natura 

of the detail recorded within propositions. 

The starting point for the sequence of studios to b~ dsBeribGd is 

Experiment I, in which every subject was asked to recall the same 9 pasgagos, 

to provide a carefully controlled data pool. Analy5ea of this data are 

presented in several places, and form the basis for all oth~r investigations. 

Experiment I enabled observations to be made on th~ gtruetural rolation5 Qffiong 

passage elements and on the behaviour of the material recalled verbatim. 

Structural relations, using the 'clause' as unit, are discussed in a 

qualitative description of the differences between recalled and omittGd 

clauses, in Exp®riment IV, and in tho more complex wnalys~s of Chaptor 6. The 

verbatim recall component is explored here and in the experimontG of 

Chapter 5. The qualitative analyses of Chapter 7 ext~nd both lines of 

enquiry. En route, consideration will also be given to implicationn f~r 

larger-scale organisation and 'on-line' precessing. Finally, Chaptor 8 will 

attempt to bring these strands together in a discussion of the ~tructur~s and 
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processes underlying text compreh~nnion. 

M~thodological issues 

Methodological difficulties abound in discourse proceusing research, and 

any study must pay them careful attention. Subjects may adopt untypieal or 

inappropriate processing strategies, such as rote letirning. Ex~orimental 

materials may highlight certain aspects of structure or cont~nt so prominently 

that subjects' comprehension and memory are tightly con§trainod in tho 

direction that the experimenter expects. Empirical test5, however supportive 

Ot a given approach, may fail to distinguish it from t'!qually Ddmissibla 

alternatives, though often this is as much a .fault of premature 01" 

over-elaborate theorising as cf the experimental tests. Th~: l'iolutiono 

attempted by the preoent r!HHHirCh to circumvont thane difficuHioa ilro 

doac:ribed below. 

A simple .free~recall paradigm was adopted for all exporim@nt~ bocaus~ of 

the ease with which it enables the gathering of relatively 'complet~' aets of 

data from subjects, though given the stylistic and other con~trointn of the 

recall situation, it is probably not as 'direct' a mQthod of accoeuing th~ 

memory representation as recognition (cf Voss, Tyler and Bi~anz, 1982). In 

addition, special attention was paid to the selection of appropriato pnsoagoG 1 

all of which were specially written by the experiment~r. 

Apart from experimental conditions and material5, th~ other crucial factor 

determining the results obtained in discourse memory re~o~rch is tho analys~s 

performed on the data. As the research progress~d, several differ~nt types of 

analysis were employed, and these will be explained as they are encountered. 

Most analyses were based on either the word or th~ clauno ag unit, and this 

decision is explained below. 



4.2 MATERIALS 

Introduction 

The choice of passages for memory experiments is beset by apparently 

contradictory requirements: 

1. Materials should be as naturalistic as possible, yet ea~ily analyB~d. 

2. They should be broad in content to avoid constraining subjects' behaviour 

unnece~sarily, yet sufficiently restricted to enable rogular ph~nomena to 

be clearly identified. 

3. Passage construction should not be heavily constrained by the theoretical 

position under investigation, yet should providQ an opportunity for 

theoretical positions to be tested against each other. 

In addition to balancing these requirements, other f~etors had to bn natisfied 

in passage constructiong 

1. At least within the same experiment, it should be possible to compare 

subjects' recall of different passages with each other, implying a dogroo 

of standardisation. 

2. Material should be long enough to contain a reanonable amount of 

complexity and detail, yet not so long as to make admini$tration and 

analysis difficult. 

In~vitably, additional crit@ria were used in writing paguag@g for particulur 

experiments, according to purpose. 

The present r~search involved a total of 14 pa~oag~a, eompriaingi 

1. A set of 9 for Experiment I, 3 of whi6h were u~~d unadaptod for 

Experiment II. Many subsequent analyses were based on th~se pasuaQOG. 

2. Experiment III employed a further 2 passages. 

3. For Experiment IV, 2 passages were specially written, each consisting of a 

set of 3 variants. 

4. Finally, Experiment V used a rather different passage, longer than the 

others; it was a heavily modified version of a story takun from tho 

literature. 

The materials from Experiment I were eagily the most intanoivoly ~nalysed, and 



so they will be described fully here. The other texts will be ox~lainod in 

accounts of the studies which use them. 

Materials for Experiment I 

The 9 passages of Experiment were written to satisfy as nearly as 

possible the criteria set out above. All are 'stories' in the sonse that th~y 

are passages complete in themselves containing a mixtura of narr~tive and 

descriptive elementst and all might easily have been termed 'stories' by 

subjects. Unlike some previous research, no strict dgfinition of a 'atory' 

was attempted or thought necessary. 

Experimenter, thus maintaining a degree of stylistic uniformity, and all triad 

to avoid appearing artificial to the reader. The passages ar~ reproduced in 

Appendix 1.1. 

The pa!sages were each 225 words and 30 clauses in l~ngth. A 'elauso' 

<see below) was defined as any verb, Nhether finite or not, together with Ho 

associated parts of speech. The clausei within each pa~sago w~ra variod in 

length to avoid an unnatural style, according to the following di~atribution: 

Length in words 3 4 5 6 7 8 9 10 11 12 

Number per passage 1 2 3 4 5 5 4 3 2 

Clauses of different lengths were distributed fairly randomly throu~hout 

passages. Each passage averaged 7.5 words per clause, a reasonable figure for 

prose fiction according to a small study. 

To introduce a 'controlled variety' into the set of 9 stories, 3 types of 

gross structure and 3 types of content were defined, and ®ach pannage was 

intended to approximate to a different structure/~ont@nt combination. 

Structural typeo, numbered 1 to 3, are d®scribed lat@r 1 but tho contont typeg 

were: 

1. Mythical in tone or set in primitive cultures (Al. 

2. Set in familiar everyday, pQrhaps dom~stic 9 circumstance5 (8), 

3. Dealing with mechanical devices (C). 

Each Experiment I passage was referred to by one of the 9 number/lGtter 

combinations, from 1A to 3C. 

Neither structure nor content could constituted an experimrnntal 'factor' 

because of the great similarities that would have introduced among pasgages 
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In oth~r word~ there wa~ no intended 

repetition of either iCOntent or structure. Nevertheless, it was hoped that 

the differences in~roduced were systematic enough to enable generalisation 

across passages of the 'same' structure to be made in the results. 

A few minor shprtcomings were accidentally introduced during the 

construction of the passages; though discovered too late for correction, none 
I 

was thought likely to: have significantly influenced the results. The errors 

were: 

1. In passage 2C, 'the phrase "due to" was counted as ~ verb, with a clause 

centred on it. 

2. Also in Passage 2~ 1 the word 'curlicues' was misspelt 'curlicules', 

I 
3. Passage 38 contained only 224 words. 

Describing story structure 

Each story was designed to contain a mixture of thematic and causal 

relations among its 
1 

constituent clauses; certain other relations between 
I 

clauses were also present, some purely temporal, others providing subsidiary 
I 

description or qualification. These provided an opportunity for th~ analyses 
I 

performed on subjects' recall scripts to compare different structural 

features, 

defined. 

and enabled overall structural differenceu among the passages to be 
I 

Using whatever relations seemed most appropriate, and therefore in a 
' 

fairly loose fashion, ,the Experimenter described for each clause which other 
I 

clause it appeared tp 'follow on' from, that is, which other clause (if any) 

appeared to be a Iogic~I prerequisite for the given clause. The relations 

thus 'introduced' con~isted of causal and other thematic relations of various 

kinds, together with a
1 

few based purely on temporal sequencing. 

I 

These structural dependencies among clauses enabled three types of gross 
I 
I 

structure to be introduced into passages during their construction: 
I 

1. 'Linear' passages1 (1), where each clause seemed to follow on from the 

previous one. 

2. 'Branching' passag1s (2) 1 in which a clear linear sequence was accompanied 

by a series of 'si9e-branches', 

I 

3. 'Nodal' passages (3) 1 where a collection of 'branches' shared a common 
I 

starting point, but lacked any dominant sequence. 
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I 

Linear structures produced stories that were primarily straight-torward 

narratives, while nod.l passages were mainly descriptive. Branching passages 

were narratives with subsidiary description and action. The actual structural 

schemes for each story are given in Figure 4.1. 

One consequence 1 of this method of structural description is that, as in 

many previous studies~ 'levels' could be defined among the clauses. Despite 

the criticisms made' of studies of the 'levels ettect' in previous reearch 

(Chapter 3), it was ithought that levels might at least provide general 

confirmation of the! structural descriptions employed, particularly as they 

would be only one of ?everal lines ot investigation into passage structure. 
I 

The level of each clause is given in Appendix 1.1, and the number of clauses 

of each level tor each passage are summarised in Table 4.1. 

Table 4.1: Experiments I and II: Passages 1A to 3C: 

numbers of clauses ofl each level 

------------------number ot such clauses-------------------
! 

I 
by l'itruc:ture ------------~---by passage----------------

Clause 

level 1A 1B 1C 1 2A 28 2C 3A 3B 3C 2 3 

0 30 30 30! 10 10 10 2 2 2 90 30 b 

1 0 0 0 10 10 10 7 7 7 0 30 21 
I 

2 0 0 0 6 6 6 11 10 11 0 30 21 

3 0 0 ol 3 4 4 9 7 9 0 18 32 

4 0 0 ol 0 0 4 0 6 
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Figure 4.1: Passages 1A to 3C: a priori structural schemes 

Passages lA, 18, 1C: 

1-2-3-4-5-6-7-8-9-10-11-,12-13-14-15-16-17-18-19-20-21-22-23-24-25-26-27-28-29-30 

' 
Passage 2A: 

' 
1--2-~-6---~---13----16--21--22---25---29 

3) I 7 ~ 14''15 1l 2:3 ~t 3
1
0 

5 ' 10 18 24 27 28 
1C''12 1~ 

20 

' 
Passage 28: 

1--4-~5---10--12--17--18----21--25--27 
2 6"7 111 1

1
3 1920 2

1
2 2~ 2

1
8 

3 8 1) 2> 29'30 
I 9 15 ... 16 24 

Passage 2Cs 

1--3---s----12--15--16--20--22--27--28 
2 4 : ("'to t'3 17 2'1 2

13 2~'30 
5 ' 111 1

1
4 1°8 2( .. 2,5 

6'7' 1
1
9 26 

Passage 3Ai 
I 

Passage 38: 

1-,-~---,-----r-----r----c---,-----,--30 
2 ' 5 10 13 18 21 26 
~ ; 6/ .. 9 11" 12 1:4 1:9 2.~ '2 5 2

1
7 

4 , i''a ~ 20 2,3 2'a 
16 17 24 2'9 

Pass,age 3C: 

1-,-----,----r-----r----r--------r-----,---30 
,2, 7 1,1 15 l,l 2 3 2~ 
3 ~ ~ ~ 1:6 19 ~ 2425 27 2p 

5 6 1 13 14 1 7 21 22 29 
10 
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4.3 ANALYSES 

Clause-based an~ses 

Historically, su~dividing discourse into units for convenient analysis in 

memory research has caused considerable problems !eg Levitt, 1956), The unit 

most usually c:hosen · in rec:ent work has been the ·propositi on·. Although 

primarily an analytic: unit, the proposition is frequently taken to have a 

psychological status, too, despite differences among the definition~ offered 

and the limitations· of supporting empirical evidence. As defined in 

Chapter 1, the propo~ition is a fairly small unit and is therefore not always 

convenient as a text component. 

Several psycholog~sts have ac:c:epted larger units than usual, more like 

clauses (eg Thorndyke, 1975a: 35; Sraesser, 1981: 116; Mayer and Cook, 1981; 
I 

Franks, Plybon and Auble, 1982; Omanson, 1982), because these more adequately 

reflect complete ide~s or statements of the kind that a story might be trying 

to communicate. Ea~h clause, though it may contain one or several 

propositions, normall,y represents a single piec:e of ac:tion or description, and 

this makes it ideal! for analysing the structure of passages, unless they are 

very short. For present purposes, a c:lause will be defined as any verb, 

whether finite or not, together with its associated parts of speec:h, chiefly 

auxiliaries, qualifying and noun phrases. Thus, for every verb phrase within 

a passage, a c:lause exists. This definition creates few problems. 

There are two uses for clauses in the present analyses: 

1. As a subunit of original material, in terms of which to observe and 

describe whatever subjects manage to rec:all, both qualitatively and 

quantitatively. 1 

2. As the basic ~omponents in passage structure between whic:h structural 

relations will b~ defined; the overall structure of a passage may also be 

described by the; larger scale organisations formed by clauses. 

The role of 

Section 4.2. 

I 
clau~es in passage structure has already been discussed in 

Central to c:lause-based analyses is the criterion fer judging whether a 

clause is recalled or not. After ac:ertain amount of experienc:~ in clause 

analysis, it was decided to count a clause (of an original passage, not a 

subject's reproduction) as having been recalled if any part of it, other than 
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particles or auxiliary verbs, was identiriably reproduced, hoNever altered 

(mainly by substitution and alteration or context), In borederline cases, a 
I 

clause was said to recalled rather than emitted. 

Word-based analyses 

The word can be a very useful unit in studying discourse comprehension, 

though its small size can make extensive word-based analyse§ extremely tedious 

and time-consuming. :Its advantages may be summarised as followsc 

1. It creates no sp~cial problems of definition. 

2. It facilitates, analysis on as 'fine' a level as is ever likely to be 

required. 

3. It is the natur~l unit or analysis for studying verbatim recall. 

There are two sorts ,of word-based analyses in the present study: 

1. The words or a subject's script may be used, classified into one of three 

categories accqrding to whether they represent verbatim recall, other 

recall, or intrusions. 
i 

2. Alternatively, as with clauses, the words of the original passage will be 
I 

compared with ,what a subject has reproduced to judge if each word can be 
I 

identified as h~ving been recalled, regardless of whatever substitution 

may have taken ~lace. 

The second type of analysis will be discussed when it is introduced, but the 

first is best explained here. 

The main purpose behind the word-based analyses is the observation of the 
I 

nature and behaviou~ of the verbatim recall component, because of its possible 

role in the memory encoding or text. Verbatim recall must inevitably be 

contrasted with rec~lled material that is not verbatim, and this requires a 
I 

derinition of wh•t shall call 'nonverbatim' recall. But all reproduced 

material is not ac~ually 'recalled': intrusions by derinition do not represent 
I 

original inrormatitin in any way, and so it becomes necessary to distinguish 
I 

three type of info~mation among the words of subjects' story reproductions! 

1. Verbatim recall! the number of words recalled eKactly. 

2. Nonverbatim recall: information recalled, albeit inaccurately, but not in 
I 

the original words. 
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3. Intrusions• material found in a subject's reproduction that does net 

apparently repre7ent any original information. 

For many analyses,' each of these 'recall components' will be quantHied by 
I 

simply counting the number of words in a script corresponding to thst 

component. The sc9res so derived will be referred to u 'V', 'X' and 'I' 

respectively. 

It will sometimes be convenient to refer to the total number of words in a 
I 

subject's reproduction, the sum of V, X and I, and this will be called 'W', 

One use of W will 'be as a (crude) measure of the cverall amount of recalled 

material, and as such it can be compared with the total number of (original) 
i 

clauses recalled, : Although 

information, W is 'contaminated' 

likely 

by 

to be more sensitive 

intrusions and subject 

differences among subjects (eg long-windedness of expression). 

to detailed 

to stylistic 

It quickly became apparent that there was much greater scope for 

subjectivity and extraneous influence in the use of the word-based scores than 

in scoring for clause recall. Given the importance of verbatim recall in 

particular, it was, decided to conduct a separate study to identify and 

ameliorate the probl~ms likely to be encountered in the use of word-scores. 

This is described inl Section 4.4. 

Structural analyses 

I 

Structural relat
1
ions play an important part in the current investigations. 

A series of str~ctural analyses of increasing complexity will be employed 

throughout this T~esis. Each technique will be eKplained as it is 

encountered, but an 1overview here will put them in perspective. 

The sequence of ~structural analyses may be summarised thus: 

1. Gross observat~ons on the relative recallability of passages of different 

overall structune. 

2. Quantified results (recall frequencies) on the recall of individual 

clauses, analysed by factors such as length and serial position. 

3. Observations on the relationship between clause recall and clause 'level' 

within the a priori structures defined for each passage. 

4. Other observations, chiefly of a qualitative nature, on the differences 

between clause~ most and least frequently recalled, referred wherever 
I 

possible to structural factors. 
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5. More detailed attempts at relating clause recall to features of the a 
I 

priori passage structures. 

6. Analysis of con~ingencies among clauses in terms of their recall or 
' 

omission, related· to structural features as well as overall structure. 

7. Simple cluster analysis of the recall contingency data, again related to 

both features and' overall structure. 
I 

8. Certain structure-related observations in the detailed word- and 

c 1 ause-based qual 1i tat i ve analyses. 
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4.4 MARKING STUDY 

Introduction 

I 

The purpose of the marking study was to compare the use of the word-scores 

by the Experimenter and independent judges, given simple criteria only. Thig 

was intended to lead to an estimation of the reliability of the scores, and to 
' 

a clearer formulation.of the scoring criteria, thereby minimising subjectivity 
' 

in their use. It also became possible to look at the EKperimenter's own 

reliability. 

Judges 

Three judges (2 male, 1 female) took part in this study, all postgraduate 

research students in Psychology. 

Materials 

The set of photocopied materials given to judges consisted of the 

following: 

I 

1. A brief explanation of the study, with instructions and scoring criteria: 

this is reproduced in Appendix 2.1. 

2. A copy of passage 2C as used in Experiment I, together with copies of the 

recall scripts of 7 subjects. Passage 2C was chosen because it combined 

narrative and descriptive elements and had been fairly average on most 

scores. The scripts were selected to represent the full variation of 

scores produced by subjects, and were all rewritten by the EKperimenter in 

a uniform hand. Labelled boxes were provided for judges' scores. 

Procedure 

The study took place about 2 years after the initial analysis of the data 

from Experiment I.· Judges were allowed to take away and complete the task in 

their own time. All1 marked scripts were returned within 3 weeks, and the 

total time devoted to it was reported to lie between 1.5 and 3 hours.· No 

difficulties were reported other than tedium. 

5 weeks aiter rewriting the scripts, and 2 years after first marking them, 

the Experimenter re~arked the 7 selected reproductions in the same way as the 

judges. This took 1h.15min. 



Results 

The raw scores obtained from Judges and the Experimenter's two attempts 

are presented in Appendix 3.1, and the means and ranges across all 7 scripts 

are shown in Table 4.2, together with Kendall coefficients of concordance and 

equivalent Spearman co~relations. 

Table 4.2: Marking study: means and ranges for 

word-scores for each judge, across scripts 

Judge Judge 

3 

Experi

menter Kendall Equiv. 

Experi

menter 

Score 1 W * rs 

v 

X 

mean 162 0 1 

range 108 

mean 

range 

mean 

range 

mean 

range 

57. 1 

96 

97.9 

57 

7. 1 

22 

16~.6 

113 

7~. 1 

106 

73.4 

36 

' 

168. 1 

114 

50.9 

111 

50.9 

37 

33.9 

44 

167.7 

113 

0.987 

91.4 0.963 

104 

56.9 0.668 

36 

19.4 0.825 

38 

0.983 

0.951 

0.557 

0.767 

167.3 

113 

94.4 

100 

55.0 

26 

17.9 

35 

It can be seen that inter-Judge differences on V, X and I are rather 

larger than might have been expected. There seems to be a reluctance to score 

positively by some j~dges (ie as V or Il and this has the effect of increasing 

the values of X obtained considerably in these cases. Judges probably agree 

better on the order than on the magnitude of the scores assigned, Kendall 

coefficients vary 'between +0.67 and +0.99, 

prcbab 1 y over est i mat:e the 'real ' agreement among 

chosen to cover a w(de range of scores. 

quite pleasing, though these 

judges mince scripts were 

The 2 marking attempts of the Experimenter are very similar indeed, 

probably because of.the great amount of practice he had had by the time of the 

study. In many way~, the Experimenter's scores represent an upper limit 

(for V and Il on scoring. 

Extensive qual~tative examination of judges' scoring was undertaken to 

establish reasons f,or the observed discrepancies and to clarify the criteria 



involved. These gave rise to the recommended scoring criteria of 

Appendix 2.2. Among th~ reasons for scoring differences were: 

1. A reluctance among judges to score isolated words and phrases as V or I. 

2. Alternate ways of ~oping with contractions, abbreviations, compound words 

and 'implicit' pronouns. 

3. High rates of inconsistency and genuine errors among judges, often looking 

like haste or carelessness. 

Discussion 

Overall, the word-scores seem quite reliable, especially if close 

attention is paid ~o the recommended criteria. In particular, the 

Experimenter's own scoring seems to be particularly consistent, and this must 

reflect well on the r~sults of all experiments employing these scores. 
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4.5 EXPERIMENT 

Introduction 

The main purpose·o~ this first experiment was to symtematically gather a 

large quantity o~ data which could then be used to investigate the memory 

represenation o~ text, in particular the problems o~ encoding and structural 

relations. 

Knowledge-led processing proposes that memory is dominated by thematic 

relations and by structures that are strongly in~luenced by what we already 
I 

know o~ the topics1 in question, not by prior ideas about plot structure. To 

investigate this, on~ must begin with passages that have varied content and 
I 

are not already biased by stark narrative story-lines: this requirement was 

~ul~illed by the con~truction o~ the set o~ 9 stories written ~or Experiment I 

(Section 4.3). The nature and number o~ these passages permits comparisons 

among them o~ a ~olistic kind, as well as providing a wide range o~ clauses 

and contexts ~or the' identi~ication o~ ~actors, particularly thematic ones, 

associated with cla~se recall and omission. 

Having described verbatim (and nonverbatim) recall in some detail, it was 
I 

necessary to incorpqrate into Experiment I (and Experimentsii and IIIl certain 

~actors across which any variations in verbatim and other forms o~ recall 

could be observed, The wide but 'controlled' variation in the experimental 

passages provided one such ~actor, others being individual differences among 

subjects and the ,order o~ passage administration. I~, as seems likely, 

verbatim recall indicates no more than an accurate propositional 

representation, th~ only di~~erences in the behaviour of verbatim and other 

recall would be associated with ~actors producing di~~erent levels o~ recall 

accuracy. In this experiment,these would most obviously be subjects and order 

o~ presentation, which be expected to show greater variations in verbatim 

recall. 

Despite the many analyses that will be per~ormed on the present data 

later, only these cpncerning the size and behaviour o~ the 'recall components' 

will be presented here. Other analyses are given in Sections 4.6 and 4.7 1 and 

Chapters 6 and 7. 
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Subjects 

Subjects were 9 maie and 9 female undergraduates from a variety of 

disciplines. All were un~aid volunteers with no prior experience of such an 

experiment. 

Passages 

A set of 9 passa~es was specially constructed for this experiment as 

described above. The pa•sages are reproduced in Appendix 1.1. 

Design 

Each subject was given all 9 passages, 3 passages in each of 3 sessions, 

for immediate recall. The distribution of passages among these 9 trials was 

subject to a number of ;criteria: 

1. No session for any:subject contained more than one passage of each type of 

structure or content. 

2. No subject receiv~d more than one passage of each type of structure or 

content on the sa~e within-session trial in different sessions. 

3, Over all subjec~s, each type of content and each type of structure was 

followed by each other type an equal number of times. 

4. Over all subjects, each passage occurred on each of the 9 possible trials 

exactly twice. 

These considerations produced a Latin square design with repetition, 

consisting of two La~in squares, unbalanced and somewhat constrained. There 

were 4 factors i~ the resulting analyses: subjects, passages, order of 

presentation and squares. Appendix 2.3 shews the 18 presentation sequenceg 

used. Subjects were allocated to presentation sequences at random. 

Instructions 

It was thought likely that subjects would normally be biased towardg 

literal accuracy of recall at the expense of the recall of content. The 

instructions atte~pted therefore to balance the conflicting aims of quantity 

and accuracy of recall and asked subjects to underline reproduced material 

whose accuracy ~hey were unsure of, to discourage them from leaving it out 

altogether. Subj,cts actually made little use of underlining so this material 



could not usetully be analy ed separately. The instructions used in the 

Experiment are presented in the Procedure. Complete instructions were given 

only on the tirst occasion~ atter which suitably abridged versions were used. 

Procedure 

Subjects were tested i~dividually or in pairs in a 'relaxed' environment, 

a typical student study-bedroom such as they all might be tamiliar with. The 

instructions, setting and· group size were all intended to minimise any 

test-like atmosphere. Sessions were spaced several days apart. As soon as 

subjects were seated com~ortably, the preliminary instructions were read aloud 

to them: 

"This is an experiment to tind out how people understand and remember 

prose passages ot various sorts. There will be three sessions ot 

which this is the f(rst; each will tallow the same procedure. In each 

sessin you will read three short passages, making nine altogether. 

They are all ditferent, but are about the same length; all passages 

will be given to yQu on slips ot paper, typewritten. Atter reading 

each passage, yo~ will be asked to write out as much as you can 

remember. This will be repeated tor each ot the three passages in 

each ot the three sessions. Each session will last about 45 minutes. 

Stop me at any poi~t in a session it you are not sure about something. 

You will be asked at the end ot every session not to mention anything 

about any ot the passages to anybody else who might be taking part, as 

this could invalidate their results. Are there any questions?" 

Subjects were then g~ven the first passage, tace down; it was untitled and 

typewritten on a slip of paper. The instructions for reading were then read 

out: 

"You have now b~~n given the first passage to read. The passages are 

very short and are all the same length. You should read each one 

through tNice, ~emember tNice only, at your normal reading speed. 

want you to re~d each just as you would read a passage in a book or a 

newspaper. I only want you to follow the passage quite normally, to 

understand it 1 and, if possible, to enjoy it. I do not want you to 

make any speci~l effort to commit any of it to memory. In particular, 

I am not interested in how accurate your memory is for the precise 

Nording ot the passage. Any questions? You can start now, and let me 

know when you:finish." 



Subjects turned over the slips of paper and read the passages. When finished, 

they were given pens an~ A4 sheets of ruled notepaper, and were read the 

recall instructions: 

"Now, I am going to ask you to write down as much of the passage as 

you can remember, in p~ose rather than note form. am not interested 

in the exact words u~ed originally, but if you do happen to remember 

them, so much the better. Take your time over this part of the 

experiment: there's no need to hurry. If there is anything you 

remember you are not sure of, underline it in your account; there may 

be quite a bit you can't recall, but don't worry about it. When you 

have finished, check through what you have written, and make any 

corrections or additions you want, using footnotes if you like. 

Spelling doesn't mat~er, and neither does punctuation. Are there any 

questions? Don't write your name on the paper, begin when you are 

ready, and let me kn~w when you finish." 

The interval between firiishing reading a passage and beginning the written 

reproduction was usually made to last at least half a minute, often rather 

longer. While subjects were writing, the Experimenter busied himself at his 

desk with inconspicuo~s acivities such as reading, writing and paper-sorting. 

When they seemed to have completed recall to their satisfaction, subjects were 

reminded to check through their scripts, which were collected. Each session 

ended with the remi nde:'r 1 

"Finally, I wou'd like you not to mention anything about any of the 

passages to anybo~y else who might be taking part as this could 

invalidate their ~esults." 

Sessions lasted 45i minutes on average, with extremes of about 30 and 60 

minutes. At the end of the last session, those subjects who wished were given 

a b r i e f account of t,h e nature and purpose of the ex peri men t. 

Results 

Only observati~ris on the values of the word-scores will be made here, 

detailed structur~l and qualitative analyses being covered later. Full raw 

data on clause rec~ll (number of clauses recalled out of 30) and word-scores 

is presented in ·Appendix 3.2. Figures 4.2-4.4 demonstrate the behaviour of 

the clause recall :scores and the four 'word-scores' across subjects 1 passages 

and order of administration, the means on which they are based being tabulat0d 

in Appendix 4.1. Each of the five variables- clause recall and the four 



word-scores- was subjected:to an analysis of variance, the results of which 

are summarised in Table 4.3~ with full details given in Appendix 4.2. 

Table 4.3: Experiment 1: summary of anova 

results on clause recall and word-scores 

F:-rati os on 

Subjects 
~ Passages Order 

Variable df = 17,128 df = 8,128 df = 8,128 

Clauses 9.817 **** 4.681 *** 3.443 ** 

w 13.68 **** 3.076 ** 4 I 151 *** 

v 20.61 **** 4.360 *** 6.583 *** 

X 2.459 ** 5.774 *** < 1 

1. 531 3.093 ** < 1 

**** 

*** 

** 

The important findings with clause recall concern 

structure. For the pr~sent it can be noted that the anova 

p « 0.001 

p < 0.001 

p < 0.01 

its role in passage 

on clause recall 

shows significant dif~erences among subjects and across passages and order of 

administration. Clau~e recall tends to follow the pattern set by the 

word-score measures W!in the graphs, and correlates highly with both Wand V+X 

(Table 4.4). 

Table 4.4: Experiment I: Spearman rank correlations 

among 'quantity-of-recall' measures 

w 

+0.97 V+X p << 0.001 in all cases, 

+0.82 +0.83 Clau~es 2-tai 1 ed tests 

The most imp~rtant finding from the word-score analyses is that V is the 

largest component of W and is by far the biggest contributor to the variance 

in W. This is ;obvious from the figures and from the underlying data 

<Appendix 4.1l. the great variability of V both within and between subjects 

is reflected in 'the extreme values for the percentages of the original wordo 

recalled verbatim! for subject means, 26Y. and 59Y.; for passage means, 36Y. and 



and 44X; for trial m~ans, 31X and 45X; and for individual scripts, 10X and 

69X. 

From the graphs it is clear the most obvious effect is that, whereas V 

follows the course of: W, X and I more or less fluctuate around their own 
' means. The anovas (Tabl:e 4.3) show that all factors produce significant 

effects on V (and so Wl. Significant effects on X and were associated with 

passages and subjects b4t not order, but the magnitudes of these variations 

were much smaller than for V. Intercorrelations among the components of W are 

given in Table 4.5: apart from the expected correlations with W itself, there 
I 

is little relationship among V, X and I, except that the correlation between X 
I 

and I just attains significance. 

Table 4.5: Experiment t: Spearman rank 
' 

correlations among W arid its components 

w 

+0.86 ** v *** p <= 0.001 N = 162 1 

+0,55 ** +0.13 X * p <= 0.05 2-tailed 

+0.26 ** -0.10 +O.l9 * I 
' 

Despite the relati~ely small number of subjects, half were male, half 

female, permitting ~orne comment on sex differences in the results. In fact, 

differences on all variables were small or zero: two-tailed t-tests, using the 

sd's on subjects' individual means, gave p > 0.20 (df = 16) for each of the 

five variables. 

Discussion 

So far, the main: finding from this experiment is that the verbatim recall 

component, as defined here, is quite sensitive to the 3 factors in the 

experimental design; whereas nonverbatim and intrusive recall show smaller or 

zero variations. This pattern of results, while not technically inconsistent 
' with either the 'accuracy' or 'parallel' positions about the relation between 

propositions and verbatim information in memory (Section 4.1) was not wholly 

predicted from the a~curacy hypothesis favoured here. 

Although subjec~ and order of presentation differences might easily be 

accounted for in te~ms of accuracy 

differences in acc~racyof recall 

of recall, it is surprising that big 

should be found across passages. That 



passages show the same pat~ern of results as the other factors might be taken 

as modest support for ~he parallel hypothesis, ie that verbatim and other 

recall are mediated by different structures and processes and are likely to 

behave differently in situations the accuracy hypothesis would not eKpect. 

Alternatively, it has been assumed that subjects interpret the instructions 

given them consistently,. but middle-of-the-road instructions might give 

subjects greater opportunity for individual variations and differences in 

their interpretation. 'A second artefactual eKplanation is that the 

consistency of these results is somehow a scoring artefact. Clearly, results 

from further eKperimenral manipulations are required before these 

possibilities can be distinguished, and these will be attempted in Chapter 5. 

Looking at the pattern, of results across passages, it is disappointing 

that there are not bigger differences between the 3 structural types, though 

such a global approach would normally be eKpected to show up very little. The 

main analyses of s t r u c t u r a:l features, using EKperiment I data, begin in the 

next section. 
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Figure 4.~: word-score means: plotted by F-5-Sa~es 
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4.6 PASSAGE STRUCTURE 

Introduction 

The clause has alrea~y been introduced as the basic unit for describing 

text structure in the present research. This section proposes to look at the 

relationship between clause.recall and certain simple quantifiable features of 

the stories used in Experiment I. The basic data on which all these analyses 

are based is the table of o~ission frequencies for each clause of each passage 

<Appendix 3.1). 

The analyses which follow begin by considering the pattern formed by 

clause omission frequenci's and the influence of clause length on recall. It 

is hoped that these results will demonstrate that clause recall is selective 

and that the length of: clauses, which of necessity varies widely, is not a 

serious confounding varia~le in the data. Serial position and clause level 

(defined by the a prio~i story structures of Section 4.3) are two fairly 

primitive means of specifying certain structural relations within passages, 

and their association with clause recall will be described as a preparation 

for the more detailed structural analyses of Chapter 6. Both begin to show 

the causes of differenti•l cgause omission, and levels can also indicate very 

roughly the validity of the causal and thematic relations within the passages. 

Omission frequency 

Before looking at th~ structural dependency of clause recall, it is worth 

confirming that the pattern of clause omissions is non-random. Appendix 5.2 

shows the distribution o~ clause omission frequencies for each passage in 

E:<periment I 1 together: with the numbers expected if clause omissions were 

simply random, at •the same overall recall level. One-sample 

Kolmogorov-Smirnov 

distributions for 

tests were performed on the difference between the two 

each individual passage as well as for the overall 
I 

distribution, with th• results shown in Table 4.6. For 5 of the 9 passages, 

the difference was sig~ificant, and overall it was highly significant. It can 

be concluded, therefore, that the pattern of recall omissions for clauses in 

Experiment I is non-~andom, ie that considerable selectivity for and against 

clauses appears to be pperating. 



Table 4.61 E K e e r i m',e n t I I comearison of actual and 

theoretical frequency distributions of clause omissions 

Passage D * p N 

1A .0 I 280 <O.OS 
18 ;o. 322 (0.01 

1C 'o. 169 n.s. 

2A 0.241 <0.05 

28 0. 132 n I$ I 30 

2C 0.344 <0.01 

3A 0 .. 198 n. s, 

38 0', 186 n.s. 

3C 0.330 <0.01 

Al.L 0.· 218 «0.01 270 

* 2-tailed Kolmcgorc~-Smirncv tests 

Clause length 

One possible confounding variable in many of the structural analyses might 

be clause length Cie ~umber of words per clause), 

information content ~f clauses. Clause 1 ength 

relating perhaps to the 

differed widely among the 

clauses of all passage~ because of the way they were constructed. It would 

complicate results if clause length correlated with either clause level or 

serial position. 

Table 4.7 looks at :the relationship between clause length and omission 

f r e que n c y f c r the c 1 a u:s e s of Passages 1 A - 3 C , from w hi c h i t can be seen that 

a rough overall relationship does eKist between clause length and omigsions; 

this is marginally sig~ificant by an extended median test. Correlations were 

carried out between c1a4se length, and serial position and level, with data 

peeled across structural types <Table 4.8), In neither case did any 

correlations approach si~nificance, A check en the relation between clause 

length and clause level just failed to be significant. It does not look, 

therefore as if clause length is likely to have been an important confounding 

variable in any of the s~ructural analyses. 



Table 4.71 Ex~eriment I a c:l a use omissions 

as a function of clause length 

Number ~----------------Mean omissions per clause----------------

Clause of 

length clauses :1A 18 1C 2A 28 2C 3A 38 3C ALL * 

12 9 9.0 o.o o.o 1.0 o.o 14.0 o.o 4.0 7.0 2.9 

11 18 3.5 2.5 6.5 3.5 4.0 3.0 6.0 4.0 0.5 3.7 
I 

10 27 4.3 4.7 0.0 8.3 2.0 0.3 3.7 3.0 6.3 3.6 

9 36 d,. 5 2.5 3.0 1.5 3.5 2.8 5.5 1.5 4.0 2.8 

8 45 2·. 0 2.8 5.0 2.2 3.8 3.2 5.2 2.8 5.6 3.6 

7 45 1.6 0.6 4.2 4.8 3.2 2.6 5.0 3.0 4.0 3.2 
I 

6 36 3', 0 5.8 7.3 5.3 1.5 3.5 6.5 3.0 4.5 4.5 

5 27 s;1 6.3 5.7 7.0 2.3 4.3 4.7 8.3 10.3 6. 1 

4 18 3;5 1.0 13.0 1.5 3.5 1.5 2.0 4.5 5.0 3.9 

3 9 4 .:o 1.0 5.0 5.0 8.0 11. 0 5.0 10.0 7.0 6.2 

ALL 270 2. 7:0 3.20 4.93 4. 13 3.03 3.40 4.83 3.73 5.23 3.90 

* Extended median test on original data: X2 = 19. 13, df = 9, p < 0.05 

Table 4.8: Ex~eriment: 1: Kendall rank correlations 

among clause length, serial ~osition and clause level 

Passage Kendall 2-tailed 

Comparison structure tau * z p 

Clause length ' 1 -0.0963 -1.344 0.179 

& 2 0.1106 1. 544 o. 123 

Serial position ·3 0.0815 1. 138 0.256 

Clause length 2 0 I 1299 1. a 13 0.070 

& clause level :3 0 I 1335 1. 863 0.062 

Serial position 2 
' 

-0.0826 -1. 153 0.249 

' & clause level 3 -0.0665 -0.928 0.353 

* Corrected for ties 
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Serial position 

All text is sequential in the first instance, and many aspects of prose 

structure are relat~d in some way to this sequentiality. As a first step in 

the analysis of pa•sage structure and clause recall, the data of Appendix 5.1 

was plotted for ea~h passage and overall to show up this relationship 
I 

(Figure 4,5). Desp~te wide fluctuations unrelated to serial position, the 

first half dozen cla~ses of most passages seem to be preferentially recalled, 

as to a lesser extent do the last 2 or 3, There is also the suggestion that 

it is only structurai types 1 and 2 ('linear' and 'branching') which show 
I 

preferred recall of the final clauses. 

Table 4.9 attempts to look at this difference between initial and final 
i 

clauses, by correlat~ng omission frequency and serial position separately for 

the first and last 15 clauses of each passage, Data has been averaged for 
I 

each serial position 
1 

within structural types and overall. The observed 

relationship with position for early clauses was confirmed for 'linear' and 

'nodal' passages and ,reached an extremely high correlation (+0.971) averaged 

over all passages. ~here were no significant correlations, however, for later 

clauses. 

Table 4.9: Experiment. I: Spearman rank correlations between 

serial position and omission frequencies of clauses 

----~~--------Passages--------------
1 

Clause no,/ 

Statistics Type· 1 Type 2 Type 3 ALL 
I 

rs +0.854 +0.368 +0.871 -1-0.971 

1 to 15 t 5.92 1. 67 6.39 220.7 

p <0.001 n.s. <0.001 «O. 001 

rs -0. H3 -0.336 +0.082 -0.379 

16 to 30 t -1.64 -1.29 0.30 -1.48 
I 

p n. s .~ n. s. n.s. n.s. 

Clause level 

N = 15 1 

df = 13, 

2-tailed 

N = 15 

df c 13 

2-tailed 

Clause 'level' was defined very simply (Section 4.2) in terms of the a 

priori structures around which the passages of Experiment I were constructed. 

The level of any clause was its distance from what was called the 'main 
I 
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sequence' of clauses in the passage, and in practice varied from 0 to 4. It 

can be predicted that clauses of 'deeper' levels (say, 2 to 4) would be ltHHi 

well recalled than others for either of two reasons: 

1. They are less structurally important, ie more distantly related to the 

overall structure of the passage. 

2. Their meaning, and hence whether they are recalled, is dependent upon 

higher level clauses; their frequency of recall cannot therefore be 

greater and would normally be expected to be les5 than that of th~ clau@ms 

on which they are dependent. 

According to Table 4.1 above, all the clauses in type 1 ('linear') passages 

are level 0, so that no relation between clause recall and level is pos5ible 

for them. T y p e 2 :p as sag es ( ' b r an c h i n g ' ) c on ta i n m o s t 1 y h i g h e r an d t y p e 3 

('nodal') mostly lower clauses, but an association between level and recall 

m i g h t b e p r e d i c t e d f o:r b o t h • 

Table 4.10: Ex~ er i men1t I : mean omissions ~er clause 

as a function of clau'se level 

--------------- By passage --------------- By type ---

Level 1A 18 1C 2A 28 2C 3A 38 3C 2 * 3 ** 
0 2.7 3.2 4.9 :3. 1 1.6 3.2 1.0 0.5 1.0 3.57 2.63 0.83 

4.3 2.8 3.7 3.0 3.0 3.4 3.60 3. 14 

2 ,4. 7 4.5 1.2 4.7 3.9 5.0 3.44 4.50 

3/4 5.5 4.8 6.5 7.2 4.7 7.6 ::'5. ~B 6.42 

ALL 2.70 3.20 4.93 4' 13 3.03 3.40 4.83 3.735.23 3.57 3.53 4.62 

Extended median tests' * X2 = 13.88, df = 3, p < 0.01 

on original data: ** p = 13.50, df = 3 I p < 0.01 

Table 4. 10 summar'.i ses the mean omissions per clause at each level for each 

p a s s a g e , an cl a v e r a g,e cl o v e r p a s sa g e s o f ea c h s t r u c: t u r a 1 t y p e : l eve l 4 c l au s e s 

have been grouped with level 3 ones because of their very small numbers. For 

all 6 relevant passages the highest mean omission frequency i~ found for 

1 evel 3 and 4 clauses. Extended median tests on data from passages combined 

acrou structural t·ypes showed significant effects for both 'branching' and 

'nodal' passages. Cl,ause level by this definition dose, 'therefore, seem to 

determine recallability. Incidentally, there were no appreciable correlations 
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between clause level 'and either serial position or clause length (Table 4.8). 

Discussion 

Clause recall has been investigated here in four simple ways, with some 

satisfyingly clear results. Firstly, not as trivially as it might first 

appear, it was established that clause recall is highly selective: some 

clauses are indeed co~sistently recalled by subjects, and others are just as 

consistently omittedl Next, it was shown that although there was some 

relationship between ~he length of a clause and its omission frequency, this 

was not as marked am had been feared, and probably had little influence on 

later analyses. 

Serial position inevitably reflects aspects of passage structure, but 

additionally may be a 'determinant of clause recall in its own right. The data 

from the 9 passage~ of Experiment I failed to suggest more than a minimal 

association between serial position and recall, except for the first 5 or 6 

clauses in a story. This is probably caused by the important information in a 
' story being given, ~r at least expected, near its beginning, and would be 

accounted for by almost any theory of discourse comprehension. More 

surprisingly, there was no significantly enhanced recall for the last few 

clauses, which might be expected to have a similar status. 

Clause level, though a common measure in the literature, can confirm only 
I 

indirectly the valid~ty of a particular method of structural description. 

Nevertheless, the method chosen here for defining clause level passed this 
I test with quite a marked association between clause recall and level, the 

lower levels of clauses being less well recalled as expected. At least the 

method of describing, structural relations by causal and thematic links, 

adopted in Section 4.2~ has some general psychological validity. 
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4.7 CLAUSE DESCRIPTimN 

Introduction 

This section is an attempt to analyse the differences between those 

clauses most and least frequently omitted, in a descriptive or 'qualitative' 
I 

fashion. Further discussion o~ qualitative analysis is given in Chapter 71 

together with more extended analyses. In particular, it was intended to test 

the prediction that thematic relations are the major determinant of clause 
I 

recall. Since qualitative analyses are essentially subjective, the scope for 

bias in these judgements was reckoned to be great, and will be the subject o~ 

a further investigation in Section 4.8. 

Data selection 

There were two immediate problems posed by the data ~or this study1 

1. Presenting the results o~ such analyses can be extremely lengthy. 

2. Many of the f~ndings of these analyses depends on small numbers o~ 

clauses, so that' restricting the data pool to the results of Experiment I, 

based on only , 18 subjects, might produce conclusions of little 

reliability. 

It was decided, t~erefore, to present detailed results in an Appendix only, 

with a summary of eisential features here, and to pool the data for the 

3 passages used in 'both Experiments I and II. (Experiment II is described in 

Chapter 5.l This ,combined results over several dif~erent experimental 

conditions, but thi~ seemed justified because: 

1. There were no 'a priori reasons to expect differences among conditions 

except in the overall level of recall, ie not in terms of the pattern of 
' clause omissions. 

2. Kendall coeffi~ients of concordance across the 4 conditions (Table 4.11) 

indicated a high degree of agreement on the overall pattern of clause 

omissions. 

3. Most of the ana~yses compared the top 50X recalled clauses with the bottom 

50% for each passage so that fine distinctions among clause omissions were 

probably unimportant. The 2 experiments agreed well en this division: of 
I 

the top 50X or so clauses on omission frequency for Experiment I, only 

clause each for Passages lA and 38, and 2 clauses for Passage 2C were not 
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I also in the top SOY. fo~ the pooled data. 

The recall and omission data used in these analyses is summarised ~or all 

clauses in Appendix 5.3. 

Table 4.11: Experiments I and II= Passages 1A, 2C, 38: Kendall 
\ 

coefficients of concordance among clause omission frequencies 

for the 4 separate exp~rimental conditions 

Kendall X2 Equiv. 
I 

Passage s w * df = 29 p rs 

I 
1A 28022 0,786 91.23 <0.001 0.71S 

2C 28S37 0.801 92.92 (0.001 0.734 

38 28S19 0.796 92.39 (0.001 0.728 

Results 

It is always difficult trying to avoid the subjective nature of 

qualitative analysis. The detailed comparisons provided by Appendices 5.3 

and 5.4 are attempts to minimise the problem. Appendix 5.4 presents for each 

passage the SOY. most f\equently recalled clauses, combined into a 'passage', 

and the SOY. of clauses most often omitted, similarly combined. These 

'half-passages' may be!read like normal passages, and it is at once apparent 

that the best recalled half-passages are more coherent and intelligible than 

the others, even perhaps for Passage 38 whose 'nodal' structure might be 

thought to make it less susceptible to this sort of disruption. 
I 

At this point, while several different ways of describing these 

differences suggested themselves to the 

profitable to pursue one particular 

omission to the overall structural 

Experimenter, it was thought most 

line of enquiry which related clause 

o~ the passages. In general, the 

half-passages showed w~at would have been expected from previous research: 

1. Recalled material tends to favour items directly relevant to the plot or 
i 

purpose of the passage, as well as items introducing topics, actors or 

events. 

2. Omitted material :favours subsidiary events not directly relevant to the 

plot, descriptive items, and material that essentially repeats what occurs 

elsewhere in the passage, 
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More specifically, two recurr.nt factors seemed to be associated with higher 

omission frequencies: 

1. Items which repeat information present elsewhere or which could easily be 

inferred from other infor~ation given: these were called 'redundant', 

2. Material not falling into; the first category, but which seemed of little 

importance to the plot or purpose of the passage as a wholet this type was 

called 'peripheral'. 

The omission of either type of item did net seriously affect the overall 

meaning of the passage. Table 4.12 presents the most emitted clauses of each 

passage classified by the: Experimenter as either 'redundant' ('r'l or 

'peripheral' ( 'p'l, ambiguous cases being classified as beth. 

Discussion 

Though not spectacular in themselves, the results of this study seemed 

clear enough to the Experi~enter, and the classification arrived at possesses 

the important feature that. it appears to describe individual clauses in 

relation to the structu~e or content of the passage as a Nhole, that is, in 

relation to some global tc~ic or theme, rather than smaller scale structural 

features or aspects of content. This conclusion is highly tentative, however, 

and requires independent confirmation. Two different follow-up investigations 

suggest themselves: 

1. To confirm the descri~ticns so far offered by having the clauses rated by 

independent judges, w~thcut knowledge of omission data. 

2. To test predictions ftom this classification of clauses by experimentally 

manipulating the rela~ionship between clauses and the passage as a whole. 

These ideas will be taken up in the clause rating study and Experiment IV 

respectively, 



Table 4.12: Experiments I and: II: Passages 1A, 2C, 38: 
classification of most omitted clauses 

Omiss-
Type ions No. Clauses 

Passage lA 

r 7 29 who was so proud 
r 8 18 before espying :a shadowy depression in the undergrowth 
p 9 4 then visited t~e village shrine 
p 10 5 and prayed to ~is tribe's ancestral spirits. 
r 12 21 He ran over 
p 15 9 and crept out of the cave into the moonlight. 
r 22 13 Ernu ran after: it. 
r 22 15 He followed the animal's tracks for over half an hour, 
r 23 12 Suddenly the shape vanished into the forest. 

p/r 24 20 There was a lo~d roar. 
p 25 10 At first he c~uld see nothing except the misty river banks, 
p 25 16 until he came ~ut into a swampy clearing. 
r 27 14 He plunged into the undergrowth, bow and arrows in hand. 
p 32 24 Ernu jumped a~ong the bushes 
r 43 17 He looked around for a while 

r 
p/r 
p 
p 

p /r 
p 
r 
r 
p 
r 
r 
r 
r 
r 

p/r 

p 
r 
r 
p 

p/r 
p 
p 
p 

p/r 
r 
p 
p 
p 
r 
r 

8 18 
9 11 

10 2 
10 14 
15 19 
19 21 
19 28 
22 3 
23 20 
26 6 
28 4 
29 26 
33 9 
36 7 
37 15 

15 11 
16 3 
17 22 
18 18 
18 24 
20 12 
21 17 
26 19 
26 29 
27 13 
29 8 
29 20 
33 25 
36 28 
38 7 

Passage 2C 

alarming me even more, 
and disappeared into the carpet. 
which is always a dismal prospect before breakfast, 
or so he let others believe. 
because there' couldn't have been much left inside by then. 
where the sunlight glistened on the rust. 
and went to h~ve a shave in the bathroom, 
I found to m~ surprise, 
But my friend placed the razor on the table, 
which alarmed me at first. 
on switching :on, 
which had had such a deleterious effect. 
to look inside for anything amiss, 
Indeed, I had never heard its like before. 
He said he d~dn't like the look of the steel fragments, 

Passage 38 

one wall hou~ed a deep-freeze the size of a small room, 
e a c h r o om r e:p r e s en t e d a d i H e r en t p e r i o d : 
and had posilioned it carefully in relation to the terrain, 
Heating was :provided by large ceiling panels. 
as a chick ~nuggles in a hen's nest. 
and the floor was supposedly self-cleaning. 
and by using blue-tinted concrete. 
which were no fire hazard 
so as to le~d an almost subtropical air to the setting. 
The builders had taken trouble 
which was to win an important industrial award. 
due to their low temperature. 
The site also provided the maximum protection from the elements. 
distributin~ them in clusters 
hi d den f om :s i g h t , 
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4,8 CLAUSE RATING STUDY 

Introduction 

In the previous secti~n, two qualitative features of clauses were 

implicated in their recall arid omission: 'redundancy' and 'peripheralness', 

However, these descriptions 'Were subjective and imprecise. This rating study 

is one attempt to improve on :these limitations by having independent judges 

rate clauses from the passages on a series of scales related to 'redundancy' 

and 'peripheralness' under c~nditions as objective as could be arranged. 

Judges 

Four judges (2 male, 2 female) took part in this study, all unpaid 

volunteers: all were postgraduate research students, 3 in Psychology, the 
i 

fourth in Physics. 

Materials 

Judges were provided with photocopies of the following materials: 

1. An introduction to the study with expanded definitions of the 9 7-point 

scales and labels fo~ each point of each scale. This material is 

reproduced in Appendix f• 61 and the rating scales are summarised in 

Table 4.13, 

2. A set of 6 sheets cont~ining Passages 1A, 2C and 38 as single paragraphs; 

each was followed by a list of its clauses with their serial numbers, 

randomly ordered. No other information about the clauses was provided to 

judges. 

3. A set of 9 sheets, eac~ containing 10 sets of the 9 scales, each scale 

numbered 1 to 7 1 'dk' ('don't know') and 'na' ('not applicable'), Judges 

had to enter passage and clause numbers in spaces provided. 

Rating scales 

The 9 scales used ~nc:luded 3 related to 'redundancy', 3 to 

'peripheralness' and 3 ~dummy' scales unrelated to the interests of the 
' 

present study, but seemingly appropriate to a task such as this. These are 

listed in Figure 4.13 t~gether with the values assigned to extreme scale 

points. In terms of these, scales, it is readily predicted that clauses 
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previously designated 'redund~nt' would score lower than the others on any or 

a 11 of A 1 B and C 1 and that ' p1e r i ph era 1 ' c 1 au s e s w o u 1 d score hi g her on D 1 

E and F. No such differences ,were expected for G, H and I. 

Table 4.13: Rating study: rating scales used 

and the values assigned to their end-points 

Scale description 

Value of end-points 

7 

A: intrinsic.information content low high 

redundancy B: repetitiv~ness 

C1 inferabil~ty from context 

D: congruity' with context 

peripheral ness E: essentialness to story-line 

F: narrative~descriptive nature 

G: unusualne.ss 

dummy scales H: inter est i,n g ness 

I: d iff i c u 1 t,y of comprehension 

Procedure 

high 

high 

high 

high 

narrative 

high 

high 

high 

low 

low 

low 

low 

descriptive 

low 

low 

low 

Judges were given the' materials to read and complete at their leisure. 

Completed forms were returned over a period of 2 weeks to 4 months and the 

amount of time spent on the task averaged about 11 hours, unsurprising given 

that the task required 270 difficult judgements. The only problems concerned 

the definitions of the scale points, either being 'numbered the wrong way 

round' or contradicting the general definitions of scales (when judges were 

told to attend more to the latter). 
I 

Results 

All judges avoided the 'don't know' and 'not applicable' responses, but 

not all made the best possib~e use of the scales. Interjudge agreementa 
' (Kendall coefficients of cgncordancel for each of the 9 scales across all 90 
I 

clauses are summarised in T~ble 4.14. These were disappointing as 2 of the 

'redundancy' scales and :one of the 'peripheralness' scales showed no 

significant agreement among ;the judges, and of the equivalent mean Spearman 

rank correlation coeffi~ients, the highest (for 'narrative-descriptive 

nature') was only +0.368. 
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Table 4.14: Rating stud~: inter judge agreement 
' 

on the use oof the rating scales 

Kendall p Equivalent 

Scale w * p I (dt 
I 

= 89) mean rs 

A 0.097 34.6 n.s. -0.204 

B 0.508 180.8 (0,001 +0,344 

c 0.287 102.0 n. s. +0.049 

D 0.230 82.0 n. s, -0.027 

E 0.373 132.8 (0.01 +0. 164 

F 0.526 187.3 <0.001 +0.368 

6 0.367 130.6 <0.01 +0.156 

H 0.353 125.7 <0.01 +0.137 

0.224 79.5 n. s. -0.031 

Mean scale values acrdss judges -for the clauses in each passage, 

classi-fied as peripheral/redundant/remainder (24, 28 and 44 clauses 

respectively) and most/least ~omitted (27 and 63 clauses), are given in 

Appendix 4.8. Table 4.15 summarises median tests on the original data for the 
' 9 scales, comparing the two classifications of clauses and the passages1 thm 

only significant diofferences:are among passages, on 01 F and I, disconfirming 

the initial hypotheses. Table 4.16 shows the overall Spearman correlations 

among the scales and with ~lause omissions; with 2 marginal exceptions, 

however, all the significant'correlations involve one or more of the 3 'dummy' 
I 

scales, G, H and I. 
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Table 4.15: Rating study: median tests on differences among 

passages and types of clauses on each of the rating scales 

Differences Stats 

among A B c 

Rating scales 

D E F H 

Passages, 

df = 2 

X2 3.65 0,66 1.88 9.98 4.41 21,97 1.90 4.29 7.37 

p ns ns ns <0.01 ns (0.001 ns n!l! <0.05 

'Redundant'/ 

'Peripheral'/ X2 2.47 0.89 2.44 1. 42 1. 08 0.67 1.02 1. 83 0.06 

other clauses p ns ns ns ns ns ns ns ns ns 

df = 2 

Most and 

least omitted X2 0.36 0.56 1. 44 3.23 3.34 0.06 1. 26 0.53 0.74 

clauses p ns ns ns ns ns ns ns ns ns 

df = 1 

Table 4.16: Rating study: Spearman rank correlation 

coefficients among rating scales and clause omission 

frequencies (decimal points omitted) 

A 00 +06 +09 -10 -13 -11 -14 +05 -03 

B +24* -:09 -01 +02 +06 -03 -l-15 -09 

c +24* -05 +08 -16 -10 -11 +11 

D +17 +06 -06 +12 -19 +17 

E +02 +14 +35*** + 11 -01 

F -11 -11 ~o9 -07 

*** p<0.001 N = 9.0, 13 +63*** +52*** -10 

** p<0.01 2-tafled H +17 -l-04 

* p<0.05 tests -32** 

Discussion 

The rating study proved disappointing in two respects: for failing to 

demonstrate the reliability of most of the scales used, and for showing none 

of the predicted differences either among 'redundant', 'peripheral' clauses 

and the rest, or even between the most and least frequently omitted clauses. 
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These failures may be a~cribed to any of 4 possibilities• 

1. The clause differences described as 'redundancy' and 'peripheralness' have 

no objective basis. 

2. The 90 clauses in the study in fact differ very little on the attributes 

defined by the scales. 

3. Judges failed to interpret or use the scales supplied properly or 

consistently. 

4. The scale description• given to Judges were poorly written. 

Scale F (narrative-desc~iptive nature) gave moderate and highly significant 

interjudge agreement, reflecting identification by judges of differences known 

to have been present in passages because of the way they were constructed. 

This at least supports ihe idea that descriptive differences can be confirmed 

by a study of this sorti At least on this scale, possibilities 2, 3 and 4 

seem contradicted, although some judges did make poor use of the full range of 

scale points. (2) is lurther contradicted by significant passage differences 

on 'D' and 'I' ('congruity' and 'difficulty'), 

While methodological problems may have been a major factor in the negative 

findings reported he're, there is still a strong suggestion that the 

differences identified among clauses more and less frequently omitted have 

little objective foundation. There is, however, an alternative method of 

investigating the s~me problem, by experimentally altering the relationship 

between individual clauses and the overall theme of a passage, and this will 

form the basis of Experiment IV. 
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4.9 EXPERIMENT IV 

Introduction 

In a brief qualitative analysis of clause recall data from Experiment I 

(Section 4.7), it was found that those clauses omitted most frequently could 

be described as more 'peripheral' or more 'redundant' in the context of the 

passage as a whole. Unfor~unately, these descriptions failed to be confirmed 

by asking independent ju~ges to rate the clauses from three of the passages, 

so that an alternative approach to verifying the original descriptions of 

these clauses became necessary. 

Both of the charac~eristics apparently distinguishing mere and less 

frequently recalled clauses from each other described clauses in relation to 

the rest of the pass~ge. In particular, a peripheral clause was one that 

seemed unrelated to the ~plot or purpose of the passage as a whole", ie to a 

particular kind of topic or theme, a higher order 'statement' of what the 

story was 'about' which ;need not have been explicit originally. Redundancy, 

while comparing clauses with the whole passage, was mere a reflection of the 

information added by a clause than of its structural links with other passage 

elements, ie it is iess easily interpreted in thematic terms. However 

important redundancy mi.ght be if empirically confirmed, peripheralness is more 

closely related to the main theoretical interests of this Thesis, and will 

form the basis of Experiment IV. 

The approach adQpted here was to vary the peripheralness of a set of 

clauses by alteration~ in the rest of the passage in which they were embedded. 

The story versions so formed contained a common central section and 

alternative beginnings and endings which permitted the aim or purpose of the 

passage as a whole to be systematicaly varied. In one version, the central 

section would be perfectly intelligible in terms of the purpose implied by the 

beginning and conf1rmed by the ending. In another version, the same central 

section was of undefined purpose until the ending was encountered by the 

reader. And in a third version, neither the beginning nor ending allowed a 

purpose to be clearly deduced for the central section. It was predicted that 

the weaker the thematic relationship between the central section and the 

passage as a whole became, the poorer the central section would be recalled. 

This experiment is similar but not identical in purpose to several ethers 

in the literature. Studies such as that by Bransford and Johnson (1973) en 
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the tacilitatory effect of explanatory pictures and titles on text 

comprehension and recall,: or the perspective change experiments of Anderson 

and Pichert (1978) and Flammer and Tauber <1982), all varied the relationship 

between the content of a passage and some external source of information 

necessary for interpretation. Omanson <1982) comes nearer the present study. 

He varied the 'centrality' ~f target clauses within stories, defined by causal 

and other relations among ;them, and found that recall was strongly related to 

centrality. Unfortunately~ Omanson used short simple narratives, and remained 

very much within a story grammar framework. The present experiment differs 

from Omanson's in emphasising thematic rather than causal relations, using 

more varied material, and .defining peripheralness <a sort of reversal of 

centrality) not by the • links between individual clauses <that is more like 

'clause level') but by the relationship between clauses and some general 

notion of the point or purpose of the story, not necessarily specified in any 

particular clause. 

Subjects 

Thirty-six students <17 male and 19 female), mostly undergraduates and 

from a variety of disciplines, took part in this study. All were volunteers, 

paid a small for partici~ation, and all had taken part in one other experiment 

<I or IIl over the prec~ding months. 

Materials 

Two passages, 'P' and 'Q', were specially written for this experiment to 

the same criteria of style and word and clause length developed for the 

passages for Experime~t I. Both were 'branching' narratives (structural 

type 21. There were three versions of each; the central 20 clauses were the 

same throughout, but the beginnings and endings differed. The versions for 

each passage were: 

1. An 'ordinary' version in which the purpose was announced (was 'explicit') 

at the outset, was dealt with in the central section, and resolved or 

concluded in th~ final section. The central action sequence then had a 

definite 'purpos~· to define clear relations with the other clauses. 

2. A version where the purpose was 'implicit', ie not stated in the opening 

section but inferable from the ending, in the light of which the central 

section would ha~e to be interpreted. Relationships among the clauses 

would be weak~r, particularly between the central section and the 
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beginning. 

3. A third version ('absen~') of each passage in which no purpose or reason 

for the central sequence of action was provided or could be inferred in 

either the beginning or: the end. Here, the relationship amonQ the clauses 

was weakest of all. 

It was predicted that the central sections of 'explicit' versions ('Pe' and 

'Qe') would be recalled best and those of 'absent' versi ens ( 'Pa' and 'Qa') 

worst. 'Implicit' version? ('Pi' and 'Qi') were eKpected to be intermediate 

in level. The sections from which the versions of each passage were 

constructed are reproduced: in AppendiK 1.3. 

Design 

Every subject received both passages in the same session. Subjects 

received different 'versions' of each of the two passages, order of 

presentation being coun~erbalanced so that each of the 12 possible 

passage-version pairs were received by 3 subjects. Subjects were randomly 

allocated to orderings, ~nd the order of passages for each subject is given in 

AppendiK 2.7. Data from .the central section only was analysed separately for 

each passage in a 3 K 2 independent groups factorial design, the factors being 

version and order of presentation/recall. 

Instructions 

The instructions were a simple modification of those used for 

Experiment I, retaining:EKperiment II's single reading of each passage. This 

was intended to avoi~ the possibility, with implicit versions, of subjects' 

knowing the aim of the passage at the beginning of the second reading from 

having already read ~he ending. The only other alterations to the original 

instructions were to a~comodate the different number of sessions and passages 

and the shorter session length. 

Procedure 

Except for the instructional differences already noted and for there being 

only two passages ~nd one session, the procedure duplicated that of 
' Experiment I in all r•spects. Sessions lasted an average of 25-30 minutes. 
I 
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Results 

Raw data for clause recall and word-scores is presented in AppendiK 3.6 

and passage and condition means in Appendix 4.9. There are surprisingly few 

differences of any 

passage: implicit 

Passage P than than 

size associated With eKperimental factors for either 

and absent versions are marginally less well recalled for 

for Q and there seems to be a beneficial effect on the 

recall of P from presenta~ion second, which does not hold for Q, Analyseo of 

variance on the data are gi:ven in Appendix 4.10 and summarised in Table 4.17. 

Table 4.17: Experiment IV:,summary of anova 

results on clause recall a~d word-scores 

Passage P 

Version 

Variable df = 2,30 

Clauses 1. 21 

w 2.51 

v 1. 24 

X < 1 

I 8' 11 ** 
Passage Q 

Version 

Variable df = 2,30 

Clauses <1 

w < 1 

v < 1 

X < 1 

< 1 

I 

F-raties on 

Order 

df :: 1, 30 

3.09 

3.90 

6~26 * 

2~50 

2:.59 

F-raties on 

Qrder 

df.= 1 t 30 

: < 1 

' < 1 

<1 

'1. 70 

<1 

Interaction 

df = 2,30 

1. 13 

< 1 

< 1 

< 1 

3.56 * 

Interaction 

df = 2,30 

< 1 

< 1 

< 1 

< 1 

< 1 

** p < 0.01 

* p < 0.05 
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For Passage P: there are no significant effects 'or veriion on eith@r 

clause recall or total words recalled; there are significant effects on 

intrusions from ve~sion and (marginally) the version x order interaction. The 

only other significant finding is a weak effect of order on verbatim recall. 

Passage Q produced ,no significant effects whatsoever. It must be concluded 

that no trace of the predicted effect of decreasing recall across story 

versions 'e', 'i' and 'a' could be found. 

Discussion 

Quite obviousl~, the results of this experiment were a surprise and a 

disappointment. ~he resounding failure to find any significant effects of 

note in the data ma~ be ascribed to either or both of the following causes: 

1. The experimentaJ materials did not create the differences in purpose 'or 

the central clauses that were intended, or allowed easy assumptions about 

purpose by which to interpret the central 20 clauses even the 'absent' 
I 

2. 

versions. 

There is no real 'peripheralness' effect present to distinguish between 
I 

the better and worse recalled clauses. Or if there is, conditions wer~ 

such that subje~ts were unable to utilise it (perhaps by not being able to 

extract the 'purpose' from the passages), 

It seems unlikely· that the peripheralness effect exists but that subjects' 
I 

strategies prevented them for being influenced by it, otherwise the effect not 

have been noticed i~ the data of Experiment I. In support of the first point 

above, the passag~s cannot be said to be dramatically different in their 

comprehensibility, a~d a brief qualitative inspection of subjects' scripts 
I 

suggested that the l'a' beginnings had been interpreted as stating purposes or 

intentions for the r~st of the passage. Passage Qa was widely interpreted to 

be an account of the Ben Alreth's holiday, and Pa was taken to be an account 

of whatever job of wprk John's father had given him to do (c' Appendix 1.3), 

Looked at in these terms, the phrasing of the passages for this particular 
I 

study was unfortun.te. Nevertheless, despite probable methodological 

failings, the possibility remains that thematic relations of this type 

(between clauses and 1 some higher level unit or feature) do not play a role in 

story comprehension ~nder the conditions of these experiments. 
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4.10 CONCLUSIONS 

In this chapter, ~ set of materials was specially written for the first 

experiment, and a simple procedure established; both of these will serve as 

blueprints for another ~our experiments. A direct start was also made on the 

two main issues in the memory representation of text. Here, there was mor~ 

limited success. 

On the interdependence of verbatim and propositional memory, the 

difference discovered between the behaviour of verbatim and nonverbatim recall 

appeared to be very clear, but somewhat unexpected, particularly when studied 

across passages. This will be explored further: in terms of other 

experimental factors (C~apter 5) and by a detailed qualitative examination of 

the two recall components (Chapter 7). 

A simple characterisation of the differences among clauses of different 

recall frequencies seem~d plausible at one point, especially as it related the 

recall of individual clluses to broad properties of their passages. Attempts 

to confirm this observ~tion met with repeated failure, although interpretation 

of the negative findings was confused by possible defects in the materials 

employed. Although qualitative analysis will be returned to in Chapter 71 the 

next investigations of :the role of thematic relations (Chapter 6) will be more 

structurally based. 

Some simple structural observations were made in Section 4.6, with the 

main conclusion that· 'clause level' as defined here is associated with clear 

variations in clause r'call, according to prediction. It has already been 

mentioned (Section 3.6) that clause level effects are seen with many different 

definitions of level~, but it does confirm that the structural relations 

described for Passages: 1A-3C have at least a degree of psychological validity. 
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CHAPTER FIVE 

VERBATIM RECALL AND TEXT PROCESSING 

5.1 INTRODUCTION 

Verbatim recall 

Verbatim recall is an important topic of enquiry because of what it might 

tell us about the propositional level of text encoding. Previou5 research haa 

suggested that the verbatim recall of story-like material under normal 

circumstances most likely reflects the accuracy of the propositional (detailed 

semantic) encoding of text-derived information ('accuracy hypothesis'), From 

this conclusion one woul~ expect verbatim information to behave similarly to 

overall recall, except, where there were substantial effects on recall 

accuracy. 

In Experiment I, ve~batim recall was seen to vary substantially across the 
' independent variables of subject and order of presentation, both of which 

might reasonably affe~t recall accuracy; less easy to explain were similar 

variations across passages. In all cases, nonverbatim recall varied little or 

not at all. The variations with subjects and order, though not predicted, 

were not inconsistent' with the accuracy hypothesis, but the passage effect 

shifted the balance of .support towards the alternative parallel hypothesis. 
I 

One other explanatio~ was the existence of biases in the application of the 

scoring criteria, thou~h none could be suggested. 

Clearly, if analysis of verbatim recall is to be used to examine th& finer 

details of text memoryj it is vital to know whether it represents aspects of 

propositional encodin~ or something quite separate. The first purpose of the 

next two experiments i~ to help resolve this problem by introducing further 

experimental manipulations in an effort to explore the limits of the behaviour 

seen for verbatim reca)l in Experiment I. As a bonus, if any opposing pattern 
' 

of results can be demonstrated for any factor, the persistence of th@ previous 

pattern cannot then. be attributed to scoring artefacts. The data collected 

might also provide extra scope for later, more searching, analyses of the 

verbatim component. 
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Processing manipulations 

Experiment II planned to vary the accuracy demanded by the recall 

instructions given to subjects in an attempt to directly affect th~ manner of 

recall, or at least the manner of overt reproduction of recalled material. If 

verbatim recall just : reflects the recall of accurate information, 

instructional variations: should influence the less accurate nonverbatim 

component only. On the ~ther hand, if verbatim recall is an independent form 

of coding from propositio~al representation, variations in verbatim recall too 

are possible. Thus, insiructional effects on verbatim recall would contradict 

the accuracy hypothesis, :while the absence of such effects would lean towards 

it, but would not entirely eliminate the parallel hypothesis. 

In Experiment I it was noted that the instruction; given, while trying to 

tread a middle road between accuracy and quantity of recall, might have 

appeared sufficiently ambiguous to subjects to c~eate significant individual 
I 

diferences and variations in their interpretation, and this could have 

contributed to the results obtained. By deliberately giving different 

instructional stresses about recall accuracy to different subjects, it would 

be possible to ascertain what effects such interpretive variations might have 

produced, and so assess their possible contribution to the results of 

Experiment I. 

Recall after a l~ng interval of about a week, instead of the usual few 

minutes, was the mariipulation chosen for Experiment III. Under these 

circumstances, it would be likely that most components of recall would 

decline; however, if verbatim recall corresponds to the most accurately 

encoded propositional information, a longer interval should affect this much 

more than overall recall, assuming that in forgetting it is the finer details 

that 'degrade' first~ For Experiment III, therefore, a greater decline over 

this interval of ve~batim than nonverbatim or overall recall would be 

predicted. Under t~e parallel hypothesis, there is no reason to suppose 

differential rates of forgetting, though these cannot be excluded. If such a 

simple view of the results of Experiment III seems insufficient to distinguish 

the two positions, q~alitative examination of the exact nature of the decline 

in the accuracy of verbatim and nonverbatim material (Chapter 7l can provide 

additional informatio~. 

A subsidiary j~stification for the manipulations introduced was to alter 

the way in which subjects processed text. Although text processing per se is 

not a focus of the present Thesis, what we discover about the nature of the 
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memory representation is dependent on the processes of acquisition and rmcall, 

and any changes occurring ,during retention, and studying these stage1 Bhould 
I 

tell us more about the merital representation. Varying the recall instructions 

should influence the what happens at recall and possibly acquisition, and 

recall delay would affect· retention and possibly recall. The choice of 

independent variables afor EKperiments II and III tried to take this into 

account. 
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5.2 EXPERIMENT II 

Introduction 

In this experiment, the recall instructions to subjects were varied to 

observe their effect on what was reproduced. Three types of instructions were 

devised, stressing accuracy of recall or quantity of recall as the most 

important considerations for subjects, or attempting to strike a middle course 

!like Experiment I). Fewer passages were also administered, but in other 

repects, Experiment II was almost identical to Experiment I. 

Subjects 

Subjects were 36.students (15 male, 21 female), mostly undergraduates and 

from a variety of disciplines. All were volunteers, paid a small sum for 

participation, and non·e had any prior experience of such an experiment. 

Passages 

Three of the pass~ges from Experiment I were selected: 1A, 2C and 38 (see 

Appendix 1.1). Each t~pe of structure and content is represented among them 

just once, and none had previously shown extreme or atypical behaviour on 

clause recall or the word-scores. 

Design 

Each subject receiVed all three passages in a single session and 
' condition. Within each of the 3 instructional conditions, each of the 6 

possible sequences of passages occurred twice, forming 4 unbalanced Latin 

squares. Subjects were randomly allocated to instructional conditions and 

passage sequences, there :being 12 subjects in each condition. The experiment 

was therefore a 4-w~y factorial design with factors of squares and 

instructions between subjects, and passages and order within subjects. The 

allocation of subjects :to conditions and passage sequences is set out in 

Appendix 2.4. 

Instructions 

The preliminary, readi~g and debriefing instructions given to subjects 

were either the same as or a simple modification of (to account for the 

different number of sessions etc) those used in Experiment I. The 3 sets of 
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recall instructions were variations on the original ones as ~ollows: 

1. 'Precise' instructions (p) stressed accuracy o~ recall. 

2. 'Normal' instr~ctions (N) were very similar to those used in Experiment I 9 

attempting to ~alance accuracy against quantity oi recall. 

3. 'Liberal' instructions (L) stressed quantity oi recall. 

Full versions oi: the recall instructions are reproduced in Appendil< 2.5. 

Complete versions of all instructions were again given only on first 

presentation. 

Procedure 

The procedure fo~lowed closely that o~ Experiment I in all respects exc:ept 

two: 

1. Subjects in all ~onditions were asked to read each passage once, not twice 

as before, in ~rder to reduce any tendency to self-correction during a 

second reading which might otherwise have confused the effects of the 

recall instructions. 

2. Each subject was read only the recall instructions corresponding to hi§ 

own recall conditipn. 

Sessions lasted about the same length o~ time as in Experiment I. 

Results 

No clause recall sc9res are reported here because it was thought that 

word-scores alone would present an adequate picture of differences between 

instructional conditions. Overall clause recall in Experiment I had generally 

followed the behaviour ~f W, but was probably less sensitive to experimental 

e~fects. Raw data from this experiment can be found in Appendix 3.3. 

Word-score means for differences among recall instructions, passages and order 

of administration (trial~) are tabulated in Appendix 4.3 and shown graphically 

in Figure 5.1. Anova results are presented in Appendix 4.4 and summarised in 

Table 5. 1. 
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Table 5.11 Experiment III summary of anova results on word-mcores 

I 

,F-raties on 

Word- Instructions :Passages Order 

score df = 2,24 ldf = 2,60 df = 2,60 
I 

w 3.988 * 4.566 * 18.55 *** **** p « 0.001 

v < 1 1. 809 42.89 **** *** p < 0.001 

X 13.57 *** : 2. 267 1.223 ** p < 0.01 

5.478 ** '4.882 * < 1 * p < 0.05 

In general, each of the three factors (instructions, passages, order) was 

associated with variations in one or more of the word-scores. In the figure, 

variations across trials and passages repeat the pattern found in 

Experiment I. While instructions are also associated with variations in W, it 
I 

is differences in X and ~possibly I which account for this, not changes in V as 

before. The analyses of: variance on the same data tend to confirm thi§l 

1. Instructions were a~sociated with little variation in V, but with the most 
I 

significant differences in X and I of any of the factors examined. 

2. Passages showed <mar~inallyl significant differences only for W and I. 

3. Order of presentation was associated with significant differences in W and 

V, but not X or I. 

None of the interactions in the analyses reached significance. The effect of 

instructions is thus established as a producing a very different pattern of 

results from any other factor in either Experiment or the present study. 

The failure of significant effects to be found here with passages is not 

surprising, given that t~e three passages used here were chosen for their 

similarity in the earlie~ experiment. 
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Table 5.2: Experiments and II: comparison of word-score means 

Word-score means 

Number of 

Data w v X subjects 

1. Experiment I: 

actual scores 165.5 94.3 53.5 17.8 18 

2. Experiment I : 

corrected scores 157.8 87.2 52.3 18.3 18 

3. Experiment I : 

session 1 only Hi2. 7 78.9 53.8 19.9 ( 12) 

4. Experiment I I : 

actual scores ~36.5 71.2 52.3 13.3 12 

Table 5.2 tries to compare the present results using 'normal· instructions 

with data from Experime~t I using the same passages, to see if any differences 

can be associated with reading a passage once rather than twice. The 

Experiment I results require some explanation: 
I 

1. 'Actual results' ref~rs to the means over all 3 sessions. 

2. 'Corrected results' represents what first session recall might have been 

like, using other data to reduce 'actual results' to the level of first 

session recall, assu~ing additive effects. 

3. 'Session 1 only' con~ists of just those results from subjects who took one 

or more of the passages in the first session: only 3 subjects received all 

3 passages on this session. 

The comparison between l~nes 2 and 4 is probably the most reliable because of 
' the number of subjects involved. Such a comparison is hazardous, but does 

indicate probable trends. Examination of the table suggests tentatively that 

reading a passage once in~tead of twice reduces both W and V substantially, ie 

it reproduces the pattern of results obtained here and in Experiment I for 

subject, passage and other effects. 
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Figure 5.1: word-sc:ore means plotted by instructional condition, 

order of presentation and passage 
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Discussion 

The main finding from this experiment is that the variations in recalled 

material produced by instructional differences were the opposite of thone 

already demonstrated with several other factors: the difference was in fact 

quite stark. As argued above, the relative constancy of verbatim recall 

across instructional conditions, despite large variations in the other 

components, is strong support for the view that verbatim recall repregentfi thQ 

recall of accurate information. Accurate information must be recognised as 

such by subjects: it the instructions cause subjects to set an accuracy-based 

editing criterion at different levels, only the amount of lasE accurat~ 

information recalled would be then be affected, producing no changes in 

verbatim recall. Though the parallel hypothesis does not predict that an 

effect like this would not take place, it certainly fits more easily into an 

accuracy interpretation of the interrelation of propositional and verbatim 

memory. 

Secondly, two possible methodological problems are eliminated by thes@ 

results. Obtaining so different a pattern of results with even one factor 

means that the repeated finding of variations in only the verbatim compon~nt 

cannot be due to some unknown scoring artefact. In addition, the fact th&t 

differentially stressing recall accuracy produces a pattern of results not 

found elsewhere, implies that the earlier findings cannot have been the 

product of individual differences and inconsistencies in the interpretation of 

instructions. 
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5.3 EXPERIMENT III 

Introduction 

EKperiment III was an attempt to compare the immediato recall of prose 

passages with recall after a moderate delay. There were two types of delay~d 

recall: with and without prior immediate recall, permitting comparisons 

between any pair of immediate recall, delayed first recall, and delayed recall 

following an immediate first recall. The experiment followed previouy 

practice with two main changes• there were two new pas§ages, and it wao 

necessary to deceive subjects about the nature of the second s~ssion. 

Subjects 

Thirty-two students (12 male, 20 female), mostly undergraduates and from a 

variety of disciplines took part in this eKperiment. All were volunteers, 

paid a small sum for participation, and all had taken part in previous 

experiments in the cl!lrrent series: 27 had done Experiment II, 5 ~xperiment I 

and all EKperiment I IJ I 

Passages 

Two passages, S and T, were written for this Experim@nt, according to the 

criteria established for Experiment I. Both were 225 words long, of 

'branching' structure (type 2) and familiar or domestic content (type B). The 

passages are reproduced in Appendix 1.2. 

Design 

All subjects attended 2 sessions. In the first session, hal~ o~ the 

subjects (16) read Passage S first, and half Passage T, and in both of these 

groups half recalled S and half T in that session. In the second se5sion, all 

subjects were asked to recall both passages: o~ th~ B ~ubj@ct~ in oach 

session 1 condition, 4 recalled in each order. Thu~, in seggion 11 ther~ wero 

4 groups of 8 subjects constituting a 2 x 2 factorial design, th~ factors 

being order of reading and passage recalled. Session 2 gave a 2 x 2 x 2 

factorial design for each passage, the factors being order of reading 

initially, whether recalled in the first session, and order of recall in the 

second sen ion. 
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Instructions 

The instructions for 

Experiment I, but are 

Experiment III were adapted from thosrn uu~d in 

given in full below because of th~ numb~r of chang~g. 

The principal differences were: 

1. To accomodate the two sessions and two passages. 

2. To introduce false expectations of the second session, to minimise 

consideration of the passages between sessions. 

3. To accomodate the very different circumstances of recall in session 21 

especially by the introduction of recall cues. These cue5 were the same 

fer all subjects, were given whether required or net, and were d~signed to 

be of greatest assistance while supplying the minimum amount of the moat 

'obvious' information. 

Again, repetition of instructions used suitable abridgements. 

Procedure: first session 

Subjects were again tested individually or in pairs in a typical 

study-bedroom. Once settled, they were read the preliminary inatruction~: 

"This is another experiment to find out hew people understand and 

remember prose passages of various sorts. In ~ach of the two 

sessions, there will be two passages of the usual length, again on 

slips of paper. Each session will probably last about half an hour. 

Stop me at any point if you are unsure about anything. Again, you are 

asked not to mention anything about the experiment to anybody el§e 

involved as this could invalidate their results." 

Subjects were then given the first passage as uwual ~nd r~ad th~ next 

instructions: 

"You have now been given the first passage of the session. You should 

reach it once through only, at your normal reading speed; remember, 

once only. I want you to read each just as you would read a pas~age 

in a book or a newspaper. I only want you to follow the passage quite 

normally, to understand it, and if possible to enjoy it. do not want 

you to make any special effort to commit any of it to memory. In 

particular, I am not interested in how accurate your memory 15 for thg 

precise wording of the passage, Are there any questions? Right, 



begin when you are ready and let me know when you have fini!hed," 

After subjects had read the passages, the following instructions w~re read 

out: 

"This time, I do not want you to recall the passage you have just 

read, but to read the second passage of the sesion straight away. 

Here is the other passage. [Subjects Nere given the next passage.] I 

would like you to read it through once only, quite normally, just as 

before." 

After reading the second passage, the passage was collected, and pono ~nd 

paper distributed for recall. The following recall intructions wer~ read 1 

alternative phrasing being chosen according to the condition the 9ubject had 

been assigned to: 

"Now, I want you to recall [the passage you have Just read I the first 

passage you were asked to readJ, not Cthe first passage I the one you 

have just readJ which was presented as interfering material only. 

would like you to write down as much of it as you can remember, in 

prose rather than note form. I am not interested in the exact words 

used originally, but if you do happen to remember them, by all means 

use them. Take your time over this, there's no need to hurry. If 

there's anything you remember you are not sure about 9 underline it in 

your account. When you have finished, check through what you have 

written, making additions and corrections as you want. You can U!Hl 

footnotes if you wish. Spelling and punctuation don't matter. Are 

there any questions? Right, begin when you are ready, and let me know 

when you finish." 

After the usual recall period, subjects wer~ reminded to chsck through their 

scripts, and the sesion ended with the statement: 

"Right, that ends the first session. I know it was rather short, but 

I am not interested in the passage you did not recall which, as 

said, was for interference purposes only. Some people receive it 

before, others after the one to be recalled. In actual fact, you 

probably won't have experienced much confusion between them, but the 

passages in the next session will be much more difficult. Can 

remind you again not to mention this session to anybody ~l~e taking 

part, 11 

Session 1 lasted about 20 minutes on average. 
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Procedural second session 

The second session was arranged, whenever possible, fer 7 days after the 

first, which proved ~c fer 20 of the 32 subjects. Overall, the mean interval 

was 7.75 days (sd 2.72) with extremes of 2 and 14 days. The second session 

began with the fcllcw(ng statement: 

I 

"You are net gci~g to be given any passages to read this session. 

shall simply ask ypu to recall both of these presented to you last 

time. I'm sorry if this sounds sneaky, and that you've been deceived, 

but it was the 1 cnl y way to prevent you gci ng ever the passages tee 

much between sessions." 

Typically, this statement was with remarks disclaiming any ability to 

remember. They were' told net to worry about this yet and were asked whether 

they had suspected anything like this would happen: gratifyingly, few had. 

Pens and paper were then distributed and the recall instructions read, 

alternatives being cho~en according to ccndition1 

"New, I want you first to recall the passage you [did I did nctJ 

recall last timet that is, the one you read [first I second]. I can 
I 

give you a clue to get started fer this passage; the clue is: ['little 

Willy and his toy and his finger' I 'a man with a tape recorder and a 
I 

bird'J, Okay? New, I want you to write down as much of the passage 

as you can remember. Whereas I would prefer prose rather than note 

form, if you have any difficulty in remembering, you aay put down 
I 

material and thoughts in note form in any order you please, provided 

you indicate as much order as you can afterwards. am net interested 
I 

in the exact words used originally, but if you do happen to remember 
i them, so much the better. Take your time, there's no need to hurry. 

If there is anythi~g you remember you are not sure about, underline it 
I 

in your account, unless this would mean underlining the whole lot, in 

which case don't b~ther. Spelling and punctuation don't matter. Are 

there any questions? Right, begin when you are ready, and let me know 

when you have fini~hed." 

When finished, they lwere given a fresh sheet of paper and read a suitably 

amended and abridged version of the recall instructions for recalling the 
I 
I 

other passage. All subjects managed to recall 

difficulty; they were ~llowed to ask for repetition 

something without undue 

of the clue, and were 

encouraged to write i~ down somewhere, if necessary, but to keep it separate 
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from what they recalled. After the second passage, they were permitted to 

check through both accounts, and were reminded not to discuss the session with 

anybody else who might be taking part. Those who wighed W@re giv~n a 

(genuine) description of the nature and purpose of the experiment. Segsion 2 

lasted about 15 minut~s on average, though a few subjects took nearly an hour. 

Results 

Figure 5.2 shows the main results of the experiment, for the passages 

the three main conditions: s~ssion recall separately and combined, for 

('1') 1 and session 2 recall with ('2R') and without ('2N'l prior session 1 

recall. The tables of means on which the figure is based are reproduced in 

Appendix 4.5, with the corresponding raw data in Appendix 3.4. Analyses of 

variance on session 1 results (passages together) and on session 2 results 

(passages separated) are reported in Appendix 4.6 and summarised in Table 5.3: 

results for interactions failed to reach significance in all but two marginal 

cases. 

Table 5.3: Experiment III: summary of anova results on word-scores 

----•------------F-raties on----------------== 

Reading Recalled Recall 

Session/ Word- Passages order before order 

Passage score df=1,28 df=1,28/24 df=1,24 df=1,24 

w 25.90 **** 1. 15 

v 11.24 ** < 1 

<S&Tl X 30. 13 **** 3.57 

<1 1. 64 

w 5.04 * < 1 5.53 * 
2 v < 1 14.72 *** 3.75 

( s) X 5.05 * 1. 31 4.91 * 
I 3.05 2.52 <1 

w < 1 32. 19 **** 15.38 *** 
3 v < 1 47.89 **** 7.07 * 

(T) X < 1 31.93 **** 5.53 * 
< 1 <1 7. 21 * 

**** p « 0.001; *** p < 0.001; * p < 0.05 
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Figure 5.2: word seer~ means plotted by passage 

and experimental ccn~iticn 
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One problem with' these results was that the two passagea behav~d rath~r 

differently from each other across experimental conditions, restricting the 

generality of the conclusions which could be drawn. In addition, Passage T 

was recalled exceptionally well by the standards of the other experiments in 

this thesis, suggesting that it is perhaps Passage S which is the more typical 

of this kind of material. 

The figure indicates that across the three main conditions, both there was 

a substantial decline in V and a small increase in I for both passages. 

Nonverbatim recall, X, increased slightly for S across conditions 1-2R-2N, 

whereas for T there was a sharp decline in 2N (recall for the first time in 

the second session) compared with the other conditions. Overall words 

recalled, W, reflected this anomaly, remaining virtually constant for s, but 

dropping precipitatel:y in 2N forT. Thus the first session recall forT was 

much better than for 1S1 butT suffered a large recall decrement with delay of 

first recall whereas S did not. 

Table 5.4: Experiment' III: comparison of word-score 

data from first recall attempts, sessions 1 and 2 

---------Word-score data---------

w v X 

Session 1 : 
I 

140 I 1 66.0 50. 1 24 I 1 fllean 

Passage ~I d I 28.4 21. 8 10.5 9.5 

s Session 2: mean 13516 331 1 . 59.0 43.6 

S,o d I 4210 18.3 15.0 29.4 

2-tailed t-test on ( t 0.355 4~624 1. 944 2.525 

difference, df = 30 (1 p nIsI <0~001 n.s~ <0.02 

Session 1 : m,ean 185.9 90.0 6916 26.4 

Passage s'. d. 22.2 1810 10. 5 12 I 0 

T Session 2: mean 108.0 33.4 43.4 31.3 
I 

s ~ d I 42.0 1218 16 I 7 15 I 1 

2-tailed t-test on (I t 6.559 10.250 5.313 1. 016 
I 

difference, df = 30 ( p <0.001 <0.001 (0,001 n. s. 

The anovas confirm,these trends (Table 5.3), The only significant factor 

in session 11 with W, V and X, were passage differences. In gession 2, the 
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only important agreement between the two passages is a signi~icant e~fect on V 

from whether the passage was read before: there was a similar effect on W and 

X for Passage T, but not S. Order of recall in the second session seemed to 

be associated with ~arginally signi~icant ef~ects on all variables for one or 

other passage, and a highly significant effect on W for T. A comparison of 

first recall in sesiions 1 and 2 is presented in Table 5.4, using t-tests: 

both passages showed that delaying recall significantly decremented V, but 

there was no agreemeht on W, X or I. 

Table 5.5: Experiment III: analysis of changes between 

the first and second: reproductions of a passage 

2-ta.i 1 ed 

t-test 

2-tailed 

binomial test 

Charige 

Passage Score mean ·s.d. 

df = 15 I 31 

t p 

changes p 

+ 0 

s 

T 

Both 

w -1.7 .25.5 0.267 n.s. 9 0.60 

v -13.0 ;15.4 3.377 <0.01 2 o 14 o.oo42 
X +4.5 :11.2 1.607 n.s. 12 0 4 0.077 

I + 6. 8 '12. 3 2. 213 < 0. 0 5 9 2 5 0. 4 2 
i 

W -12.8 25.6 2.000 n.s. 4 0 ·12 0.077 

v -16.2 13.6 4.765 (0.001 1 0 15 0.00052 

X +1.4 13.5 0.415 n.s. 10 0 6 0.45 

w 

v 

+2.0 14.3 0.559 n.s. 7 0 9 0.85 

-7.2 

-14.6 

:?5.7 1.584 

14.4 5.736 

n. s. 10 

(0.001 3 0 

21 

29 

o. 072 

0.0000026 

X +2.9 12.8 1.282 n.s. 22 0 10 0.050 

I +4.4 ~3.8 1.803 n.s. 16 2 14 0.86 

N 

16 

16 

32 

Table 5.5 tries to compare the two recall attempts from the same subject 
' where subjects recal~ed passages twice. This is done for each of the four 

word-scores in two way~: t-tests comparing mean 
I 

binomial tests on the numbers o~ subjects 
I 

direction, the latter occasioned by the often 

normality present in· this data. The only 

analyses is a signi~icant decline in V over 

passages. 

changes with zero change, and 

who showed changes in each 

considerable departure from 

important ~inding ~rom these 

the 7-day period ~or both 

The differing behaviour of the two passages, and the exceptional recall of 

128 



' 
Passage T, are serious problems because they limit the generalisability of the 

present findings. ' The possibility of inadvertent systematic diffarences 
I 

between the groups of subjects recalling S and recalling T in th~ firGt 

session was inv~stigated by looking at their performance on earlier 

experiments and 'correcting' the results of this experiment accordingly. Full 

details are given in Appendix 4.7. No significant differences between the two 

groups of subjects were found, with the possible exception of I, and 

corrections applied1 to the data of this experiment did not affect the pattern 

of findings in any important way. 

Discussion 

The main purpose: of Experiment III was to investigate the relative decline 

of verbatim and other recall after a moderate interval from the presentation 

of a passage. rn, most important comparison, between immediate and delayed 

first recall, indica~ed that verbatim information declined massively with 

delay, and the nonverbatim component either showed no decline at all !Passage 

Sl or a much smaller 1 one than did verbatim recall !Passage Tl. Comparing 

Hrst and second recall attempts by the same subjects also showed a large and 
I 

highly significant decline in the verbatim component, but no other important 
I 

effects. Despite ~ertain anomalies, therefore, it can be concluded that the 

results lend most sup:port to the accuracy interpretation of verbatim recall. 
I 

One problem raised by this experiment is that the results were somewhat 

confused by the tw~ passages behaving 
I 

rather differently from each other 

across the 3 conditions. To add to the confusion, Passage T was unusually 
I 

well remembered, with better immediate recall than any passage in 

Experiment I. The only suggestion to be offered at this stage is the 

impression gained from scoring that the content of Passage T was uomehow more 

predictable than that .of Passage $. 



5.4 CONCLUSIONS 

Taken together, the results OT these two experiment~ support the idea that 

verbatim recall is produced Trom the finest, most accurate d~tail in the 

(propositional) memory representation. This accurate in1ormation is 

recognised as such by subjects because they appear only to edit nonverbatim 

information when given recall instructions which vary the stress upon 

accuracy. It is also lost more quickly than other information over interval 

OT a week. While these conclusions are necessarily tentative, the pictur~ 

they create is coherent and consistent with some general properties o1 memory: 

editing processes which select among the inTormation recalled for what is to 

overtly reproduced; and a slow degradadtion of information during retention. 

The qualitative analyses of Chapter 7 will attempt to confirm and extend these 

findings. 

Having, albeit provisionally, dismissed the 'parallel' hypothesis of 

verbatim recall, it remains to use analyses of verbatim recall to tall un 

something about the propositional level of the memory repres@ntation of text. 

Among the questions which immediately arise are: 

1. How distinct from other levels of representation is the 'propositional' 

level? Is it a single deTinable level at all? 

2. What sort of information is contained within propositions, and how are 

they structured? 

3. How are propositions used in various m~mcry processes, ~~pecially, how io 

their information lost? 

Using the information Trom Experiments I-III, thes! questions will be tak~n up 

again in Chapter 7. 
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CHAPTER SIX 

STRUCTURAL ANALYSES 

6.1 INTRODUCTION 

Knowledge-led and text-led structures 

The purpose of this chapter is take a more detailed look at the otructural 

features which influence the recall of text. In Section 4.1, a distinction 

was made between text-led and knowledge-led processing, which differ in their 

implications for the structure of the memory representation. Text-led 

theories, mostly in~luenced by the story grammar tradition, propose the 

existence of story ':schemas' in which causally related units or 'episodes' are 

the main structural component, together with a few scene-setting elements. 

While episodes may b~ units in a knowledge-led theory, equally important 

would be other uni~s based on commonality of topic or theme and where causal 

relations might be absent. These units should be structured according tc what 

we know about the items or events involved, not according to an abstract 

framework or set of rules. Ultimately, text-led structuring is independent cf 

content while knowlepge-led structuring depends intimately upon it. 

The purpose of this section will be tc distinguish between these two views 

by applying some exploratory structural analyses to data from Experiments I 

and I I. 

Analysing memory structures for text 

In Chapter 41 st~ry structure was explored in a three rather simplistic 

ways: 

1. In terms of the serial position of constituents within a passage. 

2. In terms of 'cla4se level' within plausible structural descriptions. 

I 

3. By qualitative 'description of the relationship between constituents and 

the overall story. 

The first two method• refer to features 'built in' to passages, the last to 

techniques that w~re independent of any prior description of passage 

structure, and this djfference exemplifies the two main analytic approaches to 
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be found in the literature (cf Pellegrino and Hubert, 1982)1 

1. 'Confirmatory' analysis, which tries to confirm pre-existing structural 

relations or schemes, by testing or 'extracting' their pr~dictions from 

the data obtained: prior expectations are the main determinant of th~ 

structures described. 

2. 'Exploratory' analysis, where no organisational features are apecifiQd 

beforehand and the purpose of the analysis is to §Q~ what atructurog 

already exist in the data: the data itself i5 the main determinant of th~ 

results. 

The literature has been dominated by confirmatory analyses: developing and 

testing models which have already been set up against experimental data. In a 

sense, most of the tests of text models in Chapter 3 fall into this category, 

and need not be discussed further. Exploratory analyses ar~ more intereBting 9 

however. 

The distinguishing feature of exploratory approaches iu the 8bsenc~ of 

prior theoretical assumptions about the type structural features that might b~ 

of psychological importance. They emphasise statistical methods instead of 

theoretical predictions, and tend to be more complex in the kind of ~tructureB 

they tackle. Perhaps because of this atheoretical nature, they have not 

proved popular among researchers interested in discourse, although widely 

applied in the area of semantic memory and list learninQ (Friendly, 1979; 

Ornstein and Corsale, 1979), Exploratory analyses probably po~§~5s a grQater 

capacity fer distinguishing between alternative theoretical predictions than 

confirmatory analy~es, and can more easily serve as a ~ource of new id~aB 

about structure. Their shortcomings are that a given set of data may produce 

quite different structures with different analyses, and that the structureg 

obtained may not necessarily be psychologically meaningful (cf Reitman and 

Rueter, 1980), Despite such problems, the advantages of exploratory analyBGB 

greatly outweigh their disadvantages for the present research. 

Examples of exploratory structural analysis 

One of the few serious attempts to apply exploratory structural analyain 

to the free recall of text was reported by Harris and Terwogt (1978). A tre~ 

structure derived for a simple story from the recall protocola of older 

children was used to assess agreement among the reproductions of children of 

several age-groups. The tree structures were constructed by s®l~cting, for 

each proposition (target) in turn, the proposition physically nearest to it in 
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the passage which was always recalled when the target was recalled. This 

method has limitations: 

1. In constructing its structural descriptions, it is biased towards 

connecting items that are close together in the story, overemphauisinQ the 

importance of the linearity of the original passage. 

2. The criterion of lin~ing propositions only when one is alNays present when 

the other is re~alled ignores degrees of relationship and may be 

particularly subject to chance effects. 

In addition, Harris and :Terwogt's definition of a proposition is unclear, 

producing some rather·odd units. On the other hand, d~spite th® Gize of the 

discourse memory literature, few workers have come up with a better solution 

to the exploratory analysis of structure. 

Kintsch (1977bl rep~rted a study by Kozminsky in which subjects were asked 

to group the paragraphs of a story into as many categories as they wished, and 

the resulting grouping~ subjected to a form of cluster analysis. Despite good 

agreement with predi~tions, Kintsch admitted that this was "not a very 

stringent test" of his macrostructure theory, on this occasion using 

structural components much like those of a story grammar. A comparable 

investigation by Micke~ (1982) had subjects divide a text into sections, 

subsections and so 'on as the basis for analysis. Both methods may tap 

features of importance in memory, but it is difficult to see how they can be 

applied to the analy~is of free recall data unless their re»ults ar~ directly 

compared with those f~om free recall. 

Another interesting exploratory technique used in a limited way is to use 

the answers to que~tions asking for reasons and causes to devise structure 

among the elements of a story. Graesser, Robertson, Lovelace and Swinehart 

(1980) presented su~jects with familiar fairy stories and noted the number of 

answers that were given in response to why-questions about actions contained 

in them. Graesser· et al. argued that "when an action is structurally 

subordinate, there are more superordinate constituents to act as source5 of 

answers to the why-questions" (p.112l. The results of this study suggested 

that the recall of a~tions was determined by two general dimensions along 

which they could v~ry, but the authors did not extend the implications as far 

as a structural model for text. It would also seem difficult to extend this 

approach to more va~ied passage content. 

Reitman and Rueter (1980) proposed a method for eliciting structure from 



what subjects' recalled that was sensitive to linear and hierarchical 

features, but it was founded en the heavily restrictive assumption that "items 

are organised into chunks and that the subject recalls chunks aa units, 

recalling all of one chunk b~fcre proceeding to the next" (p.S59l. Applied to 

the recall of lists, Reitman and Rueter's technique was able to 'recover' 

structure they knew had b~en present initially. However, they did not apply 

it to the recall of discourse. 

In general, researchers have net compared alternative analytic approaches. 

One notable exception is ~ study by Petersen and McCabe (1983) in which throe 

different techniques were applied in parallel to children's narrative 

productions. The analyses· were based en: 

1. 'High points', afte~ the work of Labov (eg Labcv and Waletzky, 1967) in 

which narratives are supposed to be organised around certain points 

critical to the action or important fer the narrator. 

2. 'Episodes', following en from the structural analyses of story grammars. 

3. 'Syntactic dependency', a rather abstract approach to the coherence among 

the propositions of a narrative, the consequence of which is to produce a 

hierarchy of logical relations (Deese, 1981), 

Petersen and McCabe were primarily interested in the analysis of the free 

productions of individual children, which is a considerably different 

situation from study~ng the free recall of groups of adults. Of the thr~e 

techniques, story grammars have already been discussed (Chapter 3l; 'syntactic 

dependency' is expli~itly content free, and ether problems 

inappropriate for pr~sent purposes; and 'high point' analysis, 

superficial similarit~es with Wilensky's (1983) 'story points', is 

make it 

dupih 

primarily 

interested in narrative productions and in pragmatic rather than contont 

factors, and is not capable of easy adaptation to free recall. 

Conclusions 

The avoidance of:genuine structural analyses in the discourse recall 

literature, exploratory or net, is astonishing, and the limitations of some of 

those studies that ~ave attempted exploratory structural analysis have already 

been pointed out. 9ne interesting case is provided by Black and Bow~r (1979), 

who acknowledged ~hat if intormation is 'chunked' in memory, it would be 

expected to be reca1led together as a chunk, and their arguments led logically 

to cluster analysis or some related technique. But when it came to designing 
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an experiment, they curiously avoided structural analyses and tree r~call, and 

went on to investigate memo~y tor simple narratives by recognition tasks from 

which no clear structural conclusions were possible. 

Mmny theories, including the rather generalised knowledge-led and text-led 

approaches, make easy predictions about what should and should not be related 

together in memory, and this in turn predicts what should or should not be 

recalled together. Predict~ons ot this kind tap teatures central to their 

theories and are powerful .and straightforward methods by which to distinguish 

the theories empirically. :All that is required is an analytic approach that 

is simple, tlexible and is capable ot clearly differentiating between 

competing predictions. 

Predictions 

The rest ot this chapter will examine the way in which passa~e 

constituents, here 'clauses', are 'chunked' or associated together at recall 

as a means of investigati~g the organisation of the memory r~pre9entation. 

The statistical measures :tor this will be explained later, but will consist ot 

the calculation of contingency coefficients on pairs of clauses from recall 

data, and a simple term ~t cluster analysis based on these coefticients. 

Knowledge-led compr,ehension, it has been argued, would organise 

information together in memory by topic or theme. The organising together of 

causally related items would be predicted by both text-led and knowledge-led 

theories. In contrast, topically related items which are not cauaally 

related, eg several clauses all contributing to the deGcription of an item or 

the non-causally related activities ot an actor in a passag~, would be 

expected to be associa~ed on recall only if processing is knowledge-led. The 

only exception to this would be it the non-causally related items contained 

components ot the same· scene-setting intormation, when an association might be 

predicted by a text-l~d theory, but in any passage such items would be few. 

Thus, in the analy~is of recall associations, it is the association of 

thematically related. items which are not causally related that will 

distinguish the two ~pproaches: it such groupings can be found in appreciable 

numbers, or numbers ~omparable to the associations of causally related items, 

then considerable support would be given to the knowledge=lGd po~ition. 

Clear associations between the recall ot pairs of clauses within a passage 

are only measurabl~ when the two clauses exhibit both recall and omission by 

several subjects. Data tram a large number of subjects is therefore required, 
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and thought should be given to the type of experimental material adminifttorad, 

None of the experiments of the present research have so far employed enough 

subjects in any individual c~ndition, so data for the contingency analyses has 

again been combined across ;the single condition of Experiment I and the three 

conditions of Experiment ~I, relying on the 3 passages 1A, 2C and 38. The 

heterogeneous origin of the data was felt not to matter much because it wae 

the pattern of recall not i~s overall level that was important. This problem 

was discussed in Sectio~ 4.7, and Kendall coefficients of concordance on 

clause recall in Table 4.1~ indicated good agreement among the 4 experimental 

conditions. 



6.2 RECALL CONTINGENCIES AMONG CLAUSES 

Introduction 

The first method of ·structural analysis is to calculate the degree to 

which each pair of clauses ~ithin a passage tends to be recalled together or 

omitted together, that is, their 'recall contingency', Statistical 

probabilities may be calcul:ated for these contingencies, to indicate how 

likely the association between two clauses is to have occurred by chance. 

Whether or not clauses lie'close together in either original or reproduced 

versions, the technique should be able to demonstrate possible associations 

between items in memory, which can be given a structural interpretation, and 

help to decide between ~ext-led and knowledge-led theories. Examination of 

the results should enable other patterns of association to be observed too. 

Method 

For these analyses, each possible pairing of clauses was taken in turn. A 

2x2 contingency table wa~ set up in which every subject was located as having 

recalled or omitted the first clause and recalled or omitted the second 

clause. A measure of the relationship of the two clauses in question could 

then be calculated from the table. There are several statistical measures of 

association for describing such tables, and these are discussed fully 

elsewhere (see for example: Siegel, 1956; McNemar, 1969; Leach, 1979; Cohen 

and Holliday, 1982). All are capable of giving misleading or unr~liable 

results with certain contingency tables, especially where most of the 

frequencies fall into just one or two cells, a common occurrence with the 

present data. 

The contingency coefficient (C) was chosen as representing the best 

balance of characteristics, in particular for its behaviour in the case when 

two diagonally opposite cells in the contingency table contained frequencies 

close to zero. Many measures of association give similar coefficients 

regardless of how ev~nly or unevenly the frequencies are divided between the 

remaining two cells. The contingency coefficient tends to decrease as thi~ 

imbalance increases, and this was felt to better reflect what was happening to 

the association between the clauses. In cases where two orthogonally adjacent 

cells contained zero frequencies, the contingency coefficient could not be 

calculated, and was a,rbitrarily set to zero; this was justified b!'leautH! no 

association was in f~ct being demonstrated by the data. C normally falls some 
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way short of 

particularly as 

throughout. 

unity for perfect associations, but this was unimportant, 

the number of items in each calculation wa; the same 

The contingency coefficient has the disadvantage that by itself it does 

not distinguish between positive and negative associations. This was net held 

to be a serious limitation for three reasons: 

1. Fisher exact probabilities were being calculated on the sam~ data and 

these could be used as an indicator of the direction of the relationship 

if required. 

2. Only positive associations were of theoretical interest1 no predictions 

involved negative expectations. 

3. Negative associations among the recall of clauses could well be scoring 

artifacts; this might occur in marking recalled material which combined 

information from two original clauses as having come from only one of 

them, in situations where subjects often combined the two clauses on 

recall. 

Fisher Exact proba~ilities were calculated on the recall as§oc:iations 

between every pair of clauses in each passage. As well as having intrinsic: 

interest, these values.enabled the identification of spurious or potentially 

misleading contingency coefficients, and could then be used to 'correct' the 

table of conti ngenc:y coefficients by setting values of C to zero whenever p 

was greater than SOX. Individual Fisher significance levels cannot be taken 

at face value because of the very large number of simultaneous probabiliti~s 

being calculated, but the actual distribution of levels of significanco within 

each table could be studied and used as guide to interpretation. 

Because of the large numbers of clause pairings involved, 435 for each 

passage, simple computer programs were written to calculate both contingency 

coefficients and Fisher probabilities. 

Results: general 

Recall data for each clause for each subject for the three passages is 

given in AppendiK 5.3 and 5.5: Subjects 1-18 are from Experiment I, and 19~30, 

31-42 1 43-54 from conditions 'P', 'N' and 'L' of Experiment II respectively. 

Complete contingency coefficient matrices are also presented in Appendix 5.5, 

followed by the corresponding tables of Fisher probabilities, both quoted to 

two significant figures in 'exponential' notation. Finally, this appendix 



contains 'simpli~ied' tables of contingency coefficients, ie the values have 

been set to zero wherever the Fisher probability exceeded 50% (implying a 

spurious relationship), and are given to two figures without the decimal 

point, for improved legibility. 

Tables 6.4-6.6 are based on Appendix 5.3 1 and show c:lause recall 

contingencies, with symbols to indicate coefficient values. It is obvious 

that the three passages differ considerably among themselves in the overall 

level of associations among their clauses. This is summaris~d in iabla 6.1, 

which shows the distribution o~ contingency coefficients from each passage. 

Table 6.1: Experiments I and II: Passage 1A, 2C and 38: 

distribution of clause recall contingency coef~icients 

Range of values: 00-09 10-19 20-29 30-39 40-49 50-59 60-69 

Passage 1A: 278 98 36 19 4 0 0 

Passage 2C: 357 51 14 9 2 0 

Passage 3B: 223 115 61 21 10 3 2 

Despite the pooling of data from several different experimental 

conditions, there are many clauses in the passages that are omitted by very 

few subjects. Such clau~es cannot logically show any reliable degree of 

recall association with other clauses. Table 6.2 summarises omission data on 

the clauses of the 3 pas?ages across all 54 subjects. Comparison o~ passages 

on these figures can indicate the relative liklihood o~ finding a large number 

of noteworthy recall contingencies within them. It is clear ~rom this table 

that Passage 3B has the 'most frequently omitted clauses. Only 4 c:lausn were 

emitted by no subjects, all in Passage 2C. Low omission frequencims not only 

limit the observable contingency coe~fic:ients among clauses, but also the 

cluster analyses of the next section. 



Table 6.2: Ex2erim~nts I and I I : Passages 1 A I 2C and 38: summar~ 

of emission frequencies of clauses across the 54 subjeeh 

Number of such clauses per passage 

Number of 

omissions 1A 2C 38 

0-4 10 10 4 

5-9 6 7 5 

10-14 2 2 6 

15-19 3 5 

20-24 4 2 2 

25-29 3 3 5 

30-34 

35-39 0 2 2 

40-54 0 0 

Resultsa clause associations 

Inspection of Tables 6.4-6,6 suggests that a large number of the high 

contingency coefficients are associated with just a few clauses and that it is 

clauses close to each other in passages that tend to be associated together. 

In Table 6.1, Passage 38 shows the largest number of medium and high 

contingency coefficients ·of any of the passages. This may in part be due to 

the greater number of high omission frequencies among its clauses (Table 6.2), 

but although Passage 2C has a considerably lower number of such coefficients 

than Passage 1A, its distribution of clauses by omission frequency is not 

unlike Passage 1A. Clause omission frequencies are not the only cause of 

passage differences: the differing nature of the relations among their claug@s 

must be important too. 

Taking the clause associations with the largest contingency coefficients 

from Tables 6.4-6.6 for further examination, we have a total of 71 clause 

pairings with C's of 0.3 or greater. While this value of C may not be 

particularly noteworthy, it is probably the largest that provides sufficient 

clause pairs for analysis. The 71 pairings are from a total of 1305 possible, 

and so constitute a highly selected group. Appendix 5.6 attempts to describe 

for each clause pair the prob•ble nature of the association involved, and this 

data is summarised in Table 6.3. 
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Table 6.3: Ex 2eri ments I and I I : Passages 1 A I 2C and 38: 

summary of data on most associated clauses (C >= 0.3) 

---Passages---

1A 2C 38 

Adjacent 5 5 10 

Distance Close. 3 11 

Others 15 6 15 

Thematic 4 10 

Types of Causal 6 2 12 

Relation Consecutive 7 0 0 

None obvious q 6 14 

From Table 6.3, it can be seen that 20 of the 71 clause pairs are adjacent 

to each other, and a further 15 are 'close', that is, separated by either one 

or two other clauses in the original story. This is hardly surprising since 

adjacent clauses will tend to be closely related any of in several different 

ways. Identifying the nature of the relationships involved was not e~pecially 

successful and 29 of the associations contained no plausible relation at all: 

this might indicate ~n uncomfortable level of spurious figures in the data. 

Of those contingencies which could be described with some reliability, 15 were 

judged thematic (in a non-causal sense), 20 causal and 7 (all from Pusa{le 1Al 

'consecutive'. As explained in Appendix 5.6, a conservativa principle wag 

adopted, of marking rela~ions 'causal' rather than 'thematic' where there was 

any doubt. 'Consecutive' relations were between two clauses in the same 

action sequence where a weak argument for causal connection could be made if a 

subject had omitted intervening material. 

Discussion 

Despite the equivocality of much of the data analysed, there do seem to be 

identi1iable relations between clauses that are associated with their being 

recalled or omitted together. In addition, though the procedure for assigning 

clause pairs to categories was biased towards causal relations, reasonably 

clear thematic relations did emerge. Passage 38 showed the strongest recall 

contingencies among its clauses; this was expected from the way it breaks down 

into local topics more easily than the narrative passages, 

greater number of more frequently omitted clauses. 

and from its 
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Thus far, the evidence lends support to a knowledge-led position of 

discourse memory, but contingency analyses have serious limitations. Tha moat 

important of these concerns the way clauses are examined only in pairs. It iG 

clear from Tables :6.4-6.6 that the association of clauses into groups of 3 or 

more is not uncommon: analysing associations strictly in pairs may not produce 

a realistic description of the underlying structural features, Considering 

larger groupings o.f clauses might also tend to reduce the effect of spurious 

associations between particular pairs of clauses, and should enable aspects of 

the higher order structure within stories to be inspected. Knowledge- and 

text-led theorising make predictions about recall clustering, not just recall 

contingencies. 
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Table 6.4: EKperiments I and II1 Passage 1A: summary 

of clause recall contingency coefficients 

1 
2 
- 3 - * 4 

D D D 5 

a D a 

a a a 

- + 
+ -

D 

+ 

+ 

6 

KEY: SYMBOL VALUE 

OF C 

00-09 

10-19 

20-29 

+ 30-39 

* 40-66 

7 
a 8 
- + 9 

.10 
11 

12 
a a + D + 13 

- 14 CLAUSES 

• q 

+ 
+ 

- + 

a a 

.+ -

D 

15 
+ 16 
a a 17 

18 
19 

a a 20 
21 

+ 
+ * 
+ a a 

22 
23 

+ 

24 
25 
- 26 

27 
28 
+ 29 
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Table 6.51 Ex~ e r i m·e n t s I and I I 1 Passage 2C: summar~ 

of clause recall contingency coefficients 

KEY: SYMBOL VALUE 

OF C 

00-09 

10-19 

20-29 

+ 30-39 

* 40-66 

1 
2 

3 
4 

5 
6 

7 
8 

9 
10 

+ • a 11 
12 

- + 13 
+ . * + 14 CLAUSES 

15 
16 

17 
+ a 18 
+ * 19 

20 
* 21 

22 
a • . 23 

• 24 
25 

+ a + • 26 
27 

28 
29 

a -¢- 30 
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Table 6.6: Ex~eriment·s I and 

of clause recall cont:i ngency 

1 
2 
- 3 

- 4 
5 
a 

+ + . 
6 
-. 

KEY:. SYMBOL 

7 

* 

+ 

* 

8 
9 

10 
+ + - 11 

I I : Passage 38: summary 

coefficients 

VALUE 

OF C 
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20-29 
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a a 12 
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* a a a 
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+ 

13 
14 CLAUSES 
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* * 16 
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. . 

D 

D 18 
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+ 22 
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- + 

- - + 
+ + - + -

25 
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+ + 28 
+ * + 29 

30 
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6.3 CLUSTER ANALYSIS OF CLAUSE RECALL 

Introduction 

The purpose of this section is to go beyond contingency coefficients to 

investigate the relative merits of knowledge-led and text-led theorising in 

terms of how clauses are recalled or omitted in groups. It was also hoped to 

produce analyses that were more realistic and less prone to certain spurious 

effects than simple contingency analysis. The expectations from those 

analyses are similar to those from the contingency analyses, with clustQFS 

instead of pairs of clauses. One set of predictions about recall clustering 

may be taken from the groupings contained within the a priori structures used 

in passage construction <Figure 4.1), but other clusterings are possible under 

both knowledge- and ~ext-led assumptions. Though the algorithm of the cluster 

analyses presented here is essentially very simple, it will be apparent from 

Section 6.1 that it goes somewhat further than previous published work along 

these lines. 

Method 

Everitt (1977) ~has described cluster analysis as "a loosely etructured 

body of algorithms" ~sed to decide how a set of items might be grouped 

together on the b~sis of measurements, rather than just confirming a 

pre-established set of groupings, ie it is exploratory rather than 

confirmatory. An elementary form of cluster analysis was devised using thG 

'simplified contingency coefficients' (SCC's) of Appendix 5.~ as data. It is 

best described as ~n example of the 'agglomerative hierarchical t~chniques' 

discussed by Everitt. Basically, each clause was assumed to belong to a 

single cluster on a basis of its SCC's with the other clauses in the cluster. 

Clauses were examined .sequentially in order to identify fitrong associations 

with other clauses, clusters being built up a clause at a time or by the 

almagamation of pre-eKisting clusters. It was quickly recognised, however, 

that two factors could arbitrarily influence the pattern of clusters formeda 

1. The clustering criterion adopted. 

2. The order in which.clauses and their associations were eKamined. 

Three criteria for determining whether a elause or clu5ter should be 

joined with another cluster were considered! 
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1. The mean sec between the prospective clause or clauses and the clauses of 

the cluster to be jpined. 

2. The mean SCC amorg the clauses within the new cluster Nere it to be 

formed. 

3. The maximum single SCC between the prospective claume or clauses and any 
I 

of the clauses within the cluster to be joined. 

Alternative (3) was rejected because it would probably have led to rather 

large, rambling cluste~s within which many of the clauses might have little or 

no association with each other, thus leaving an extra problem of having to 

define the structure within clusters. Options (1) and (2) were not ~o easy to 

distinguish. The se~ond seemed likely to form clusterg more rapidly or 

clusters that were larger than those formed by the first. However, 

alternative (1l 1 though promising more homogeneous clustering, might be toe 

strict and fail to form clusters because of one or two clause associations 

that were low by chance. The two criteria might also produce clusters of 

different composition because of dif1erences in the order in which they were 

constructed. It was decided to use both criteria (1) and (2) since there was 

little to choose between them and the computational algorithms involvad were 

almost identical. 

The order o1 examining clauses for cluster membership was problematic too 

because dif1erences in the early membership of clusters might give rise to 

completely di11erent cluster compositions later on. It was decided to make a 

series of complete 'passes' through the SCC matrix, using a continually 

decremented criterion. This criterion would be the current value of the SCC 

used in judging cluster 1ormatlon. Initially, the criterion would ba 5et to a 

value higher than any ~ound (in fact, 0.70), and successive searches of the 

matrix would use values that were just 0.01 lower each time (down to 0.101. 

This had the advantage of ensuring that the highest SCC's dominated the 

initial 1ormation of ,clusters, and meant that at any Getting of the critQrion 

there ware very few n~w clause associations to be considered so that the 

actual order in which they were examined could make only small di1fer~nces to 

the final clusters corrstructed. 

computer program (Appendix 5.7). 

Results= general 

The final algorithm was written into a 

Tables 6.8-6.10 ~ive a fairly complete picture of the results of the 

cluster analyses on the data o1 Appendix 5.5. 'First' and 'second' mGthods 



refer to criteria 11) and (2) above respectively. 

indicate the associations among clauses and clusters as a hierarchy of 
! 

successively more distant or looser relations. Points along the horizontal 

lines indicate levelsi of the ·clustering criterion, vertical lines 

!parentheses) marking t~e values at which particular associations were formed. 

The key ascribes SCC's to these values, which differ for each 'method' and 

for each passage. The original passages, divided into clauses, are presented 

alongside for ease of reference. 

Given the nature of the data involved, it is difficult to ascribe 

reliability or signifisance levels to particular clustering levels. Clusters 

formed at even quite high values of the clustering criterion may in some caseg 

be spurious. The 
I present author considers that little serious attention 

should be paid to clusters formed at values below about 0.25. This level is 

indicated in the ta~les by a vertical dotted line. The results of cluster 
' 

analysis down to an sec of 0.10 are shown, though at this level it is really 

the behaviour of the clustering algorithm with random data that is boing 

demonstrated. 

Immediate differences can be seen among the passages from an eKamination 

of Tables 6.8-6.10. As expected from the contingency analyses, Passages 2C 

and 1A show considerably less clustering than 38 at the higher levels. The 

groupings formed by the clauses of Passage 38 are dominated by consecutive 

clauses. The same trend is present but to a l user eKtent in Passages 1A 

and 2C. The interesting feature of Passage 38 is that under the looser method 

of cluster formation, there are no single clauses left at the end of the 

clustering process. 

That Tables 6.8-6.10 appear to do little more than clarify or formalise 

what can be seen fr9m a careful reading of Tables 6.4-6.6 is not altogether 

surprising, but the cluster analyses do add greater objectivity, are able to 

disregard isolated contingency coefficients, can make complicated sets of 

interrelationships clearer, and apply a precise algorithm without distraction 

or error. If the data set were only a little larger, or if there were a 

higher proportion of high contingency coefficients, then visual inspection 

would be much less confident. 

C~mparison of the two methods of cluster formation show few differences! 

the second tends to form clusters at slightly higher criterion levels, and 

occasional clauses a1e classified in different clusters. On this eviden6e 1 

there is little to distinguish between them, but in any future use of these 
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techniques the first, stricter method will be employed because its algorithm 

gives more coherent or homogeneous clusters. 

Results1 clause clustering 

A criterion sec value of 0.25 will be arbitrarily cho5~n to discu~u 

cluster formation: there is little justification in sel~ctinQ ~ lowgr value 

because of the rapidly increa~ing risk of ;purious clutitQr formation. iho 3 

passages give a total of 19 clu~ters at this criterion lev~l. Dot"il~d 

comments on each cluster are presented in Appendix 5.8. 

Table 6.7 compares the clusters formed for each passage (Tables 6.8-6.10) 

with simplified groupings taken from the structural diagrams of Figure 4.1. 

For Passage 38, all the later clusters have been reconstructed, though 3 out 

of 4 have a single clause from earlier in the passage associ~t~d with thmm ag 

well. Passages 2C and 1A are not so obliQing, and no clear reconstruction of 

the original groupings of clauses can be claimed, but then no particular 

theoretical value should be placed on them any way. Consecutive clauseg for 

both of these passages do tend to be recalled together, however. 

Turning to the analyses of Appendix 5.8, it appears that in the main 

clusters formed by the data, noncausal thematic relations are just as 

prominent as causal relations in all 3 passages, despite the unc~rtaintio5 

i n v o 1 v e d i n m a k i n g t h e s:e j u d g e m e n t s • A g a i n , i t i s c 1 u r t h at m an y o f t h e 

constituents of clusters are probably chance products. In particular, for 

Passage 3B there is no clear reason why single claus~s from early in th~ 

passage should be members of clusters otherwise formed from later clau5eg, 
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Table 6.7: Experiments I and II: Passages 1A, 2C and 38: comparison 

of observed clustering with predictions from a priori structures 

Passage 1A 

Predicted clusters: 

1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16-17-18-19-20-21-22-23-24- •.• 

.•. -25-26=27-29=29=30 

Observed clusters: 

2-3-4-(15) 5-11-25 9-12-13-(14)-(15!-16 

Passage 2C 

Predicted clusters! Observed clusters 

1-3-8-12-15-16-20-22-27-28 

1-2 3-4-5-6-7 8-9-10-11 

12-13-14 16-17-18-19 20-21 11-13=14-26 6=18-19-23 20-21=25 

22-23-24-25-26 

28-29-30 S-29-30 

Passage 38 

Predicted clusters: Observed clusters: 

1-30 2-3-4 5-6-7-8-9 10-11-12 9-11 2-7-B-25 

13-14-15-16-17 18-19-20 3-13-14-15-16=17 6-18-19-20* 

21-22-23-24-25 26-27-28-29 

Discussion 

While extraneous factors such as clause omission frequencies have no doubt 

contributed to the higher level of clustering for Passage 38 1 it is tempting 

to suppose that its content and structure, breaking down much more obviously 

into (noncausal) thematically related subdivi~ions than the oth~r pag~~g~g, 

has been a major factor. This implies that the relative failure of cluster 
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formation for Passages 1A and 2C is the result of w~akmr pgychologically 

important organisation. Passage 38 is not primarily a narrative, wherQas 

Passages 1A and 2C are, which suggests that whatever structural featureg may 
I 

be associated with nar~ative passages, they are less important psychologically 

than other structural 'relations, ie than what have been broadly termed 

'noncausal thematic' relations. Despite many uncertainties attachin; to this 

data, the results of cluster analysis support a knowledge-based position. 

1. 

Among the many problems of the present analyses are the following: 

There has been insufficient 

omission frequen~ies for 

numbers of clauses with moderately high 

the easy identification of both recall 

contingencies and ~ecall clusters. 

2. None of the pass~ges was deliberately constructed to eKhibit the 

components that t~xt-led theories would claim are important in recall; 

however, the Experimenter would claim that Passages 1A and 2C were 

nevertheless perfectly acceptable simple narratives, and less artificial 

than the materials favoured by, say, the story grammarians. 

3. None of the passages contained 'ear-marked' causally and noncausally 

related material, to permit the clearest discrimination between text- and 

knowledge-led theor~sing. 

Problems (2) and (3) would lead to the sort of unnatural sign-posted stories 

that the present research has so far avoided, but performing an investigation 

around passages of the kind described might help settle the relative 

psychological importance of the two types of relationship within discourse. 

This will be the purpos~ of Experiment V. 
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Table 6.8: Experim,ents I and II: Passage 1A: 

clustering of clauses based on recall contingencies 

First method 

1-----------1 
6-----------1 

2---------1 
3-1-------1----1 
4-1 I 

I 
8-----------1--1 

21--1--------1 
27--1 

5•••••) I 

25-----1----1 
11----------1 

7---------------

9••••••1 I 

13------1--1 
.I 

12----1 .1----1 
16----1--1-1 ) 
15-------l. I 

) 

17--------------1 

10---------l 
20---------l---1 

I 
22-------------1 

14------------1 
24------------1 

19••••••) I 

26------)-) 
23--------) 

18-----) • 
29-----1--------) 

) 

28---1----------) 
30---l 

Second method 

1--------'----) 
6------------1-) 

I 
17--------------) 

2--------) • 
3-) )----) 
4-l----H I ) 

15------1 • ) 
. I 

21--) • ) 
27--l------,.-1 I 

:. )-) 

18-----1---.. -) 
29-----) 

5-----) 
25-----1---1. 
11--------- ):---I 

,)-) 

22----------.---) ) 
) 

24---------------) 

7-------------l 
. I 

8----------.:) ) 
.. 1 ) 

9-------) ,, ) I 
13-------)) .:)-) 

I ,,) 
12----1---)-)) 
16----) ) ) 

) 

14----------) . ' 
10-----------l 
20-----------l' 

19-------) • 
26-------1-). 
23---------1. 

28---1 
30---1 

Clauses 

11 One day Ernu decided to hunt the giant armadillo. 
21 He went to his grandfather first 
31 and borrowed some of his poison arrows, 
41 then visited the village shrine 
51 and prayed to his tribe's ancestral spirits. 
61 After this he walked deep into the forest, 
71 where he slept the night on some dry leaves in a cave. 
81 Early in the morning he was wakened by a noise 
91 and crept out of the cave into the moonlight. 

101 At first he could see nothing except the misty river banks, 
111 but eventually noticed a humped shape some way off. 
121 Suddenly the shape vanished into the forest. 
131 Ernu ran after it. 
141 He plunged into the undergrowth, bow and arrows in hand. 
151 He followed the animal's tracks for over half an hour, 
161 until he came out into a swampy clearing. 
171 He looked around for a while 
181 before espying a shadowy depression in the undergrowth: 
191 quickly he fired several arrows into it. 
201 There was a loud roar. 
211 He ran over 
221 and found the fabulous giant armadillo, 
231 but it was already quite dead. 
241 Ernu jumped among the bushes 
251 to skin the monster of its tough, legendary hide. 
261 Then he had to drag the bulk back through the forest, 
271 and after many hours reached his tribe's village. 
281 He showed the hide to his grandfather, 
291 who was so proud 
301 that he gave Ernu a fine timber hut. 

KEY: CRITERION LEVELS FOR CLUSTER FORMATION 

Total 
hyphens & First Second 

parentheses method method 

2 
3 
4 
5 
6 
7 
8 
9 

10 
l1 
12 
13 
14 
15 
16 

.48 

.46 

.45 

.40 

.35 

.31 

.30 

.26 

.24 

.23 
• 21 
.18 
.14 
.13 

.48 

.46 

.45 

.40 

.35 

.33 

.31 

.28 
I 27 
.25 
.24 
.21 
.18 
.16 
.14 



Table 6.9: EKperiments I and II: Passage 2C: 

clustering of clauses based on recall contingencies 

First method 

1-----------

3--------) 
8--------) 

. 4---------) 
23---------) 

9-----------

10-----------

11--) 
14--)) • 
13---)--) 

)---) 
26------) ) 

) 

6----l-----) 
18--l-l • 
19--l 

12-----------

15----------l 
28----------l 

Second method 

1---------------

3----------1 
8----------) . 

9------------~--

4-----------1 
I 

10--------I )-) 
.l I I 

11••) I I •• I ) 
14--1 I . I ) 
13---l-l .I I 

I --I I 
26----- I • ) 

I 
b••••) I ) 

18-- )-)--I I 
19--1 1-----1 

I 
23-------) 

12---------------

15-------------l 
28-------------1 

Clauses 

11 In trying to shave one morning, 
21 which is always a dismal prospect before breakfast, 
31 I found to my surprise, 
41 on switching on, 
51 that the motor made a most disturbing grating sound 
61 which alarmed me at first. 
7l lndeed, l had never heard its like before. 
81 I took the back of the razor off 
91 to look inside for anything amiss, 

101 when a dozen tiny curlicues of metal fell out 
111 and disappeared into the carpet. 
12! I then showed the razor to a friend, 
131 who knew a lot about such matters, 
141 or so he let others believe. 
151 He said he didn't like the look of the steel fragments, 
1bl and then he took the back off, 
171 whereupon some pieces of charred plastic rattled to the floor, 
181 alarming me even more, 
19) because there couldn't have been much left inside by then. 
201 But my friend placed the razor on the table, 
211 where the sunlight glistened on the rust. 
221 He gave me a few words of advice: 
231 I should have found out long ago 
241 how to use an electric razor, 
251 and how to manage without the soap and razor blades 
2bl which had had such a deleterious effect. 
27! I walked home disheartened 
28! and went to have a shave in the bathroom, 
291 getting out an old cut-throat with my left hand, 

16----------- 16--------------- 301 and with my right tossing the battery razor through the window. 

17-----------

7----------) 
) 

20-) ) 
21-l----) ---) 
25------l 

27-----------

22-----------

2---------l 
24---------1 

s-------1 
29-----l-1 
30-----1. 

17---------------

2----------l 
7---------) )-) 

I ) ) 

20•) I ) ) 

21-l----)--) )-) 
25••••••) I I ) 

) ) 

27------------l I 
) 

22--------------l 

24------------l 
) 

5-------)----1 
29-----1-) 
30-----) • 

KEY: CRITERION LEYELS FOR CLUSTER FORMATION 

Total 
hyphens l First Second 

parentheses method method 

2 .52 .52 
3 .44 .44 
4 .38 .39 
5 .34 .35 
6 .32 .32 
7 .25 .29 
8 .21 .25 
9 .18 .24 

10 .16 .23 
11 .12 .18 
12 .17 
13 .15 
14 .12 
15 .11 
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Table 6.10: Experim.ents I and II: Passage 3B: 

clustering of clauses based on recall contingencies 

First method 

1------------------

10-----------------) 
12-----------------) 

13---------------) 
,)) 

14-----l---------)) 
15----)) • ) 
16----) • ) . ) 
3------)---------) 

17------) 

9------------) . 
11------------) • 

6------------) . 
)---) 

18---)--------) • ) 
19-)-) • ) 
20-) • ) . )) 
26--) • ) ) 
27--l-----) • )) 
29--------)---) • )) 

)---)) 

28------------) • ) . ) 

2----------------)) . )) 
7-------) • ) 
8-------)--)-----l 

25----------) 

5----------------) . ) 
22-------------), ) 

)--) 
21---------) ), 
23---------)-)-), 
24-----------) • 

4--------------) 
30--------------) 

Second method 

1--------------------l . ) 

10------------------) ) 
,) ) 

,) ) 

13---------------l ,)-) 
) ,) 

14-----)---------) ,) 
15----)) l--l 
16----) ) • 

) . 
3------)--------) • 

17------) 

9------------l 
11-----------~)-------) . ) 

6-------) • ) 
) . ) 

18---l---l----7-l • ) 
19-H · l • l 
20-) ) • ) 

:) ---) ) 

26--) ) • ) ) 
27--)--) ) ,) ) 
29-----l-----l--l ,) ) 

) ,)-) 

28-----------) ,) 
,) 

2--------------) ,) 
)---) 

7-------) ) • 
8-------l-l----) .• 

25---------) 

12-------------------) . ) 
5----------------), ) 

)-~) 

22-------------) ), 
)··) .. 

21--------1 ) 
23--------)-)--) 
24----------) 

4-----------------) 
30-----------------l 

Clauses 

ll It was indeed a beautiful house. 
21 The decorators had tried their best with tho decor; 
31 each room represented a different period: [adjacent. 
4) one saw classical, Georgian and ultramodern rooms irnediately 
5) The plumbers had installed a solid silver bath 
61 and connected it to unbelievably quiet water-piping, 
71 hidden from sight, 
8) which was to win an important industrial award. 
91 &littering crystal taps projected from the foot of the bath. 

IOl The kitchen had been uniquely fitted out: 
Ill one wall housed a deep-freeze the size of a soall room, 
121 and the floor was supposedly self-cleaning. 
131 The builders had taken trouble 
14) to enhance the walls 
151 by fusing their surfaces with oxyacetylene torches 
16) so that they acquired a glass-like finish, 
17) and by using blue-tinted concrete • 
18l Heating was provided by large ceiling panels 
191 which were no fire hazard 
20) due to their low temperature. 
211 The architects had chosen the site of the house, 
221 and had positioned it carefully in relation to the terrain, 
23) so that it nestled in its landscaping 
24) as a chick snuggles in a hen's nest. 
25) The site also provided the maximum protection from the elements. 
26) The nurserymen had been hired from a botanical gardens, 
27) and they planted many exotic shrubs, 
28! distributing them in clusters 
291 so as to lend an almost subtropical air to the settinQ. 
301 Both bride and groom were overjoyed with their new home. 

KEY: CRITERION LEVELS FOR CLUSTER FORHATION 

Total Total 
hyphens & First Second hyphens & First Second 

parentheses method method parentheses method method 
2 .66 .66 12 .37 .37 
3 .60 .60 13 .35 .35 
4 .53 .55 14 .28 .33 
5 .50 .50 IS .25 .30 
6 .47 .48 16 .24 .28 
7 .46 .46 17 .20 .26 
8 .44 .44 18 .16 .25 
9 .43 .42 19 • 23 

10 .42 .40 20 .22 
II .40 .38 21 .18 

1'54 



6.4 EXPERIMENT V 

Introduction 

The purpose of Experiment V is to resolve mere clearly the differential 

contribution of caus•l structures and these based on ncncausal thematic 

relations to the memory organisation of text. As outlined in the previouo 

section, there was a need fer experimentation with passages combining clear 

'story schema' structures with easy opportunity for subjects to select other 

types of thematically related information. It was thought best to select a 

passage from the literature that had already been constructed to contain a 

well-defined causal structure, and to modify it to include clear noncausal 

thematic material. 

As before, k no w.l edge -1 e d comprehension would predict that recall 

clustering should involve noncausal thematic relations as much as causal ones, 

whereas text-led comprehension should lead only to causally connected clauses. 

Taking a existing pass~ge from the literature enabled an independent set of 

predictions about causally related clauses to be used. It was hoped that the 

modified version of this passage would permit the two possible typeu of 

clustering to be distinguished more easily than in earlier experiments. 

Subjects 

Subjects were 41 undergraduate students (16 male, 25 female) enrolled on 

psychology courses. None had previously taken part in such an experiment 

before. 

Materials 

A single passage was use~ in thi~ study, heavily adapted from a story used 

by Thorndyke (197Sa: 153), who had taken it from Rumelhart (1973). The 

passage, originally entitled "The Old Farmer and his Stubborn Animals", is 

reproduced in Appendix 1.4 and Table 6.14, together with the modified version 

(Passage 'F'l, This passage and its description were taken to be fairly 

typical of the structural descriptions produced by text-led theories. The 

alterations to the story had three main aims: 

1. To eliminate some of the abnormal stylistic features of the original 

story. 

2. To reduce the 'starkness' of its story-line. 



3. To introduce thematic elements into the passage which would be related to 

each other, but not in any sense causally. 

Except for some curtailment towards the end, it was not intended to 

significantly affect the basic narrative structure of the original, so that 

the story-grammar analysis of Thorndyke could still be used. The actual 

modifications may be described as follows: 

1. A curtailing of the action sequence to limit the depth to which narrative 

elements within the passage were nested. 

2. A lengthening of many of the short and syntactically very simple claus@s 

present originally. 

3. Replacement of many of the repetitive noun phrases by pronouns and other 

variations. 

4. Introduction of much new material, largely descriptive, but containing a 

few subsidiary action elements. 

The resulting passa~e was deliberately longer than any used in 

Experiments I-IV, being 55 clauses and 397 words long (cf 30 clauses and 225 

words previously!. It included slightly more extreme values of clause length 

than the passages in other experiments, but the mean number of words per 

clause, at 7.22 1 was clos~ to the earlier figure of 7.50. The greater passage 

length was intended to provide a greater opportunity for observing recall 

clustering among clauses by increasing the proportion of moderate clause 

omission frequencies. A partial structural description according to 

Thorndyke's story-grammar analysis (see Thorndyke, 1975a: 37-38) is given in 

Table 6.15 1 alongside a description of the noncausal thematic relations that 

were introduced. 

Design 

There was a single experimental condition for all subjects. 

Instructions 

Experiment V used a simpl~ modification of the instructions written for 

the first experiment, to provide for a single passage in a single session with 

one reading. 



Procedure 

Subjects took part in the experiment in one of two group ses5ions in a 

standard classroom. Apart from the single passage and session and the 

consequent instructional differences, the remainder of the procedure followed 

that of Experiment I. The experiment was completed by all subjects within 20 

minutes. 

Results: general 

The numbers of clauses recalled by each subject and the number of subjects 

recalling each clause are given in Appendix 3.6. The recall contingencies 

among clauses, together with Fisher exact probabilities and the raw data on 

which they are based are tabulated in Appendix 5.9. Tables 6.11 and 6.12 

summarise data on recall contingencies ( i e simplified contingency 

coefficients, SCC'sl and omission frequencies for the clauses of Passage F, 

for comparison with Tables 6.1 and 6.2, 

Table 6.11: Experiment V: Passage F: distribution 

of clause contingency cotfficients 

Range of values: 00-09 10-19 20-29 30-39 40-49 50-59 60-69 

Number of values: 1293 124 50 11 

Table 6.12: Experiment V: Passage F: distribution 

of clause omission frequencies 

Number of Number of 

omissions clauses 

0-4 12 

5-9 8 

10-14 8 

15-19 7 

20-24 5 

25-29 3 

30-34 6 

35-39 

40-41 3 

6 0 
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This ccmparispn suggests that Passage F has sufficient numbers of 

moderately omitted clauses to be able to demonstrate reliable clause 

clustering: 23 cut of 55 clauses have omission frequencies between 10 and 29, 

compared with 10, tO and 18 out of 30 fer Passages 1A, 2C and 38 respectively. 

Nevertheless, the frequency distribution of SCC's in Table 6.11 ig 

disappointing, only 18 cut of 1485 reaching a value of at least 0.30 1 compar~d 

with 23, 12 and 36 out of 435 for Passages 1A, 2C and 38. Clearly with data 

as limited as this it was going to prove very difficult to demonstrate any 

reliable clustering. 

Results: clause clustering 

A clustering analYsis was performed on the clause recall data as before, 

using only the 'first', slightly stricter method, and the results are 

presented diagrammatically in Table 6.13. The original passage is reproduced 

in Table 6.14 for ease of reference. One immediate feature of this data is 

the very small number ~f clusters formed at the 0.25 level, not unexpected 

from the frequency d1stribution of SCC's. The overall pattern of clustering 

resembles most closely that of Passage 2C, the worst in the Section 6.3. 

A qualitative examination of this data for possible reasons behind the few 

clusters actually found. is reported in Appendix 5.10. Overall, there were 

several likely spurious relations, and a number of associations between 

adjacent pairs of clauses. From this very sparse evidence, it appears that 

thematic or topical relations may be the most frequent. Table 6.15 compares 

the clusters actually found with two sets of predictions: 

1. The clusters that might be 

description (1975a= 37-38!. 

expected from Thorndyke's own structural 

It is assumed that his description applies to 

the corresponding clauses in Passage F. 

2. The groupings that arise from the topically related material added during 

the adaptation of Thorndyke's passage, according to noncausal thematic 

relations alone. 

Although Thorndyke appears to relate distance in memory to depth within 

his structural decription of the passage, it is not at all clear that other 

text-led theories, even if they arrived at a structure similar to Thorndyke's, 

would make this interpretation. No real 'depth' differences are intended by 

the 'noncausal thematic' clusters. In neither description have all 55 clauses 

been included, but the point is that Thorndyke's scheme would predict at least 

the first set of relations, and a knowledge-led theory would predict at least 
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the second (caus~l relations are omitted 

easily between the. two types of theory). 

clustering, consisting of groups formed 

because they do not distinguish 

The representation of observed 

at the 0.25 criterion level, is 

intended to differentiate degrees of association among clauses, however. 

As can be seen from a comparison of the clusters observed with the two 

sets of prediction~, there is no marked resemblance between actual results and 

either set of predictions. Occasional similarities with the thematic 

predictions concern just adjacent clauses and might be interpreted in other 

ways. 

Discussion 

The overall results of this experiment were very disappointing: the degree 

of clustering found was very low, and this appeared to have precluded clear 

findings for either of the two positions under investigation. The number of 

subjects could be criticised, but 41 is not all that much lower than the 54 

for which clear results (for one passage) were obtained in Section 6.3, and by 

comparison with the earlier results, the frequency distribution of clause 

omissions was actuaJly quite promising. Explaining these findings and 

comparing them with e~rlier results will form the basis of the Conclusions. 



Table 6.13: Experiment V: Passage F: clustering 

of clauses based on recall contingencies 

1-----------------l 
24-----------------l--l 

11----------------l 
52----------------l--) 

KEV1 CRITERION LEVELS FOR CLUSTER FORMATION 

) 

30--------------------) 

2--------------------) 
) 

35--~--------) . ) 
)--------) 

33---------)-) • 
48---)-----) 
49---) 

3-----------------------

4------------), 
54------------l--------) 

) 

44---------------------) 

5-----------------------

b-----------------------

7-------------) 
18-------------l-------) 

) 

14--) ) 
1 b--)---------) • ) 
43------------)-) ) 

,)------) 
20--------------) 

8------------------) 
53------------------) 

9--------------) 
36--------------) 

10-) 
12-l------) 
17--------)---------) 

) 

42------------------)-) 
) 

31--------------------) 

!continued above) 

) 

' 37-----)-------------) 
38-----) 

13-----------------------

15-----------------------

19----------) • 
21----)-----)-------) 
32----) ) 

) 

26------) ) 
27------)----)------) 
40-,----------) • 

22-----------------) 
29-----------------) 

23-----------------------

25-------) 
39-------) 

28---~-------------------

34-----------------------

41------,-----------------

45---------------) 
47---------------) 

46------..,----------------

50·----------------------

51-----------------------

55----------------------· 

Total 
hyphens & Criterion 

parentheses level 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

.51 

.45 

.43 

.41 

.40 

.37 

.33 

.32 

.31 

.30 
• 27 
.26 
.25 
.23 
.22 
• 21 
.20 
.14 
.13 
.12 
.10 

1GO 



Table 6.14: Experiment V: Passage F listed with clause numbers 

1 There once wa~ a old farmer 
2 who lived on a small sleepy farm in the country. 
3 It was pleasant farm 
4 nestling among grassy fields and wide meadows, with a shed and a greenhouse. 
5 Now, this farmer owned a very stubborn donkey, 
6 which passed the day 
7 lazily grazing in a field behind the farm. 
8 One evening the farmer was trying as usual 
9 to persuade the donkey into its tumble-down wooden shed. 

10 First, he pulled it, 
11 but the donkey wouldn't move. 
12 Then he pushed the beast, 
13 but it still refused to move. 
14 The farmer was an old widower 
15 who had lived among these meadows and fields all his life, 
16 but he found that he tired easily these days. 
17 Fortunately, an idea ,,, occurred to him. 
18 ,,, for making the donkey enter its shed ,,, 
19 Going round to t~e back of the shed, 
20 he found his dog, a golden retriever of placid disposition, 
21 sleeping by the greenhouse. 
22 Politely, the farmer asked the dog 
23 to bark loudly at the donkey 
24 and try to frighten it into the shed, 
25 but the dog refused. 
26 Returning to the r~d-brick farmhouse, 
27 which looked so sleepy amid its lush green fields, 
28 the farmer next ask•d his cat, a ginger tom with a couple of war-wounds, 
29 to scratch the dog; 
30 he knew this would make it bark. 
31 However, the cat, ... replied: 
32 ,,, also lazing in the evening sunlight, on the kitchen window-ledge, ,,, 
33 "I would gladly scratch the dog for you 
34 if only you would get me a saucer of milk first." 
35 So finally, the farmer sought out his cow in the local meadow 
36 and asked for some milk. 
37 The light brown Jersey cow looked him in the eye 
38 and nodded sympathetically: 
39 this sequence of events happened every evening. 
40 The cow gave the farmer the milk 
41 he wanted 
42 and the farmer brought the milk back to the farmhouse, 
43 put it in a china saucer 
44 and gave it to the cat~ 
45 As soon as the cat had licked up the fresh warm milk, 
46 it climbed down off the window-ledge, 
47 went out to the greenhouse 
48 and began to scratch the dog's ear. 
49 This made the dog bark so loudly 
50 that the donkey took fright 
51 and jumped straight into its shed. 
52 The farmer bolted the do6r 
53 and heaved another sigh of relief. 
54 The cat returned to its life of leisure 
55 and the farm settled dow~ to another August night. 
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Table 6.15: Experiment V1 Passage F: comparison ot observed 

clustering with pre~ictions from Thorndyk~'s story grammar 

and the ncncausal thematic relations introduced 

Thorndyke (modified) 

1--) 
5--)----------------~------) 

) 

s--l ) 

9--)-----------------------) 
) 

10--) ) 

11--l--------------------) ) 

) ) 

12--) ) ) 

13--l--------------------) ) 

) ) 

24--------------------) ) ) 

) ) ) 

30-----------------) ) ) ) 

) ) ) ) 

22--l ) ) )--) 
23--l--l-----------) ) ) ) 

25-----) ) ) ) ) 

) ) ) ) 

28--) ) ) ) ) 

29--l-----) ) ) ) ) 

) ) ) ) ) 

31--) )--) ) ) ) ) 

33--)--)--) ) ) ) ) ) 

34-----) ) ) ) ) ) 

) )--)--) ) 

35--l ) --) ) ) ) 

36--)--) ) ) ) ) ) 

40-----)--) ) ) ) ) ) 

) ) ) ) ) ) 

42--l-----)--) ) --) ) ) 

44--) ) ) ) ) ) 

) ) ) ) ) 

45--------) ) ) ) ) 

) ) ) ) 

48--------------) ) ) ), 

) ) ) 

49-----------------) ) ) 

) ) 

50--------------------l ) 

) 

51--------------------------) 

Noncausal 
thematic 

2--) 
3--)--) 
4--) ) 

) 

26--)--) 
27--) ) 

) 

55--)--) 

5--) 
6--) 
7--)--) 
9--) ) 

) 

52-----l 

14--l 
15--l 
16--)--) 
17--l ) 

) 

53-----) 

19--) 
20--l 
21--)--) 
22--) ) 

) 

47-----) 

28--l 
29--) 
31--)--) 
32--) ) 

) 

46-----) 
) 

54-----l 

37--) 
38--) 
39--) 

Clusters observed 

4------------) 
54------------l 

7--------------) 
18--------------) 

10--l 
12--l-----) 
17--------) 

14--l 
16--l---------) 
43------------) 

19----------) 
21----l-----) 
32----) 

25--------) 
39--------) 

26------) 
27------)-----) 
40------------) 

35------------) 
) 

33---------)--) 
) 

48----l----) 
49----) 

37------) 
38------) 



6.5 CONCLUSIONS 

Structural relations 

The main purpose of this section was to assess the relative importance in 

recall of noncausa1ly thematically associations among recalled items, thege 

being most likely to distinguish between the two general positions of text-led 

and knowledge-led discourse processing. If only causally-related items had 

been associated in recall, despite the opportunity being presented by passages 

for other types of relation, this would have supported a text-led theory, 

though the details of such a theory, would have been left ~or further 

investigation. As it was, thematic relations of a noncausal type proved to be 

at least as important as purely causal ones, which was taken as evidence for a 

knowledge-led position. 

The experimental results were not very clear, unfortunately, mainly 

because most of the passages analysed produced few strong clause recall 

contingencies, and the clusters constructed on a basis o~ these contingencies 

tended to be small in size and number. One possible cause was insufficient 

clauses of 'moderate' .omission frequencies: clauses which are nearly always 

either recalled or omitted are unable to give useful measures of recall 

association. Analysis o~ Passages 1A, 2C and 3B lent some support to this 

proposal, but the specially constructed Passage F showed the lowest clause 

clustering though its distribution of clause omission ~requencies was quite 

promising. Some other explanation is needed, therefore. 

The passage showing the greatest amount of clustering was 38, the only 

primarily non-narrative passage among those analysed. This story would not be 

amenable to the sort of goal-oriented or causally based analysis ~avoured by 

story grammarians (as leadin.g exponents of the text-led position), suggesting 

that text-led structures do not determine memory organisation, even on a 

fairly local scale. The failure of Passage F to show much clustering is then 

explained by its single domin~nt continuous story line, ie by the predominance 

of causally related structures over other types. Why a narrative story line 

should work against the formation of recall clusters is uncertain, but it 

would appear that the balance. between causal and noncausal thematic relations 

intended by the adaptation of Passage F for this experiment may not have been 

successful. 



Analyses 

The two types of structural analyses reported above, contingency analysis 

and cluster analysis, were of an experimental nature. The simple cluster 

analyses in particular are capable of considerable development. There are 

several statistical alternatives to the contingency coefficient, though it is 

uncertain if any would have produced clearer patterns of results. Two 

slightly different algorithms for the cluster analyses were compared, though 

there was little to choose between them. 

One assumption underlying both of them was that each clause belonged to 

only one cluster; this forces a simple hierarchical structure on memory which 

may not be at all valid. Future development of the clustering algorithms will 

certainly have to entertain multiple cluster membership for clauses, which can 

complicate algorithm construction enormously. Another aspect of the structure 

inherent in subjects' ~eproductions but omitted from the analyses is adjacency 

or sequentiality: if originally distant clauses tend to be recalled next to 

each other, or if the or.der of certain clauses is preserved at recall when 

that of others is not, this should provide us with additional information 

about how memory is organised and utilised. 

The final experimental chapter will focus upon the qualitative analysis of 

clauses and the 3 recall components. It will largely be devoted to the finer 

details of verbatim and propositional representation, but some observations on 

the nature of the relatlons among items in the memory representation will be 

made. 
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CHAPTER SEVEN 

QUALITATIVE ANALYSES 

7.1 INTRODUCTION 

Qualitative analysis 

Qualitative an~lysis will be regarded here as the examination of recalled 

material for changes in kind from what was originally presented, whilst making 

fewer presumptions than quantitative analysis about the form the final results 

will take. Qualitative analysis is unusual nowadays except as anecdotal 

reports of secondary value (but see Marton and Wenestam, 1978), It dominated 

early work by Bartlett (1932), for whom it could be argued to have been both a 

strength and a weakness. A small amount of qualitative analysis was attempted 

in Chapter 4, in describing the differences between clauses that were more and 

less frequently recalled respectively, but simple cha~acterisations of theae 

differences failed to be confirmed either by independent judges or by 

experimental follow-up (Experiment IV), 

This chapter will develop and apply some qualitative techniques of 

analysis to the data from Experiments I-III, especiially Experiment I because 

of the number and variety of its passages. These analyses will start from the 

units and distinctions'of Chapter 4, ie clauses and words of the original 

passages, and the verbatim, nonverbatim and intrusive components of subjects' 

reproductions. Often, qualitative analysis will be supplemented by 

quantification of some aspects, but throughout this chapter it should be borne 

in mind that these findings are essentially the interpretations of the 

Experimenter alone, with all the risks of subjectivity that that entails. 

Aims 

It was concluded in Chapter 5 that the verbatim recall compon~nt was 

probably derived from the most accurately retained information in memory (the 

'accuracy hypothesis'), and not a coding independent from the normal, 

propositional representation. If this is true, then close examination of the 

verbatim component in subjects' scripts should not reveal any preferences for 

certain words independently of what they stand for in the passage. Comparison 

with nonverbatim recall should highlight factors associated with whether and 

1G5 



why substitution of original words and phrases occurs, perhaps which aspects 

of meaning tend to be lost first, which might lead to a description of the 

structure present within propositions. 

On a slightly 'higher' level of representation, Chapter 6 presented 

evidence that the major factor in forming associations among items in memory 

is what has been called 'thematic', and that 'knowledge-led' processing 

appeared to be better supported by the data than the alternative 'text-led' 

precessing. Unfortunately, the data left room fer some uncertainty and no 

support fer the knowledge-led position was forthcoming from the negative 

findings of Chapter 41 where attempts were made to differentiate between the 

more and less well recalled clauses. However, though implications fer the 

relations among clauses had been discussed, most of the analyses confined 

themselves to the nature of individual clauses. A need remains, therefore, 

for more detailed qualit~tive comparisons of such clauses, which will take 

structural factors more into account. Certain words are also likely to have 

structural functions, since they are the starting point for the reference and 

repetition on which most thematic structure is ultimately based; as most of 

the analyses below take words as their unit, further evidence for the 

centrality of thematic relations may be obtained. 

To summarise, these qualitative analyses were thought likely to contribute 

evidence on at least four theoretical points: 

1. The nature of the verbatim recall component, and its relationship with 

propositions. 

2. The manner in which the finer aspects of meaning are lost at recall. 

3. The recall of particular words which might have structural functions. 

4. Further observations on the recall and omission of clauses. 



7.2 RECALL AND OMISSION OF CLAUSES 

Introduction 

In Chapter 4, the SOX most frequently omitted clauses from the three 

passages administered in both Experiments I and II were described as either 

'peripheral' to the main plot, or 'redundant' in context. This did not prove 

to be a successful approach, but suffered from three possible limitations: 

1. Half of all clauses were included in the most omitted group, despite many 

of them being quite well recalled. This might have obscured any trend 

confined to omitted clauses with high omission frequencies. 

2. Only three passages were used, providing a lot of data, but of a more 

limited variety than need have been the case. 

3. The manner of the qualitative analysis in Chapter 4 was restricted to 

general statements about clauses and their relationship with the passage 

as a whole: a more specific approach might come up with different or more 

substantiable results. 

For this section, therefore, all scripts from Experiment I for all nine 

passages were used, and analysis attempted to be more detailed and more 

extensive than before. It was decided to choose more extreme groups of 

clauses on the omission data, those with omission frequencies of 0 or 1, and 

those with frequencies of 6 or greater (out of 18). This gave two groups of 

clauses, a '01' list and a '6+' list, containing 85 and 62 clauses 

respectively. The omission frequencies for all clauses in Experiment I are 

given in Appendix 5.1, and the passages, divided into clauses, are reproduced 

in Appendix 1.1. 

Observations 

The following listing attempts to summarise the detailed mass of 

observations in Appendix 6.1 on the differences betweon the '01' and '6+' 

groups of clauses. The tentative nature of many of these comments cannot b~ 

overstressed. 

1. Several types o~ observation suggest that there are 21 not 3, types of 

passage among those used in Experiment I. Of the 9 passage§, 4 appear@d 

to have an easily identifiable plot or narrative line throughout (1A, 18, 

2A and 2Cl, whereas the remaining S, by the evidence of subjects' scripts, 



consisted largely or wholly of a series of poorly connected sections. 

Thus two ostensibly 'narrative' passages (1C and 2Bl were treated aB 

'nodal'. 

2. Recall favours clauses at the beginnings and ends of passages, probably 

because of the importance of these clauses to the ov~rall Gtructuro or 

plot (cf Section 4.6). In addition, there is preferential recall of early 

clauses Nhatever their nature. In 'narrative' (ie 'linear' or 

'branching') passages, or narrative components of passages, the most 

important events, judged subjectively, were usually very well recalled. 

Among more 'nodal' passages, the clauses introducing the various sections 

are recalled better than others in the same section. 

3. Where similar objects or activities etc occurred in different clauses of 

the same passage, not necessarily in the same words, subjects often 

exhibited confusion among the instances, transposing them, for example, or 

switching their phrasing. Often this is associated with depressed recall 

for one or more of the instances, and occasionally the merging of two such 

items has been accompanied by the contraction or omission of intervening 

material. These effects are not seen when the repeating item is a main 

character or object for the passage. 

4. Often, a clause has tended to be omitted apparently because the 

information it contains was much like what what might have been assumed or 

deduced by the reader had that clause not been present. Such 'inferable' 

clauses may or may not have been of overall structural importance. Two 

other types of frequently omitted clauses were described as 'unimportant' 

and 'misunderstood', 

Discussion 

The apparent reclassification of passages into just two types iu 

interesting. In 'nodal' passages, important clauses seem to be those which 

introduce the topics of sections, and there is some agreement with the a 

priori structures defined for the passages. For 'narrative' passages, 

importance is less easily defined with the present data. Subjective estimates 

of importance on a basis of this data seem to depend upon whether the omission 

of a given clause would significantly alter the meaning or structure of the 

rest of the passage. In both types of passage, clauses which introduce 

actors, essential background, initial purposes, or conelusiong are all 

'important', not unsurprising in the light of previous research. 



Overall, these results are disappointing in net enabling more conclusions 

about structural features. One limitation that must be considered is whether 

the clause, in most cases a larger unit than the 'proposition', is too large 

for analysis, and the criterion for assessing its recall too broad. Often, it 

would have been useful to know which components of the longer clauses were 

producing the recall scores. Perhaps a unit more like the conventional 

proposition, despite its small size and the added problems introduced into the 

analysis of longer passages, would work better in structural analyses. 



7.3 RECALL AND OMISSION OF WORDS 

Introduction 

Words are a valuable analytic unit because they offer the opportunity to 

examine what subjects recall in much finer detail than is permitted by 

clauses, and might therefore contain information about the nature of encoding 

in memory not otherwise obtainable. This section and th~ next two will 

utilise the word as the unit of analysis: in the ease of this section, the raw 

data is based on the words of the original passages, whereas in the later 

sections the words of subjects' scripts will constitute the starting part for 

analysis. 

To examine the recall and omission of individual words of the passages, it 

was necessary to compare each script in turn with the originals word by word, 

since the required information was not contained in the initial scoring 

described in Chapter 4. Words were scored by analogy with the procedure 

established for clauses, recall being determined whether or not it wa9 

verbatim. Because of the number of words in passages and scripts, it was only 

possible to perform this scoring on three of the passages !1A 1 2C and 38 1 ao 

before). 

Serial position 

The pattern of clause omissions across serial position within passages was 

examined in Chapter 4 (cf Appendix 5.1), For the sake of comparison between 

clause and word analyses, the serial position function for words is given in 

the table in Appendix 6.2. Omission frequencies have been averaged ov~r 

blocks of 9 adjacent words for convenience. There is little of interest in 

this table except to note that recall is relatively independent of serial 

position with two exceptions: initial and final blocks of words (paralleling 

the clause results), and high omission frequencies around blocks 11 and 12, 

which may be an unimportant coincidence. 

Observations 

Appendix 6.3 shows the most and least frequently omitted words for each of 

the three passages, in the form of 'half-passages' after the style of 

Appendix 5.4 for clauses; words least often emitted are in capitals. Apart 

from the serial position effect, there seems to be a tendency for adjaeQnt 

words to have similar omission scores, ie words tend to be recalled or omitted 



in phrases, To investigate this further, a runs test as performod on aach 

passage, using the differentiation into high and low omission clausos of 
' Appendix 6.3. Table 7.1 summarises the results of the t~sts, which wero 

highly significant for; each passage, ie there are fewer and longer runs of the 

words of the same classification than would be expected by chance. 

Table 7.1. Ex2erimen~t I : Passage!!! 1 A 1 2C and 38: 

runs tests on overall 'word recall data 

Passage n 1 n2 r z 2-tai 1 ed p 

1A 110 115 '79 -4.55 0.00001 

2C 115 110 59 -7.27 «0.00001 

38 122 102 :69 -5.82 <0.00001 

As with clauses, it was decided to adopt two approaches to the qualit9tivo 

analysis of word omissions: contrasting the top and bottom 50X of words 

(Appendix 6.3), or contrasting only the extreme groups of words 

(Appendix 6.4), From an examination of these classifications the Exp~rim~ntor 

felt he could see th• following, but without great confidence: 

1. The preferential ·omission of adjectives and adverbs. 

2. The preferential recall of verbs. 

3. The preferential .recall of major actors and objects (all nouns). 

4. The preferential recall of the definite article, often in isolation. 

Observation (4) probably reflects the application of the $Coring criterin, but 

the others merit further investigation, and it was decided to clarify them by 

an analysis of the recall of the parts of speech of each of the three 

passages. 

Complete lists o4 nouns, verbs, adjectives and adverbs for each of 

passages 1A, 2C lnd 38 are given in Appendix 6.~. Table 7.2 shows tho 

frequencies with which each of these four parts of speech, and 'others' 

(conjunctions, pronouns, prepositions and articles) was recalled. Chi-square 

tests were performed on each table entry (as explained in the table) 1 

comparing the distribution of each type of word across high and low omission 

word groups, with the distribution of all other Nords from the same passage. 

Several of the comp~risons in the table were significant: 

1. For Passage 1A,: verbs were favoured in recall. 
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2. For Passage 2C, adverbs were preferentially omitted. 

3. For Passage 38, there was a marginally significant preference for nouns in 

recall. 

4. Overall, there were marginally significant trends for both rnnouns and 

verbs to be recalled, and a highly significant trend for adverbs to be 

omitted. 

5. 'Other' parts of speech were on the whole les~ well recalled. 

The main findings are the poor recall of adverbs, and the good recall of nouns 

and verbs, but in a manner that varies across passages. The suggestion from 

these passages is that' verbs might be particularly well recalled in narrative 

passages, and nouns in nodal ones, Passage 2C giving intermediate resultfi 

(perhaps correspondng to its intermediate structure). 

The more extreme ~roupings of words (Appendix 6.4) adds little to previous 

analyses. Many of the best recalled words belong to the best rocallod 

clauses, and so for the worst recalled words. The Experimenter did guspmct, 

however, that many of the best recalled words, particularly in Passage 3B, 

were words that were intrinsically more memorable, perhaps because of the 

imagery they encouraged leg 'silver bath', 'crystal taps', 'nestled', 

'chick'), 

Discussion 

Many of the findings with words only confirm what had aready been 

established with clauses, though some new findings have Qmerged. Units of 

recall larger than the word do exist, but this does not detract from the 

utility of the word as an analytic unit. Less clearly, the preferential 

recall of nouns and verbs in narrative and nodal passages respectively 

suggests that these words reflect different organising principles brought to 

different passages by, subjects. 



Table 7.~ : Experi~ent I: Passages 1A, 2C and 3B: frequencies 

of low overall omis~ion for different parts of ~p~eeh 

I Adject-
' 

Passage Nouns Verbs ives- Adverbs 

1A 25/50= 23V 31 = 11/25= 3/12= 
sox 7~X** 44:< 25% 

2C 25/44= 24,138= 15/21= 2114= 
57X 6~% 71% 14%** 

3B 39/57= 17:/33= 21134= 4/9= 
68f.* 5~% 62% 44/. 

ALL 89/151= 64J102= 47/80= 9/35= 
59%* 63/.f 59% 261.*** 

I 

I 
( +) sums of numeratprs under headings are 
because several word~ have been classified 

* p<0.05 res4l ts of chi-square 
** p<O.Ol tes~s (see text) 

*** p<0.001 

KEY TO CELL CONTENTS: 

number of words 
in low omi!ilsion 

total number 
of such words 

23 I 31 = 

74/. 

! percentage 
1 equivalent 
:of ratio 
' 

Sample contingency tableft Passage 1A: verbs 

a 11 
verbs other 

words 

no. in low omission 23 87 
category 

no. in high omission • 8 107 
category 

all such words 31 194 

Others 

48/tOBc 
44% 

49/114= 
43% 

41/95= 
43X* 

138/317= 
44X** 

more than 
under two 

all 
words 

110 

115 

225 

On above table: X2 = i8.076, df = 1, p < 0.01 

A 11 words 

1 10/22~= 
49% 

115/225= 
511. 

1221224= 
541. 

347/674= 
511. 

the total 
headings 

(+) 

numb!:lr of words 
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7.4 VERBATIM RECALL 

Introduction 

Verbatim recall is de~ined here as that part of subject~· story 

reproductions that i~ in the original words; in Chapter 4 it was one of three 

~ecall components into which subjects' scripts were divided. This section 

aims to examine the ~ctual words scored verbatim in order to elucidate the 

~actors determining verabtim as opposed to nonverbatim recall, and to clari~y 

the relation between verbatim recall and the propositional level of 

representation. As before, the analyses will be restricted to the recall of 

Passages 1A, 2C and 38 from Experiment I. 

Near-verbatim recall 

The verbatim scoring criteria of Chapter 4 were strict in not scoring 

'verbatim' those words in subjects' scripts that W@re part of or aimply 

derived ~rom (usually morphemically related to) an original word. During the 

application o~ the scoring criteria, it became apparent that the$~ variants 

had more in common with verbatim than the nonverbatim recall with which thoy 

had been scored. Many appeared to be verbatim recall which subjectg had had 

to modify to fit the immediate verbal or syntactic context. All instances o~ 

near verbatim recall for Passages 1A, 2C and 38 are Qiven in Appendix 6.6. 

Most of these are changes in tense or number, or to a derived ~orm of another 

part of speech, but a small number represent the fragmentation of an original 

word. In all subse~uent qualitative analyses, near-verbatim material will be 

classified with verbatim instead of nonverbatim. In fact, of the rede~ined 

verbatim component, only 6.3% is near-verbatim (Passage 1A, 6.11.; 2C, 6.21.; 

38, 6.7%). 

Observations 

Basing an analysis o~ verbatim recall on frequ~ncy dnta alone would 

confound the overall and verbatim recall of words. To avoid this, a new 

measure, 'verbatim tendency' was be defined as the proportion o~ r~callod 

instances o~ a word.that are scored verbatim (including near-verbatim). Words 

with zero overall recall were arbitrarily assigned a verbatim tsndency o~ 

zero. Appendix 6.7 displays data for the mean verbatim recall tsndency o~ 

words against overall recall frequency. The appearance o~ a small positive 

correlation between verbatim tendency and overall recall is tested out in 



Table 7.3 1 confirming this for one passage only (38l. 

Table 7.3: Experiment I: Passages 1A, 2C and 38: 

Spearman rank correlations between overall recall 

frequency and mean verbatim tendency 

Passage N* rs 2-tailed p 

1A 17 +0.433 n. s. 

2C 18 +0,096 n. s. 

38 17 +0,827 (0.001 

ALL 18 +0,499 <0.05 

Appendix 6.8 shows for each of the three passages the 50Y. or so of words 

with verbatim tendencies higher or lower than the median (about 0.8). Two 

trends suggested themselves to the Experimenter: for phrases to be recalled as 

verbatim units, and for words in early or late clauses to be recalled 

verbatim; both suspicions could be tested. Firstly, runs tests performed on 

the Appendix 6.8 data are presented in Table 7.4. For Passages 1A and 2C, but 

not 38 1 there is a significant tendency for words of high or low verbatim 

tendency to cluster together, though from the actual number of runs involved, 

the trend is not as pronounced as with the overall recall of words 

(Table 7.1l. The relationship between serial position and verbatim tendency 

is demonstrated in Appendix 6.9, but there is no trend there worthy of further 

analysis. The high value for the beginning of 1A appears to be an isolated 

example, perhaps of unusually predictable phrasing (ie a cliche), 

Table 7.41 Experiment I: Passages 1A, 2C and 38: 

runs tests on verbatim tendency data 

Passage n1 

1A 137 

2C 115 

38 104 

n2 

88 

110 

120 

r 

83 

92 

107 

z 2-tailed p 

-3.54 0.00039 

-2.86 0.0043 

-0.795 0.427 

Further examination of Appendix 6.8 indicated that differences in verbatim 

tendency might exist for different parts of speech, verbs scoring particularly 

low. An analysis was therefore performed as for overall recall, with the 

results in Table 7~5. Apart from verbs, no significant effects were found, 

with the small exception of 'other' parts of speech in the pooled data. The 
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effect for verbs, however, was highly significant: only 29% of of all verbs 

were in the high verbatim category, compared with an overall mean of 53%. 

This susceptibility of verbs to nonverbatim change will be explored further in 

the next section. 

Table 7.5: Experiment I: Passages 1A, 2C and 38: frequencies 

of low verbatim tendency for different parts of speech 

Adject-

Passage Nouns Verbs ives Adverbs Others 

1A 33150= 11131= 15125= 6112= 721108= 

2C 

38 

66% 35%** 60% 50% 67% 

26144= 12138= 

591. 321.* 

8121= 7114= 

38/. 50% 

29157= 

511. 

7133= 20134= 119= 

11% 211. 591. 

621114= 

541. 

47195= 

49% 

All words (+) 

1371225= 

61% 

1151225= 

511. 

1041224= 

46% 

ALL 881151= 301102= 43180= 14/35= 181/317= 356/674= 

581. 29%*** 54% 40% 57%** 53% 

(+) Sums of numerators under headings are more than the total number of words 

because several words have been classified under two headings. 

* p<0.05 

** p<0.01 

*** p<0.001 

results of chi-square 

tests (see text! 

KEY: See Table 7.2 for further explanation 

Extreme groups of words on verbatim tendency are shown in Appendix 6.10 9 

but again there are few obvious differences between the two sets of words, 

except for a suspicion that high verbatim tendency words include more that arG 

structurally imprtant to the passage. Taking Appendices 6.8 and 6.10 

together, the Experimenter felt that he could describe high verbatim tendency 

words very often ase 

1. Words for which few or no synonyms exist (eg articles, some nouns, and 

many prepositions), 

2. Words for which synonyms do exist, but for which substitution would have 

altered the me~ning of the passage (eg many nouns, some verbs), 
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3. Occasionally, words for which acceptable synonyms exist, but which were 

somehow noteworthy or memorable in themselves, perhaps by being unusual in 

their context, or vivid in their associations. 

In general, it seemed that high verbatim tendency words were ones which were 

under some constraint not to undergo change, though this is difficult to 

demonstrate at all objectively. 

Discussion 

After broadening the scope of verbatim recall slightly and defining 

'verbatim tendency', a number of differences were described between words of 

high and low verbatim tendency. In general, it seemed that words tended to be 

recalled verbatim when they were constrained not to be recalled nonverbatim. 

More clearly, verbs were recalled verbatim rather less frequently than other 

words, and this might be due to the relative absence of constraints on them at 

recall. Any influence on verbatim recall of passage structure is probably 

minimal. It is hoped that the tentative nature of the present findings will 

be improved after the analysis of nonverbatim recall. 
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7.5 NONVERBATIM RECALL 

Introduction 

In many ways, nonverbatim recall is the converse of verbatim recall: that 

which is recalled, but which is not verbatim, must be nonverbatim. Thus many 

of the conclusions about verbatim recall apply with simple modification to 

nonverbatim recall, including the findings about verbs and the constraints 

against change. By analysing nonverbatim recall, it was hoped to clarify the 

factors predisposing to verbatim recall, and also to examine the ~ort of 

information detail or loss represented in the 'propositional' level of 

encoding. 

Observations 

To avoid spurious substitutions and facilitate the identification of 

reliable trends, it was decided to restrict analyses to words of high 

nonverbatim recall frequency. All words recalled nonverbatim by at least 8 

subjects and their nonverbatim forms (substitutions), for Passages 1A, 2C and 

38, are set out in Appendix 6.11. Table 7.6 summarises this data by listing 

from the appendix all substitutions found 4 or more times, slightly 

simplified, together with their natural frequencies from the Thorndike-Large 

norms (explained below). 

The Experimenter's main observations on the data of Appendix 6.11 are as 

follows: 

1. The susceptibility of verbs to nonverbatim recall was confirmed. Often 

recall was dominated by one much commoner word: eg 'goes/went' for 

'walked', 'ran' or 'visited', Such substitutions oft~n entailed some lose 

of meaning, eg of the manner of motion. 

2. A few verbs, and some descriptions of emotion, were recalled with a 

considerable proliferation of substituted forms. Often, confusion or 

contextual changes were involved. In the case of 'emotions' (eg surprise, 

superlatives), the use of different words within the passage and the wide 

availability of near-synonyms within the language seemed to be the cause. 

3. Nouns showed simpler recall behaviour than verbs. Substitutes tended to 

consist of near-synonyms, equivalent referents (eg 'animal' for 'shape'), 

or of pronouns. Again, nonverbatim forms were often simpler and commoner 

than the original words. 
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4. Prepositions, conjunctions and adverbs orten changed to ne~r-synonymu or 

altered in response to local phrasing. 

5. There was the frequent suspicion that the occurrence or similar material 

elsewhere in a passage had influenced the words used tor an item. 

In general, three ractors were identified as particularly inrluential in 

determining verbatim or nonverbatim recall and th~ actual form§ subotitutod: 

1. Context: the immediate phrase, similar material elw6whare, even the 

passage as a whole. 

2, The availability of synonyms in the English language. 

3. Natural word frequency: especially for verbs, it was felt that subutitutes 

were commoner words, with more general meanings. 

The effects of 

Appendix 6.11. 

context can only 

Synonym availability 

be 

is 

demonstrated here by the examples or 

difficult to ay5Q5u because word 

frequency norms do not give classification by meaning; cargful use of gourcoo 

such as Roget (19~3) might be helpful, but its organiuation r~ises practical 

problems. Word frequency analyses are easier to p~rform, thouoh tho publiohod 

norms (eg Thorndike and Lorge, 1944; Kucera and Franbi~, 1q67) taka no account 

of common phrases or of the different meanings words may have. 

Word frequency 

Following up a ~uggestion from the qualitative examination of nonverbatim 

recall, it was thought desirable to investigate the natural frequenc:iQG of 

original words and their substitutes. All the words in the summary data in 

Table 7.6 have their frequencies of usage from the Thorndike~Lorge listingB 

entered beside them. These frequencies are expressed as occurrences per 

million words of text. Where the norms have A or AA ratings, representing 

50-99 and 100 or more per million respectively, a numerical estimate has bo&n 

derived from the components of the overall frequency estimate or from tho 

partial data of Thorndike and Lorge's Part IV. Data has b@~n combinQd in tho 

few cases where the counts list, say, tenses separately: normally thQ norms 

would combine these. 

After eliminating phrases (difficult to analysol and pronouns (a spacial 

kind of substitution), there were 37 pairings of original and gubotitute wordo 

in Table 7.6. In 28 of these, the substitute has the hioh~r natural 

frequency, and this pattern is significant by a sign test (p < 0.01). It c:an 
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be concluded, therefore, that when a word i~ recalled nonv~rbatim, its maJor 

substitutes will tend to be commoner words. Whether this i5 because of 

frequency or familiarity alone or because these wordg tend to havG more 

general, less constrained meanings cannot yet be determin~d. 

Discussion 

There is confirmation from the analysis of nonverbatim recall for the 

conclusions reached with verbatim recall, that changes in wording occur on 

recall when there are no factors specifically preventing thom. The 

constraints controlling both verbatim and nonverbatim recall appear to 

comprise: 

1. Contextual factors at a number of different levels. 

2. Lexical factors: eg the availability of synonyms or near-5ynonym~, and the 

natural frequency of occurrence of words. 

On the surface, these results further support the 'accuracy' int~rpretation of 

verbatim recall favoured in Chapter S, in that there is no evidence for an 

independent verbatim memory in parallel with propositional encoding. Th~ oame 

factors can be sen to influence verbatim as nonverbatim recall, implying that 

the same underlying structures and processes are involved. Clos~r inGpection 

of the data, however, suggests that accuracy of memory may not even be the 

main ractor distinguishtng verbatim from nonv~rbatim recall, and that 

extraneous influences such as the availability of wordu in the English 

language determine th® final wording used, though it would be v~ry ~urprioing 

if accuracy differences did not also play a part. 
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Table 7.6: Ewperiment I1 Pusages 1A, 2C and 3B: 

summary of major instances o~ nonverbatim recall 

Frequencies in parentheses; * indicates data omitted ~rom tests 

Pass Original word 

1A 

2C 

3B 

walked (321) 
monster (20) 
and (30816) 
visited(17Bl 
espying (4) 
vanished <39) 
noticed <155) 
a ft e r t h i s ( 1 2 3 4/3 9· 13 ) 
ran (509) 
shape (114) 
borrowed (48) 
Ernu (0) 
animal's (146) 

let (616) 
walked <321) 
matters (362) 
rattled <28l 
tossing (46l 
manage (73) 
through (931 l 
whereupon (13) 
sound ( 271) 
some ( 1343) 
showed ( 624) 
to <26535) 
found (968) 
gave ••• words (1246/542) 
found out (968/2133) 
when ( 2725) 
took off (1848/644) 
then (1904) 
placed <BSSl 
motor (59) 
my ~riend (21412/567) 

over joyed (3) 
acquired <46) 
so that (2655/12054) 
tried <557) 
housed <758) 
lend (54) 

nurserymen (0.8) 
best (419) 
as (6812! 
installed (16) 
due to <111/25635) 
shrubs ( 17l 
from (3719) 
had been <14986/35704) 

Substitute<sl 

went (4678) 
it (12711) * 
to (25635) 
went/gon <4678) 
saw (1903l; noticed/-ing (155) 
disappearing etc: (61) 
saw/seeing (1903) 
then <1904) * 
went/going <4678! 
which (3413) * 
get/got <2471) 
he C20827 l * 
it/its (12711) * 

led (389) 
went (4678) 
things (1095) 
fell (387) 
throwing/threw <216) 
use/using ( 919) 
out o~ (2133/25523) * 
and (30816) 
noise (82) 
several (261) 
took ( 1848) 
out <2133) 
hear/heard (592) 
uid (3462) * ; told (1121) * 
learned/learnt (291) * 
and (30816) 
opened/opening (388! * 
this time (3913/1898) * 
put (553) 
razor (7) 

he <20827) * 

happy <221!; pleased <184!; delighted (101) 
give/given <1246) 
to <25635) * 
taken ( 1848) 
was < 34466 l 
give etc <1246) 
gardeners < 15) 
c:are (515) 
like (1552) 
~itted (139) 
because <725) * 
plants <222) 
at (5833) 
was ( 35704 l * 
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7.6 INTRUSIONS 

Introduction 

In all the experiments, intrusive recall was much th@ smalleut 6omponont. 

The main issues fer the qualitative analysis of intrusiono aro thoir 

relationship with nonverbatim recall (ie whether it i~ really best de§cribod 

as intrusive), and what they can tell us about the ~needinG of information 

from text. As a supplement to the results of Experimento II and III of 

Chapter 5, it was conside·red that intrusive r~call might highliQht difforoncog 

among experimental conditions more clearly than thQ other recall compon~nts. 

First, some qualitative observations will be made on the intruaionn from 

Passages lA, 2C and 38 in Experiment I. 

Observations on Experiment I 

Among the intrusive recall component defined in Chapter 4 were a number of 

'trivial' words, ie particles that w~re ~ith~r isolated wordg or pnrto of 

otherwise non-intrusive phrases; these averaged 1.5 to 2 words per script and 

have been omitted from the present analyses b~cau§e they w~ro thought moro 

lik~ly to refle6t the ~6oring criteria than tho natur~ o1 the information 

recalled. 

The most notable intrusions from Exporiment I, io thou~ givon by 2 or more 

subjects or which were phrases of 5 or more wordg, ar~ li§tod in Apondix 6.12. 

Most seem to be dedu~tions or inferen6es of the sort the author might have 

had in mind or which an average reader might be ~xpected to mak0. Tho 

Experimenter felt he could distinguish 5 intrusion typ~5, baGed on the 

departure from the original information each r~presented: 

1. Expansions of original wording with little change in m@aning or extra 

information. 

2. Material inferred predictably from the immediate contGKt to produco 

additional but unimportant information. 

3. Material inferred predictably from elsewhere in the pas5agQ 1 fraquently 

including repetition of words from another clauso. 

4. Less trivial inferences, consistent with the original pa~~agQ 1 but not ao 

predictable nor necessarily intended by the author. Theso oft~n utiliood 

information from outside the passage. 
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5. Additioni 1 usually eon~istent with the rest or the paunago us recalled, 

which could not be called 'inferences', ihe$e tondQd to ineludQ fairly 

novel material introduced by single subjects and occa§ionally would have 

conflicted with aspects of the passage not recall~d. 

It is quite conceivable that more radical intrusions miQht have been produced 

by subjects, but none were found. 

Most intrusions wer~ obtained from singl~ uubj9ets 1 but a number found 

more than once are listed in Appendix 6.12 1 each being followod by ito 'typo' 

from the scheme above. Type (iv) were rare and type (v) absent from this oet, 

and few were phrases of longer than two words. All intruBive phr8sen of 5 or 

more words in length are also given in Appendix 6.12, again with thoir rocall 

types. Out of 25 such phrases, 5 or 6 are of type (v); on@ of thoso is a 

Justification fer an original event, the remainder d~scribo things did not or 

might not have occurred among the events recount®d. R~f®rring back to thm 

original scripts, all of this small group seem to be associated with poor 

recall of their immediate context. 

Observations on Experiments II and III 

Both Experiments II and III manipulated the conditions of racall in waye 

that were found to influence, inter alia, the number of intrusion5 in 

subjects' reproductions. It might reasonably be exp~eted that qualitative 

examination of these effects would throw light on the structures and procouseg 

mediating intrusive recall. Appendices 6.13 and 6.15 give all intrusionn of 5 

words or more ~or the two Experiments, the ~orm@r algo mhows all intrusions 

for Experiment II produc®d by two or mor~ ~ubjects. 

The intrusions for Experiment II reveal little that is new, having the 

character of those described for Experiment I. AlthouQh ther@ wero more 

intrusions of types (iv). and (v) 1 or of S or more words in longth, undor 

Liberal instructions, neither trend is noteworthy becau5o all intrunionn 

increased for this condition <Table 7.7). Kruskal~Walli~ one~way 

nonparametr1c anovas (Table 7.8, based on the raw data of App~ndix 6.14) were 

marginally significant fer two passages in the case of typo (iv) and (v) 

intrusions and for one passage in the case of longer intrusionB, but thGSQ 

refer to absolute frequencies not proportions and are probably of littlo 

consequence. 



Table 7.7: Experiment I I 1 numbers oof intrusions by type and lBngth 

--Intrusion type-- --Length in words=-

Pass- Cond- -:---iv---- 5 or more 

age it ion i-ii i no's X 1-4 no's X 

p 44 8 15.4 47 5 9.6 

1A N 46 6 11.5 44 a 15.4 

L 61 18 22,q 71 7 9.0 

p 53 9 14.5 58 4 6.5 

2C N 70 8 10.3 75 3 3.8 

L 108 19 15.0 116 11 9.5 

p 42 5 10.6 42 5 10.6 

38 N 62 5 7.5 64 4 5.9 

L 77 9 10.5 78 8 9.3 

p 139 22 13.7 147 14 8.7 

ALL N 178 19 9.6 183 14 7 I 1 

L 246 46 15.7 266 26 8.9 

Table 7.8: Ex~eriment I I : com~ arisen oof passages across 

conditions on types and lengths oof intrusions 

~----------Passage-----------

Intrusions 1A 2C 38 ALL 

Types ( i v) 8< (vl H* 8.315 6.155 1.2::!7 8.5:24 

p <0.02 <0.05 n. s. <0.02 

5 or more words H* 0.894 7.900 0.649 1. 916 

p n.s. <0.02 n. s. n.s. 

* Kruskal-Wallis tests: nl = n2 = n3 ~ 12, df = 2 

In Experiment III, more intrusions wer~ found in tho two dolayod 

conditions, particularly without first session recall (ie 2Nl 1 than in 

immediate recall. This was tentatively ascribed to 9Ybj~cts' varying th~ir 

recall criteria in response to more demanding conditions. Thig explanation 

would predict an increase in the longer and more eKtrom~ kindu of intrunions 1 

as a proportion of all· intrusions, and this ean be hshd directly. Table 7.9 

shows the numbers of the various types oof intrusions for Gaeh pasgage and 
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condition, and the 

tuh (h.ble 7.10, 

expected proportional incr~ag~§ do occur. Nonparamotric 

bas~d on Appendix 6,16) on thg abooluto froquonciog 

indicated significant differences, mainly in the compari5on of sonnionn 1 

and 2N; as before, the differences appear mostly when comparing firot oossion 

recall with delayed first recall 1 which was the only compari~on to produce a 

significant difference in Chapter 5. 

Table 7.9: Experiment III: nu.mb(l;!rs of intrusions 

by type and length 

----Intrusion type---- --Length in wordo-~ 

Pass- Cond= 

age 

s 

T 

BOTH 

it ion 

2R 

2N 

2R 

2N 

2R 

2N 

i-iii 

135 

134 

145 

153 

146 

92 

288 

280 

237 

no's 

5 

13 

20 

10 

13 

31 

15 

26 

51 

3.6 

8.8 

12. 1 

6. 1 

8.2 

25.2 

5.0 

8.5 

17.7 

1-4 

122 

122 

110 

143 

136 

91 

265 

258 

201 

5 or mor~ 

no's 

18 

25 

55 

20 

23 

32 

38 

48 

87 

12.9 

17.0 

33.3 

12. 3 

14.5 

26.0 

12.5 

15.7 

30.2 

The delayed first recall condition (2N) of Exp~riment III rev~aled moro 

and longer intrusions of types (iv) and (v) than anywher® else in the preBont 

study, and these are reproduced in Appendix 6.15. Inupmction of th~ appendix 

shows up a number of elaborate inventions 9 again not tleen proviou.gly 9 

suggesting that the unusual difficulty of the task had mneour~g@d some 

subjects not to take as seriously as they might. Thi~ is tho only evidQnce in 

the present study for Gauld and Stephenson'§ (1967) contention that the 

inaccuracies of recall which Bartlett (1932) and others have YBed to BYpport 

the idea that recall is constructive, are due to nubjQctm' doliberat~ly 

inventing material through a lack of 'conscientiousness', 



* Wilcoxon 'T' 

**Mann-Whitney ·u·, n1 = n2 = 16 

Discussion 

Intrusions are not only a small component in recall, but an unremarkable 

component too. Most are inferential in some way, better described as changes 

in original material than as additions oi new mat~rial. With 7ow ox~Qptiono, 

therefore, intrusions are best regarded as no mor@ than nn Hxtrom~ form of 

nonverbatim recall. The character of intrusions did not altQr a~rosg tho 

conditions of Experiment II, though thore numb~r had eignifi~antly inc:reanad 

(Chapter 5), A sharp change had occurred, however, in the nature of 

intrusions from the delayed first recall condition (2Nl of Experiment III, 

supporting the notion that subjects use a recall ~riterion to odit what thoy 

can remember. 



7.7 CONCLUSIONS 

Memory encoding 

From these analyses it seems that, but for a hw excaptional inlllhnc:tl!s 1 

there is no verbatim component in th~ long~term memory repreeentation of tGxt, 

which is consistent with earlier findings. Verbatim rgctlll is th~ product of 

a memory code of reasonable accuracy together with a host of lQxic&l and 

contextual constraints. In the case of common words b~ing uued originally, 

the response bias that appears to exist towards such words, would bo ~Xp@ctGd 

to enhance their accurate reproduction, 

If these conclusions are reliable, doubt must even be cast on tho accuracy 

of the representation from which verbatim recall is construct~d. It would 

seemingly be less detailed than some authors have assumed because accuracy of 

this rapresmntation alone is not a guarant@e of vgrbatim rocall. If 

intrusions are mostly just an extreme form of nonverbatim roca11 9 thgy munt bo 

the product of a considerably impoverished memory encoding which 9 with tho 

nonverbatim results themselves, implies either that there is no distinctive 

'propositional' level of encoding, or that propositions are cupable of 

continuous degradation of the information they contain. One difficulty in 

investigating the details of the memory repre~entation is that the free recall 

paradigm 

or edited 

produces material that has already been consid~rably 'reconotructod' 

and may no longer be a elos~ reflection of the underlying 

representation. 

Structural relations 

From the pattern of omissions and confusions in subjects' recall, it 

looked as though they were reacting to two typ®fi of paBBago atructurot 

narrative and nodal. These cut across the passage typen that had originally 

been constructed. In this sense 1 'narrative' passages posseso a continuounly 

linked story-line c~nsisting largely of causal relations, whereao 'nodal' 

passages break down into discrete sections, each thematically distinct, with 

little causal connection between them. Two passag~s (16 and 2Bl conatructed 

as narrative were treated as nodal by subjects who appoar~d unablG to idontify 

the story-line intended by the Experimenter, Thin corro§pondo to tho 

distinction hinted at in the last chapter between pauG~gon basad on 

identifiable segments which may be clustered on recall, and thoso otru6turod 

mainly from cau~al relations which do not dGmonstrats clugtering. 
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Subjectively judged key events were best recalled in narrtitives, and clauuen 

introducing individual sections were ~avoured in nodal passagee; claunoo 

introducing actors and setting were well recalled in most pasnageu. 

There was ~ome indication from the pattern of recBll of individual wordG 

that nouns might be better remembered in nodal pasmagGs 1 and verbn in 

narratives. This makes sense if the latter are organitiQd around caunal or 

action sequences and the former around a serie~ of topic~ which may an QUOily 

be people or objects as actions. 

Methodology 

Two methodological implications arise from this chapter: 

1. However useful they might be analytically, th~ word=banod roball 

components have no theoretical validity: all thr~e o~Bm adoquatgly 

explained as the products of the same recall processes. 

2. While the clause may be convenient, soma problems may have come from ita 

being a large unit, much discussion centering on the b~haviour of parts of 

clauses; the word analyses certainly support phrases ~s realiutic units. 

To what extent there is division like the 'proposition' at work cannot bo 

judged at the moment. 

Finally, despite its unavoidable subj~ctivity, qualitativ@ analy5in hag provon 

useful. The main problems encountered have been the length of time naegssary 

for some of the analyses, and the limitations of mvailablo normg on oynonym 

availability and word frequency. 



CHAPTER EIGHT 

DISCUSSXON AND CONCLUSIONS 

8. 1 INTRODUCTION 

The main purpose of this Thesis has been to inveGtigate ~omo idaao about 

the nature of the memory representation formed from certain typeG of t~xt, tho 

two central issues bein~ the nature of the ~needing used and tho utructurnl 

interrelations amohg items in memory. Th~ r~sults from 8 numbor of $tudios 

hav~ been spread over several chapters. This chaptgr will attempt to 

integrate these findings together and explore some of their implications for 

discourse memory and for the processing activities that take place during 

comprehension. 



9.2 TEXT ENCODING 

The unit of encoding 

Memory researchers have for long assumed that there exists a tidy unit 

from which memory representations of any complexity are con~tructed, ihere 

are two reasons for this: it makes theory and model building much oauier, and 

there is limited evidence that the 'proposition' in puychologically r~al. 

Evidence for the reality of propositions derives from two sourc~§O work with 

small numbers of sentences, and discourse research using model~ in which tho 

proposition has a special predefined status (s0e Chapter 1 and Section 3.2). 

The research reported here did not set out to verify thG r~ality of tho 

proposition directly; it was accorded no special prior status ~nd wQs not 

employed as an analytic unit. Nevertheless, a 'propositional' levol of 

representation was recognised, and many findings were intended to indicato the 

nature of the information held in memory at this lev~l. 

Quite often in the qualitative clause analyses of Soction 7.2, 

observations were being made on parts of clauses as well as whole clau5eG: a 

need was often felt to discover which component of a clause had contributed to 

its recall. Elsewhere, runs tests on word recall (Section 7.3) found that 

runs of words (ie phrases) were frequently recalled or omitted as a unit. 

Together, these observations suggest that there does ~xist a natural 

processing unit much like the conv~ntional 'proposition' in gi2G. 

However, both the word and the clause were found to be useful 

analytically, and there is evidence to suggeet that eithor or both might 

approximate to theoretically meaningful units too. ihe rel~tion~hip between 

clause length <and very roughly the number of contain~d propooitionu) and 

recall was quite poor despite large variations in claug~ longth, which might 

not have been the case had the proposition been the real unit of procegoing. 

In the analyses based on words, many features such as th~ typ~ of forgotting 

which occurred (evidented by the nature of nonverbatim substitutionol impliod 

that units of meaning rather smaller than the proposition were being ob5erved. 

Thus there is some evidence that units both smaller and largsr than the 

proposition may have psychological reality. 

From an analytic point of view, there are advantages in ®mploying units 

c: over i n g a spread of s;i z e s: c 1 au s e s for s t r u c: t u r a 1 i n v e !il t i gat i on w , word e for 

studying finer aspects of meaning, perhaps propositions for structural 

investigations where the clause is too large. The psychological r~ality of 
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these units cannot be finally decided her~; all th~t can ba ~aid with any 

certainty is that no single level or analysis wtands out above tho othora ao 

having greater theoretical validity. 

Verbatim recall 

Whatever material subj~ets manaQed to reprodue~ rrcm a pa§gage in the 

original words was termed 'verbatim recall', Two separate theori~s or tho 

production of this component were termed the 'accuracy' and 'parallel' 

hypotheses, according to whether verbatim r~call is due to accur~ta 

reproduction from a single underlying memory representation, or to a 

specifically verbatim form of encoding, independent of any semantically bas@d 

representation. Recent arguments in the literature for the parallel 

hypothesis (eg Anderson and Paulson, 1977; Hayes-Roth and Hayes~Roth, 19771 

have been isolated, but little evidence to the contrary has been proposed. It 

was therefore considered important to clarify the natur@ of verb~tim recall. 

If verbatim recall were an independent ~orm OY encoding, thig would eompli~ate 

our understanding of the proce~ses und~rlying all text roeall; if it woro 

simply a reflection of the more accurate aspects of a single form of ancoding, 

studying verbatim recall might t~ll us something about th® fino gtruetura of 

that representation and how it alters over time. 

The initial results from Experiment I showed no particular support for 

either position; the curious variation of verbatim recall acronn pae~agea wan 

consistent with the accuracy hypothesis only if passages differed in the oase 

with which they were recalled at the level of fine detail. Verbatim rocall 

was the only component to vary noticeably across subj~ctG and ordGr of 

presentation, both effects being equally consimt~nt with either hypothe~i~. A 

comparison with the data of Experiment II led to the conclusion that reading a 

passage a second time substantially increased the verbatim component, again 

consistent with either po~ition. 

~xperiment II showed that altering the recall instructions givon to 

subjects altered the amount of nonverbatim, but not verbatim matorial 

recalled, Experiment III found that delaying recall, especially ~irat recall, 

affected the verbatim component far more than it did nonv~rbatim rocall, Qnd 

that recall after an interval was considerably b~ttor with prior immodinto 

recall, mainly as a result of improvements in thQ verbatim compon0nt. 

Together 1 the9e findin~s suggegted that verbatim racall was ~imply moro 

accurate information whiFh was recognised as such by subjects, and was loot 

more quickly than other information. This evidence i$ by no mean~ concluoive, 
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however, and a parallel interpretation could still be made to fit tha data. 

An alternative line of evidence supporting the accuracy hypothooin wao 

provided by the qualitative analyses of Chapter 7. In analysing both verbatim 

and nonverbatim recall it was discovered that two principle factors determinod 

whether material was recalled in the original words or not: contextual 

constraints such as surrounding phrases or word~ u~~d pr~viouuly for 

particular items, and the availability of suitabla alt~rnativog in tho 

language. Not only were the same processeg apparently in u~e for both 

components, but there was little evid~nce from these analyses that accuracy 

was a major factor in verbatim recall, though it is probable that the analyBas 

were fairly insensitive to accuracy of representation. 

In summary, it appear~ that the propositional level of ropreuentation 

contains little directly verbatim (or lexical) information, and that there in 

no important verbatim encoding of information sep5rate from tho Gomantic 

representation. The involvement of purely verbatim m~mory cannot bo ruled out 

entirely: Appendices 6.8 and 6.10, as well as subjects' individual ocriptn 9 

contain many examples of isolated words being reproduced exactly, and 

nonverbatim recall (eg Appendix 6.11) shows examples of substitutionu being 

words found elsewhere in a passage. Such instances are a small proportion of 

all recalled material, however. 

The structure of proposition~ 

It is not U§ually denied that preposition~ havQ intrnrnal gtrueturos the 

question is wheth~r this detail plays an active part in diocour§o memory and 

the traditional answer has been that it hasn't, but the limitationn on 

previous research justify further enquiry. 

two inferences may be made about the 

propositions: 

From the results discusuQd so far, 

int~rnal 5tructure or dQtail of 

1. In general 1 the propositional level of representation does not normally 

contain sufficient information for the reconstruction of the original 

wording of dieccurg~~ if this i5 QChieved it is by a combination af 

factors only one of whfch is repreentational accuracy. 

2. The memory representation appears to consist of a series of levels or a 

continuum of encoded detail; there is no evidence in the present study 

that there is anything special about the level traditionally representod 

by propositions, or that propositions behave in a discreto faghion in 

memory. 
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This further conf~rms that the term 'propositional representation' is most 

usefully applied to ~the most detailed level of semantic encoding in memory, 
I 

and that a 'propcsi~icn' may be no more than a handy analytic unit. 
I 
I 

The best evidende from the qualitative analyses about the detail contained 
i 

at the propositi 'anal 
i 

level of encoding comes from the analysis of 

substitutions for or~ginal words. Substitutes were mostly words of higher 

natural frequency an~ broader meaning. Though stylistic: conventions about the 

vocabulary used in 1 story telling may have influenced these results, the 
I 

replacement of specific words by more general words strongly suggests that a 
I 

loss of detail from: memory has occurred. For example, the best a subject can 

recall from an origirhal item "beast" may be "animal", or from "ran", "went". 

In fact, verbs were ~ore susceptible to nonverbatim recall than oth~r parts of 
I 

speech, and were particularly prone to this type of substitution. 
I 

Another I source of 
i 

comes 
I 

evidence about the detai 1 present in the memory 

from the analysilli of intrusionm. On tha representation 

intrusions in all th~ experiments were an unremarkable collection, moot having 

the character of i nfe.rences, and were better described as inaccurate recall of 

original information ! than the addition of genuinely new information. as 
I 

Hardly any were i nco n;s i s tent with the original stories. The only c:hange in 

the actual char act e1r of intrusions c:ame with delayed first recall in 

Experiment III, argua~ly the most difficult recall situation of all. 

Thus 9 the propositional level of representation containm fine detail that 

plays an active pa~t in memory, and may at times be sufficiently general to 

permit a range of inf~rential recollections that have been inaccurately called 

'intrusions', The first supports the idea of 'semantic decomposition', the 

second the idea of 's~mantic integration', 

I 
Semantic: decomposition 

i 

The rel at i onsh i p : between words and meaning has 1 ong been a major concern 
I 

of linguists and psychologists (see Miller, 1972 and Miller and Johnson-Laird, 
I 
I 

1976, for theoretical 1accountsl. At least two methods have been proposed by 
I 

which words with similar meanings are related in momory (Kintsch, 1974lt tho 

'transformation' or !·decomposition' hypothesis where the le:dcal memory 
' I 

representations of ce~tain words are transformations of the representations of 

'source' words; and ~he 'lexicalist' hypothesis which states that words with 

similar meanings are: stored separately in memory, but share features. 

Properly speaking, th~ components assumed by the decomposition hypothesis are 
I 



not fixed in number and may be gained or lost; features, however, are fixed in 
i 

number and may only: change value. Kintsch summarises the debate among 
I 

supporters of the :two theories, and concludes that "what is required are 

studies involving le~ically complex words in which the task requirements do 
I 

not force the comprehender to analyze these expressions into their componento" 

(1974: 223), 

I 
In a series of e~periments using sentence generation, sentence completion 

I 

and phoneme monitoring, Kintsch (1974) failed to demonstrate that lexically 
I 

(ie semantically) complex words (those with a greater number of semantic 
I 

components!, eg 'sellt or 'approach', were more difficult to process than 
I 

I lexically simple ones such as 'give' or 'go', Two cued recall experiments 
I 

also failed to demonstrate spontaneous semantic (or lexical) decomposition, 
I 

but subjects appare~tly could decompose when required to do so, suggesting 

that decomposition wa~ net necessarily a feature of episodic memory, though it 
I 
I 

might be of lexical or: semantic memory. 
I 

I 

Gentner (1975) andi Abrahamson (1975) 1 working within the LNR framework, 
I 

both present evidenc~ for semantic decomposition. Gentner studied the order 
I 
I 

of acquisition of verbs of possession by children, and found that semantically 
! 

complex words were acquired after simpler ones, Abrahamson investigated the 
I 

free recall of text 2ontaining verbs of motion and showed how the pattern of 
i 

substitutions could be ~nderstood in terms of the substitution, omission and 

intrusion of semantic ~laments. Interestingly, Abrahamgon comments that "the 
I 

number of semantic elements is a measure of the perceived complexity of the 
I 

situation referred to~ but not of the processing complexity" (1975: 273), 
I 

which directly contradi~ts an assumption underlying Kintsch's experiments. 
I 

A later study by GeMtner (1981! makes a distinction between two versions 
I 

of the decomposition h~pothesis: the 'complexity' hypothesis, the traditional 

v i e w ad o p ted b y K i n t s c h :an d T h or n d y k e ( 1 9 7 5 a , 1 9 7 5 c l am on g s t o t h e r s , an d a 
I 

'connectivity' hypothes~s, which makes assertions about the structure of the 
I 

relations formed among t~e semantic components. In three sentence recall 

experiments only the 

relative difficulty of 

the verb. 

tonnectivity hypothesis 
I 

r~membering nouns having 
I 

I 

successfully predicted 

differing associations 

the 

with 

Verbs have usually: been the object of enquiry in semantic decomposition 
I 

research, probably becau~e they offer greater complexity for study than nouns. 
I 

In the data analysed in ~hapter 7, it was verbs which underwent the highest 
i 

incidence of substitution, the shift toward simple high frequency words bQing 
I 
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@!ally interpreted by the losm of attribute~. Nounn und~rwant subetitution 

less frequently, and showed littlQ evidencQ of th~ loso of foaturo 

information! substitutes were dominated by what in tho paoougo waro o~uivulont 

referents, which probably masked all other effects. It ought to bQ possiblo 

to demonstrate decomposition for nouns too; this may involv~ foaturQs and 

attributes after the manner of concept formation research (eg Mervis and 

Rosch, 1981; McNamara and Sternberg, 1983) rather than the ca§® relations and 

various qualifications which enter the representation of verbs, 

The concept of semantic decomposition naturally extends to includo the 

instruments of actions, which are often inferred by subjecto if not initially 

present (Garrod and Sanford, 1981; Dosher and Corbett, 19821 Boocolo and 

Capozza, 1983), The present analyses did not ~pGcifically eddr~no thomnolVQu 

to this issue, and the intrusions found in Experiments I-III, though 

inferential, mostly involved inferences from elsewhere in the passages. 

Semantic integration 

'Semantic integration' <or 'linguistic abstraction') is the phenomenon 

first described by Bransford and Franks (1971) whereby information originally 

contained in several different sentences in a list or a text i5 combined in 

memory to form a semantic whole, which they termed a 'schema', Subj~ets WQFO 

able to recognise ori~inal information with high accuracy, but not the 

particular combinations of information present in individual sentenceu 1 which 

were apparently forgotten. A great deal of research immediately after thl$ 

paper extended the original findings to cover abstract sentences (Franks and 

Bransford, 1972), text <Bransford and Franks, 1972; Bransford and Johnson, 

1973), pictures (Frank~ and Bransford, 1971) and filmo (Cofor, 1973), 

Inferences were also incorporated into the 'schema' and became 

indistinguishable from original information• thg§e involvgd implied rolntion~ 

<Bransford, Barclay and Franks, 1972) or real-world knowledge (Johnson, 

Bransford and Solomon, 1973; Fillenbaum, 1974), 

Bransford and Franks (1971) had claimed that their technique nwould l~nd 

some precision to Bartlett's (1932) notion of abstract schemagn, but despite 

their considerable successes, the research they inspired has sought more to 

describe the extent of the phenomena, than to develop a structural (perhaps 

network) model of memory. An exception to this i§ the devolopmsnt of a 

'schematic illustration' ,of the relationships among the information within a 

paragraph given by Bransfor~ and Franks (1972: 239), which i§ definitely 

'thematic' in the sense used here, being organised around various objects and 
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activities. But Bran51ord (1979) wa~ still speeking of thig aomantic 

integration in terms o1 its necessary conditions and limits in a totnlly 

non-structural way. 

The experiments reported here support the idea of sQmantic integration in 

several, albeit tantative, ways: 

1. Intrusions (Section 7.6) were in1erential in nature, or at the worut 

consistent with the passage as recalled, and mer~ like an GxtremG form of 

nonverbatim recall than genuinely imported new information. If thoy 

derive from exactly the same m~mory structureg ao morQ accurato 

information, those structur~s must contain pasoaga matarial intogratod 

with information from elsewhere within the passage, as well as from 

outside knowledge: this would be expected to give recall r~~embling the 

intrusions that were found. Further investigation of tho naturo of the 

memory representation might profitably begin with a more detailed analygig 

of intrusions. 

2. One feature of subjects' scripts noted in the qualitative clause analysoo 

<Section 7.2) was confusion among similar objocts 9 activitioe 9 

descriptions etc occurring in different places in the passugs. Whil~ u 

variety of explanations may be proposed for this 9 it is consiatent with 

the similar items being semantically integrated together. The apparent 

loss of some readily inferable material, may result from its not being 

distinctively encoded, again consistent with integration. 

The clustering results for Experiment V might h§ve been expected to show clear 

evidence of semantic integration, which would have genQrated tho Bamo 

predictions, of noncausal thematic clustering, as the genoraliued 

knowledge-based position, but the results of that experimont failed to Qupport 

any position. On the other hand, the clustering that was found for 

Passage 38 1 being primarily topic-based, does support semantic integration. 

Bransford and Frank~ (1972) began to demonstrate how lflmantic intogratlon 

leads logically to a thematic, topic-based, knowledge-led theory of discourom 

processing, but did not carry out the original promis~. ThQ gem~ntic 

integration literature can nevertheless contribute to under~tanding and 

developing a knowledge=led theory. 
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Recall editing 

The effect of most of the manipulations of Experiments I-III hag been to 

alter the verbatim recall component considerably, but the nonverbatim and 

intrusive components little or not at all. Two particular circum~tances gave 

the opposite pattern of results: delaying recall, especially the first recall 

attempt of a passage, and giving instructions to subject9 which varied the 

importance they had to attach to unreliable information. A ~imps 

interpretation could be plac~d on these findings! that subjects U$Sd a recall 

criterion to 'edit' what they actually recalled for overt reproduction. It 

must be assumed that subjects make a reliability estimate, which is 

objectively quite accurate, of what they can recall, and comparQ thig with 

their current criterion level. 

The evidence from intrusions, as the least accurate 

supports this explanation. Intrusions increasod 

instructions of Experiment II, and in the delayed first 

recalled material, 

und~r the 'liboral' 

rmcall condition of 

Experiment III where there was also an increased proportion of longer and mora 

'extreme' intrusions. It is easy to suppose that subjects' recall criteria 

changed in response to the instructions of Experiment II. The delayQd first 

recall condition of Experiment III was the most dif~icult nituation gubjactu 

were placed in and this might have forced their recall criterion down (to 

avoid recalling virtually nothing); alternatively, the in5truction~ 4or the 

delayed condition, by providing recall cues, may have given the impression 

that less accurate information was acceptable. Though not conclu~ivo, the 

evidence does fit a consistent picture. 

Summary 

Consistency rather than conclusiveness is 

discussed above. Within this overriding 

m~mory representation of discourse has begun 

the hallmark or tho r~sult~ 

qualification, a picture of tho 

to take shape. Firstly, tho 

discreteness of the proposition was not upheld, and a morQ general conception 

of that level of encoding had to be introduced. The nature o~ verbatim recall 

was resolved in favour of a single unified memory repr~D~ntation, alboit ono 

containing information of widely varying accuracy and detail. The accuracy 

differences are recognised by subjects and ar~ used to dot~rminQ the contont 

of recall. 

Memory contains information at a number o~ lsv@ls of detail, and tho way 
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this detail is apparently lost argues for a compcnontial reprQg~ntution ao 

described in the semantic decomposition literature. This implies that the 

verb has a special role to play in the organisation of memory for discourse, 

and that the clause may be a natural processing unit. Tentative support wau 

also provided for a 'semantic integration' description of the formation of th~ 

memory representation. Both semantic decomposition and semantic intogration 

consider memory and comprehension to be thematically ba~ed, the formar 

explicitly claiming that the episodic representation of an it~m doriveg from 

the corresponding entry in semantic (or lexical) memory. They are therefore 

in good agreement with the knowledge-led processing approach. 



8.3 MEMORY ORGANISATION 

Structural relations 

Information derived from text must be organised in nome way for any 

further use to be made of it, and the responsibility for idontifying 

structural relations in text and organising information takQn from it rogto 

with the learner. Understanding this organisation is therefore crucial to 

understanding how discourse is represented in memory. 

It was seen in Chapter 2 that two types of relation seem~d particularly 

important in memory for discourse: thematic and causal. This observation was 

reinforced by a review of some theories of text comprehension (Chapterg 3 

and 4), from which two classes of theory emergedg those str~ssing abotract 

structures for text organisation, and those which emphasi5e tho role of prior 

knowledge. Most of the models in th~ literature ara eithGr empirically 

unsupported or theoretically premature, so it was d~eid~d to invostigato th~ 

fundamental issues underlying memory organisation first, and work out the 

implications for developing a more cmplex model later. 

Knowledge-led versus tex.t-led processing 

The two generic approaches to discourse structure found in thG litoraturo 

were described thus in Section 4.1: 

1. 'Text-led' theories in which organisation ig mainly cau~al, poculiQr to 

text! and relatively independent of text content; the dominant example is 

the variety of story grammar approaches, but some research with scripts 

and macrostructures are also text-led. 

2. 'Knowledge-led' theories where organisation is based on prior knowledge, 

is primarily thematic, and is closely dependent on content; the ba~t 

examples are the recent mental model and story point approaches, though 

some script-based research falls into this category. 

At the level of interitem relations, the two typen of theory ara moGt oasily 

distinguished by the importance they assign to ncncausal th~matic a~sociations 

in comparison with causal ones (Section 6.1), 

Structural relations were studied 

contingencies amen~ pairs of clauses, and 

directly 

by the 

clustered at ~ecall (an extension of 

mann@r in 

conting~ncy 

which elauaoo 

analyaon). As 



demcnotrated in Chapter 61 both techniques showed that noncauoal thQmatic 

relations were just as important as causal ones in determining th~ recall 

associations among clauses, and the knowledge-led position was considered to 

have been confirmed. 

Experiment V was performed specially to clarify this digtinction in a 

single passage, but was unable to de so, mainly b~cause of s failur~ of ths 

passage used to show any serious degree of clustering. The low lov8l of 

clause clustering in three of the four passages investigated, all DBYically 

narratives, was taken to indicate that narrative mat~rial doas not l~nd itnolf 

easily to clustering. This is particularly puzzling sinee both toxt~lod and 

knowledge-led theorising would predict strong recall a§sociBtiong among the 

clauses of narratives. The cluster analyses were not uniformly unsuccessful: 

most of the a priori groupings of clauses in Passage 38, which wao not 

primarily narrative, were retrieved. An explanation for this unexp~ctcd 

behaviour of narrative stories will be sought below. 

Serial position 

The influence of serial position en clause recall was investigated becauoe 

of its links with overall structure. Recall undoubtedly favourod the 

beginnings of passages, though it was difficult to demonstratG the expected 

inprovement in recall for final clauses. The preferential recall of early 

clauses seemed to occur almost reQardle$~ of thgir ntructural function or 

content. Several times in the cluster analyses of Passage 38, which ghowod 

most clustering, an isolated early clause was found inexplicably Qrouped with 

an otherwise logical set of later clauses. It looked ag if subjectn wore 

desperately trying to cluster the early claug@ 1 how~vor peculinr ito 

associates might be. Thus not only are early clauses W@ll recalled, but 

subjects appear to deliberately combine them with later information. 

In following the normal conventions of story construction, it io 

inevitable that early clauses should contain information to orient the reader 

and facilitate subsequent comprehension. Studies of the structural disruption 

of prose material probably owe much of their finding of sever~ly impaired 

memory and comprehension to the inappropriateness of early information (og 

Wees and Line, 1937; Kintsch, 1977; Bailyn and Krulee, 1983). An~lyais of tho 

present data showed, not unexpectedly, a prefGrential recall for 'scene 

setting' information, ie items introducing actors, topics or evsnts, or which 

'mapped out' the ~ain plot. This could explain some of the preferential recall 

of early clauses, but it is not enoughu unimportant aarly itGmo aro woll 
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recalled too. If subjects, as is likely, do not know when beginning to r2ad a 

passage what is scene-setting (and important) and what ig not, thoy may pay 

special attention to all early information, and work itm value out l~tor. 

This might have produced the odd clustering effect with Passage 3B: the 

associations with later clauses may have been formed while subjects were still 

trying to work out the utility of early items. 

Clause level 

Two other approaches to passage structure were discussed in the coursG of 

the analyses. Firstly, 'levels' within the overall mtructur~ of pa5sagiDB had 

been assigned to individual clauses (Sections 4.2 and 4.6). TheuG were 

loosely defined by the 'dependencies' formed with other clausoB. LQvoln havg 

been defined before from various theoretical positions and found to prodiet 

the recall of propositions (eg Meyer, 1975; Thorndyke, 1975a; Kintsch and van 

Dijk, 1978; Yekovich and Thorndyke, 1981; Wilensky, 1983). Thi5 wag 1urthor 

confirmed for clauses by EKperiment I, lending limited validity to tho prosent 

description o1 clause level, and suggesting that the gtructural 

of Chapter 4 have as much validity as earlier attemptu 1 

structural evidence indi~ates that clause level ia ju§t on~ of 

factors affecting recall. 

de~criptionti 

though othor 

a number of 

The relations involved in the present definition of levels included a 

variety of causal and other thematic connections, as well as temporal 

sequencing, For each clause it was judged which other clau5e wag best 

considered its logical prerequisite. Whatever their ostensible basig, oth~r 

definitions of levels probably contain logical prerequisites in their 

relations, and this could provide the most general eKplanation of the 'levelu 

effect'. 

Higher order structures 

Higher order structure, ie above the level of immediate int~rrolations 

among propositions or clauses, was not investigated directly h~re, but largo 

scale structures were implied by some of the 1indings, An Qttompt wau mado in 

Chapter 4 to describe the differences among clause6 of highor and lowor rocall 

frequencies, and this was repeated in greater dGtail in Section 7.2. Tho 

first analyses distinguished the two sets of clause~ by difforoncou in tho 

'redundancy' (repet1tiveness or predictability) of their content, or thoir 

'peripheralness' to the main story-line. Peripheralness was ospecially 

interesting because it appeared to relate individual clau~es to overall 

~01 



passage structure in themat~c t~rm~. 

Unfortunately, neither of these factors were confirmed when original 

clauses were presented to independent judges (the 'rating study'), 

Experiment IV attempted to ;manipulate the relationship between a group of 

clauses in th• middle 6f a passage and the passage as a whole (ie the 

peripheralness of the clau~esl 1 but again failed to confirm the reality of 

peripheral ness. More ext~nsive qualitative analysis appeared to confirm that 

c 1 a u s e s c on ta i n i n g i n f o r m a;t i o n t h a t c o u 1 d e a s i 1 y b e i n f e r r e d f r om e 1 s e w h e r e i n 

a passage.were less welt recalled, but added no more to the idea of 

peripheral ness. 

The cluster analyses failed to identify any high-level units of 

organisation among the 1 c 1 auses recalled, except for the reconstructed 

groupings of Passage 3B, :but given the nature of the data, this is perhaps not 

surprising. 

Passage structure 

The nine passages: for Experiment I comprised three stories of each of 
' 

three structural 'types~: linear and branching narrative~, and nodal pauuag~s. 

As explained above, :these types were described in terms of a priori 

dependencies or logi~al prerequisites among their constituent clauses. 

Although there were significant differences in word- and clause-scores among 

the passages in Expe~iment I, none seemed related to the three structural 

types. 

In the contingency:and cluster analyses, Passage 3B showed many more 

associations among its component clauses, and consequently more clustering, 

than the others. It was suggested that where a passage had a strong narrative 

1 i n e , t h at t h i s s om e h o!w p r e v en t e d a s soc i at i o n s am on g c l au s e s b e c om i n g a p p a r en t 

at recall, contrary t~ the expectations of either text-led or knowledge-led 

theories. The pronounced 'levels' effect found with 'branching' narrative 
i 

passages (Section 4.6) shows that there are structural 
I 

differences of 

psychological significance among their clauses, but Passage 2C, branching in 
I 

structure, showed ver¥ little recall clustering. Even more perplexing were 

the negative conting.ncy and clustering results for Passage F in Experiment V, 
' which had been modelled on a narrative of very clear plot structure from the 

story grammar literature. 
' 

More detailed an~lysis of clause recall <Section 7.2) using all nine 
' 

p as s a g e s f r o m Ex p e/r i men t suggested that there were effectively only two 
' 
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types of passage structure: 'narratives' with a dominant linear sequence, and 
I 

'nodal' passages consisting of a series of relatively independent segments; 
I 

branching passages were
1
perceived by subjects as either narrative or nodal. 

The qualitative analysis of word recall (Section 7.3) indicated that verbs 

might be particularly w~ll recalled in narrative passages and nouns in nodal 

ones, which makes sense if narratives are organised around actions, and nodal 

passages around objects !or actors. 
' 

' 
The failure of narr~tive passages to demonstrate recall clustering is 

I 

problematic: it the firequency distribution of recall contingencies was 
I 

inadequate for clustering, though the circumstances seemed to show otherwise, 
' 

then only an increased quantity of data can resolve the issue. Assuming that 

the data is adequate, :however, gives rise to three explanations worth 

entertaining: 

1. Clustering in memory does not occur because the dominant pattern of 

associations among items is sequential, albeit with numerous exceptions. 
I 

No unique clusters are formed because each clause is associated with both 

earlier and later cl~uses in memory. 

2. Clustering does occu~, but the 'redundancy' built in to the components of 

the narrative sequende is sufficient to allow subjects to select different 
I 

clauses for cluster1ing; averaging over all subjects then muks the 
I 

clustering pattern of: any one of them. 
I 

3. C 1 us t e r i n g does occur,, but i t takes p 1 ace on a 1 eve 1 above or be 1 ow the 

clause, which is not ~hen the appropriate unit of analysis. 

4. Clustering does occLr in recall proper, but the effects are masked by 

narrative constraints;on overt reproduction. 

If the level of clusterin~ is above the clause, then clause associations would 

still reflect it; c:luster~ng only at a level below the clause is unlikely in a 

narrative where the unit df action must be the verb or clause. This argues 
I 

against option (3), If ,option (2) were true, one would still expec:t to find 
I 

associations among pairs ~f clauses, but these were as weak as clustering; 

option (1l seems elimi~ated by this point too, despite its consistency with 
' 

the tentative distinction made between narrative and nodal passages. Th~ 
' 

final possibility is no~ unlikely, given the recall editing that has been 

demonstrated, but without ~n alternative method of assessing memory, such as 

recognition with which to compare free recall, it remains a just a suggestion. 
I 
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s~mantic structures 

Knowledge-led comprehension depends en the structuras formod by prior 

knowledge ot the items in a passaQe. The evidence presented so far favoura 

knowledge-led over text-led proce~sinQ, but has focu~ed on th~ natur~ of the 

episodic: representation (in Tulving's, 1972, Gensel: thQ inUuenc~ of GQfiluntic 

memory has not yet been considered. As mentioned abova, tho notion of 

semantic: decomposition asserts that episodic representations may be bB§Dd on 

corresponding structures in semantic memory. It ig thereforQ timgly to 

consider what these semantic memory structures might be 5nd what rol~ thoy aro 

likely to play in discourse comprehension. In Section 7.3 it wa~ suggQgted 

that narrative and nodal passages were dominated by nounn and vorbo 

respectively, which might correspond to organisation centred on p~roonn or 

objects, and activities. 

At least two types of semantic memory structure may be ou~gsstod for 

activities: those centr~d on individual v~rb meaningn (bettor 6Gll~d 

'actions') 1 and more complex organisations incorporating several actiong and 

other information ('ac:tivities'), For actions, case grammarg (o~ Fillmor~, 

1968) or the verb structures analysed in studies of ~emantic deccmpoaition (og 

Abrahamson, 1975; Gentner, 1975, 1981; Garrod and Sanford, 19~1) ~rovido 

models. For activities, the script (Section 3,5) giv~s a w~ll~rauearchod 

lead: Bower, Black and Turner's (1979) 'partial copy' explanation of how 

scripts might be used to structure memory for ~torie~ ha5 epigodic: memory 

following the organisation of semantic memory exactly au e knowlgdgo~l~d 

theory seems to require. 

Semantic memory for objects, actors and other, more abgtract ~ntitics io 

usually considered to consist of 'concopto', Conceptual knowledge iu 

organised around categories which relate to each cth~r in a gtrongly 

hierarchical tashion (eg Collins and Quillian, 1969) and c:ategori~s hava their 

own internal structure (Anderson, 1980; Mervis and Rosch, 1991), The 

'prototype', which has similarities with 'stereotyp@g', is probably tho 

nearest equivalent of the script in conceptual knowl~dga. 

A distinction similar to the present one ha~ been mad~ by Mandler (1979), 

She discussed two kinds of knowledge: 'categorical' and 'nchgmatic', 

Categorical knowledge is strongly hi0rarchical ~nd ia b~nod on c:lanfi 

r e 1 a ti on s hi p s among r e.l a ti v g 1 y s i m p 1 e i te m s , w he Fl'!!Hl 5 c h €! m uti c know 1 e d g Q i g 

built from frames which have considerable internal structure, but only lcog~ly 

specified interrelationships. Although no work ha$ yet att1mpted to apply 
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such distinctions to discourse comprehension, a suggestive utudy by LompQrt 

and Kinsbourne (19811 has found at least dev~lopmental differancQs botwoon 

sentences containing action and stative verb~ in r@call. Cloarly 9 

understanding the kind of structures that semantic memory consists of ohould 

enable us to understand better the episodic 5tructures formed from dincourgo, 

Summary 

Knowledge-led processing of discourse has been supported by tho clear role 

of noncausal thematic relations in memory gtructur9 1 though no highor ordor 

§tructures were found. There was tentative evident~ for th~ prior digtinction 

between 'nodal' passages in which organisation apparently centros on objocto 

or actors, and 'narratives' where organisation is based on activiti0s 1 though 

the intermediate category of 'branching' passages m5y not havo bo~n 

distinguished by subjects. A 'levels' effect, based on a priori clause 

relations was observed, but could not explain many of the differencan in 

recall among clauses or passag®s. Knowledge=l~d proces~ing impli~g that 

semantic memory plays a part in structuring the episodic reprgngntation, and 

two kinds of knowledge can be identified in the §®mantic m@mory lit@raturo 

which might mediate this structuring. 

Early clauses and the sort of information that th~y typic~lly contain wera 

both particularly well retained. The importance of early cl~u~ID5 in tho 

processing of the stories was emphasised by the preferential recall of 

unimportant early items and the way subjectG associated oarly clau9on with 

later ones in remembering one of the passages. Though weak evidenc0, ~uch 

observations can help us to put together a procesaing modal of how 

knowledge-led comprehension takes plac~, explored furth@r in thg noxt ooction. 
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8.4 TEXT COMPREHENSION 

Introduction 

Comprehending discour~e is a complex interaction among a number of 

processing 'stages' (La Berge and Samuels, 1974; Just and Carpenter, 1980; 

Marslen-Wilson and Tyle~, 19801. We make ~ense of text as Ne encounter it, 

not after we have committed a complete passage to memory, and the memory 

representation we derive :from text is the product of these processing stages. 

General support has so far been given to knowledge-led theories of discourse 

comprehension, largely on.a basis of evidence about the memory representation. 

This section will now examine what these theories have to say about the 

processes of comprehension. 

Attention and selection 

Comprehension and me~ory are selective: all components of a text are not 
I 

of equal interest to t~e reader or of equal value in interpreting other text 
I 

information. This not a :new idea: for example, Gomulicki (1956al u~ed the 
I 

term 'abstraction' to 'denote the attention paid to 'important' it@ms in a 

text, but was unable t6 define it precisely. Any theory of discourse 

comprehension must explain selective processing, even the possibility that 

different subjects might, attend to different topics in the same passage (cf 

Flammer and Tauber, 1~821 1 which is not easily accounted for by text-led 

theories. 

In the mental model~ approach to discourse comprehension (eg Garnham, 
I 

1981, 1983; Johnson-L~ird, 1981c, 19831, a 'proper' text has a unity not 

wholly explicable by the interrelations of its propositions, which only lend 

'coherence', The additional factor is 'plausibility', the likelihood or 

intelligibility of its contents to the subject. Plausibility is dependent on 

subjects' being able :to construct a 'mental model', ie an inhgrated mental 
' representation above the 'propositional' level, which is consistent with his 
I 

expectations and past experience (see also Mani and Johnson-Laird, 19821. It 
' 

is logical to suppose that while reading or listening to a text, a subject ig 
' trying firstly to wo·rk 
' 

out in general terms what the model is going to be 
' 

about, and secondly to ~look especially for those items that will aid the 
' construction of the moqel. 

Other knowledge-~ed theories make similar proposal§, For Gxample, 
I 

Wilensky's theory of '$tory points' claims that "the main goal of a story 



reader is to determine the points of a story and to §tructure what io 

remembered in terms of its points" (1983: 153), Script theory renearch, whon 

knowledge~led, is not always so clear. Bower, Black and Turn~r (1979) 

investigated the effect of 'interruptions' to a script (see Soction 3,5) on 

memory for text based en that script. Interruptions may be the reason for 

telling or reading a particular story, and were particularly well remembered, 

It is reasonable to suppose that subjects select them out fer speciwl 

processing, like Wilensky's story points. 

The idea that in comprehension we selectively attend to information under 

guidance from beth past experience and what has already been undergtocd is not 

unique to knowledge-led theories. However, such theories give their own 

descriptions of the nature of this guidance, which seems to operate on two 

distinct levels1 the individual items !propositions) within a paesage, and the 

the main points of interest, which need not be expressed at the propositional 

level. Inevitably, processing at the propositional level must precede any 

subsequent stage in comprehension (cf Mani and Johnson-Laird, 1982) 1 but is 

still likely to be guided by the theme or topics of interest. Among 

knowledge-led theories, the mental models approach seems weakest in describing 

how comprehension takes place (Garnham, 1983 1 is probably clearest), 

For any information to guide processing, it must be employ~d very early in 

comprehension or the interim memory load imposed will become insuperable. 

Rather than build up progressively from the propositional level, compr~h®neion 

may identify the general nature of the top levels as soon as possible. The 

better recall of early items in a passage (whether important or not) can be 

explained by this need to establish point or purpose early, as is the odd 

clustering behaviour noted for one of the passages (previous seetionl. To 

retain old information ready for associating with new information, and to 

continue to bear in mind the points that the comprehender is looking for in a 

passage, logically requires some sort of working memory. 

The role of working memory 

Many authors have considered the possible functions of a short-term or 

working memory in text comprehension (see also Section 1,2). The model of 

working memory proposed by Baddeley and Hitch 11974), and restated by Hitch 

(1980l and Baddeley (1981), describes working memory as a collaction of 

temporary stores in which information may be held and manipulated. For verbal 

information, these number an output buffer, whieh doubles as an 'articulatory 

loop' for rehearsal; a 'tentral executive' which governs information encoding 
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and transter; and an input buffer where information cannot be manipulated (and 

which is not theretore part of working memory proper). 

In normal spee~h comprehension and reading, the articul3tory loop may not 

be used (Baddeley, 1979; Hitch, 1980), but the central executive (Martin, 

1982) and the input buffer (Hitch, 1980) are. An input buffer of 5ome kind 

seems a necessity given the complex sequence of decoding that language must 

undergo, and the need to hold strings of words or propositions betweon 

processing stages (eg Clark and Clark, 1977; Marslen-Wilaon and Tyler, 1980). 

In text processing, the clause is probably the unit o? proceeBing, and 

subjects can normally hold only one or two clauses or sentances in working 

memory at once (Jarvella, 1979; Glanzer, Dorfman and Kaplan, 19811. Normally, 

only the most recent clause or sentence is accurately retained in memory, but 

coreference and subordination between clauses greatly enhances memory for a 

preceding clause, suggesting they are associated or processed together 

(Jarvella, 1979), 

In addition to functioning as a temporary store in language comprehension, 

it has often been suggested that working memory holds recent but selected 

propositions to aid the comprehension of new material (eg Kintsch and van 

Dijk, 1978l. Predi~tions from the Kintsch and van Dijk model have been 

contirmed by Fletcher (1981). Hirst (1981) and Sanford and Garrod (1981) 

discuss the role of 'foregrounding' or 'tocus', ie recent topics that are 

still at the 'front of consciousness', in anaphor resolution and ~imilar 

activities. Sanford and Garrod extend 'focus' to include the currently active 

'scenario' (an interpretive frame-like memory structure), 

Thus far, working memory functions in discourse comprehension have been 

proposed at two levels, but Sanford and Garrod's application of 'focus' to 

scenarios brings in a third level which cannot obviou~ly be subsumed under the 

Baddeley and Hitch model, yet which is necessary for a knowledge-led theory of 

comprehension. If 'story points' are used to guide processing, they mu5t be 

retained somewhere that is continuously accessible, and be capable of rapid 

modification as comprehension progresses. This raises the question of whether 

what is extracted or constructed to aid comprehension is functionally distinct 

from the use of prior knowledge, 

0? the three working memory components proposed above, only the first has 

firm empirical support. Kieras (1981al has put forward evidence for what ara 

probably the first twou a··, 'working memory' in which links between propositions 

are constructed prior• to incorporation into long-term memory, and a 



'short-term memory'. where a list of recent or current topics i~ maintained by 

rehearsal. Knowledge-led theories have been traditionally waak in considering 

the need for working stores, but discourse comprehension appears to requir~ 

three distinct levels of storage under any model. 

Scenarios 

Sanford and Garrod (1981) contrast two approaches to text comprehension : 

1. A 'propositional' approach where the represent§tion extracted from 

sentenc~s is integrated by argument repetition or bridging inferenc~s. 

2. A 'scenario' account, in which an appropriate 'domain of reference' in 

memory is identified and used to interpret subsequent information. 

Their distinction resembles that drawn here between knowledge-led and text-led 

processing (they even exemplify scenarios by verb decomposition and scripts) 1 

but there are fundamental differences: 

1. Knowledge- and ,text-led refer to the organising principles applied 

discourse during comprehension which help structure the memory 

representation: Sanford and Garrod use theirs primarily to explain anaphor 

resolution and inference making. 

2. Knowledge-led processing employs various constituents of semantic memory, 

some of which may be frame- or script-like, but none of which are assumed 

to be: Sanford and Garrod consider only scenarios which are explicitly 

frame-like (verb decompositions are described as 'mini-scenarios'), 

Thus, the two accounts differ in the nature of the distinctions which they 

draw and in the phenomena to which they are applied. 

This comparison highlights the limitations of the two approaches, however: 

Sanford and Garrod discuss comprehension and organisation on a propositional 

level, concentrating on the details of representation and 'on-line 

processing'; this Thesis focuses on more general issues Of the memory 

representation, and the types Of information used in comprehension. Clearly, 

either could be extended to include the central concerns of the other. 

Summary 

Knowledge-led theori~s of discourse comprehension are relatively new and 

in need of development. Jhey have not yet advanced detailed processing models 

(except possibly for script theory which is not always knowledge-led), By 
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discarding abstract notions of story ~tructure, they puy mor~ attGntion to 

passage content; this is reflected in the local and global organising 

principles they employ, their use of structures from semantic memory, and 

their implied utilization of working memory. 

Knowledge-led processing probably begins by identifying, from external 

information or from very early in the passage, the main points. Thes~ 

determine two things: the components of semantic memory that mu~t be brought 

into play, and the topics or themes that it is most important to uearch out 

from the passage. In addition to its usual function in languago 

comprehension, working memory must hold both the global points for 

comprehension and the current local topics, and update them appropriately. An 

episodic memory representation is built up, organised by the semantic memory 

structures as well .as by the content of the passage, This representation is 

encoded on a series of 'levels',. of which the most detailed are the most 

easily lost. 

The present conception of knowledge-led processing goes further than any 

of the three knowledge-led theories it derives from, and it would be wrong to 

suggest that it does no more than average a few pre-existing modelo together. 

It describes the principles behind the organisation of episodic memory in 

greater detail than the mental models theory; it describes the function of 

semantic memory better than Wilensky's story points; it discusses processing 

during comprehension more precisely than many applications o~ scripts without 

being trapped into ass~ming that all structure is script-lik~. Finally, the 

knowledge-led model proposed here demonstrates consi§tencias amen~ earlier 

theories. 



8.5 CONCLUSIONS 

Problems 

Among the problems already mentioned in the study ot memory and 

comprehension for discourse may be mentioned the following 1 

1. The semantic memory structures claimed to organise and interpret the 

episodic representation of text need to be clarified and their influence 

better demonstrated. 

2. The way in which text content and the semantic structures muot intQract in 

forming the episodic memory has not been discussed yet. Perhaps a 

generation-search-match cycle is involved, where a proposed structure is 

looked for in the input data, tested against it, and the episodic 

structure 

modified or passed and extended as a consequence. 

3. Improved understanding of semantic structures and their use in 

comprehension should enable us to predict more preci~ely tho 

interrelationships among passage elements for empirical testing. 

4. Knowledge-led theories provide little detail about the nature and function 

of higher order structures derived from discourse. Do 'mental mod~ls' 

guide comprehension in the way that 'story points' are supposed to, and 

how is either structured? 

5. None of the knowledge-led theories except the script-based approache$ have 

attempted to desc~ibe the memory representation directly. The problems of 

the network models discussed in Chapter !caution against premature 

theorising, but a start should be made because knowledge-led processing 

would give its own characteristic structures. 

6. The uncertainties surrounding the possible roles and componentH of the 

working memory system have already been discusoed; thi~ system mu~t be 

central to future ~recessing models. 

7. The loss of information during retention was held to support semantic 

decomposition, but needs to be developed much further in the context of a 

multi-level memory representation. 

8. The mechanisms underlying recall have not been considered so far, and 

depend very much o~ the sort of memory structures that are propoged. The 



extent and motivation of recall editing may make fr~e r~call protocols a 

more difficult source of data than has been assumed. 

There is a natural temptation to begin describing a detailed mod~l on Gximting 

data, but the reviews of Chapters 1-3 contain too many cautionary examploti of 

premature and over-formalised theory building to justify so rash a step. 

Methods 

Finally, it is left to draw a few conclusions about the methods adopted 

here which have often not been widely used before: 

1. Free recall was adopted here because of the large amount of data it 

generates, which was necessary for some of the analyses. The potential 

extent of subjects' editing of what they recall before committing it to 

overt reproduction is worrying, and might upset structural analyses in 

particular if the conditions of the experiments demand that material be 

presented to the Experimenter in an organisation different from that in 

which it is found in memory. Many of the present findings thereforo 

require confirmation from studies using techniques such as recognition or 

question answering. 

2. Despite the special attention devoted to passage construction in the 

present study, there were difficulties in obtaining clear results in throe 

of the five experiments performed, apparently traceable to pasnage 

construction. On the other hand, the set o~ pasyageo written fer 

Experiment I did prove useful, and merit more extensive study, by 

extension of the structural analyses for example. 

3. The structural analyses of Chapter 6 hold great promise and several linD~ 

of development suggest themselves. The cluster analyses contain two 

assumptions which might be changed: each clause is only allocated to one 

cluster, and no consideration is given to sequentiality or adjacency among 

the clauses recalled. These last two factors might form the ba~is of new 

analyses or be incorporated into the clustering algorithm. 

4. Chapter 7 introduced a series of ad hoc qualitative analyses supported by 

with quantification wher possible. Some of these, partieularly the 

descriptions of nonverbatim and intrusive recall, desarve further 

investigation., 



Summary 

The experiments reported here suggest that the mental representation of 

text consists of information on a variety of levels of detail and accuracy; 

the accuracy of encoded information is recognised by subjects, and the finer 

detail tends to be lost first. Significant verbatim encoding is probably 

absent, and the status of the proposition as a discreta unit in memory han 

been called seriously into question. The structural rglations by which 

information from text is integrated into this representation are probably 

thematically based, reflecting initial processing by key topics select~d from 

within the text, and the way information corresponding to these topics io 

organised in semantic memory. The relations describ@d by text or etory 

grammars seem to play no part in either comprehension or the memory 

representation. Though the memory representation has been the focus of 

attention here, a knowledge-led theory has implications for the 'on-line' 

processing of information in terms of both the principles governing 

information selectiom and the role of working memory, some of which have been 

discussed above. 

Overall, this picture is consistent with several of the mora recent 

approaches to discourse comprehension in the literature. Uncertainty 

surrounds most of the findings reported here, however, and some of the major 

theoretical problems concerning text comprehension have just been out. But it 

cannot be stressed too highly how dependent are the results of research in 

this area upon the materials, methods and analyses employed. 
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APPENDICES 

APPEND I X 1. 1: EXPERIMENTS I AND I I 1 PASSAGES 

Passage 1A 

NO. LVL WDS CLAUSES 

1 0 9 One day Ernu decided to hunt the giant armadillo. 
2 0 6 He went to his grandfather first 
3 0 7 and borrowed some of his poison arrows, 
4 0 5 then visited the' village shrine 
5 0 7 and prayed to his tribe's ancestral spirits. 
6 0 8 After this he walked deep into the forest, 
7 0 12 where he slept t~e night en some dry leaves in a cav~. 
8 0 10 Early in the morning he was wakened by a noiae 
9 0 9 and crept out of ,the cave into the moonlight. 

10 0 11 At first he could see nothing except the misty river banks, 
11 0 9 but eventually noticed a humped shape some way off. 
12 0 7 Suddenly the shape vanished into the forest. 
13 0 4 Ernu ran after it. 
14 0 10 He plunged into the undergrowth, bow and arrows in hand. 
15 0 10 He followed the ~nimal's tracks for over half an hour, 
16 0 8 until he came out into a swampy clearing. 
17 0 6 He looked around for a while 
18 0 8 before espying a shadowy depression in the undergrowth! 
19 0 7 quickly he fired ,several arrows into it. 
20 0 5 There was a loud roar. 
21 0 3 He ran over 
22 0 6 and found the fabulous giant armadillo, 
23 0 6 but it was already quite dead. 
24 0 5 Ernu jumped among, the bushes 
25 0 9 to skin the monster of its tough, legendary hide, 
26 0 11 Then he had to drag the bulk back through the forest, 
27 0 8 and after many hours reached his tribe's village, 
28 0 7 He showed the hide to his grandfather, 
29 0 4 who was so proud 
30 0 8 that he gave Ernu'a fine timber hut. 

Passage 18 

NO. LVL WDS CLAUSES 

1 0 4 When Trevor's grandmother died, 
2 0 7 she left a long and complicated will. 
3 0 9 Three lawyers had to decipher it for a month 
4 0 6 before concluding that, amongst other things, 
5 0 8 Trevor had been left his grandmother's favouritQ cockatoo. 
6 0 8 He took it back to his bed-sit 
7 0 7 and placed its cage in the window, 
8 0 10 where it sang all day and most of the night. 
9 0 11 After a week, this began to strain Trevor's nerves rather badly; 

10 0 10 but after a fortnight he could stand it no longer. 
11 0 11 At tea one evening:he suddenly jumped out of his chair 
12 0 3 and dashed upstairs. 
13 0 7 He returned with a~ old, voluminous suitcase, 
14 0 12 into which he stuffed the cage with the poor cockatoo in it. 
15 0 8 That night, he put:on an old raincoat, 



NO. LVL WDS CLAUSES 

16 0 8 stole quietly put of the dark boarding-house, 
17 0 6 and made for the nearby cemetary. 
18 0 9 He quickly fou~d the recently dug grave by torchlight, 
19 0 6 and dropped the suitcase by it. 
20 0 9 From under his coat he brought out a spade, 
21 0 a and frantically began shovelling earth from the grave 
22 0 9 until the spade struck the wood of a coffin. 
23 0 10 Then he threw ~he spade down on to the ground, 
24 0 5 climbed out of the hole, 
25 0 7 and tossed the ~uitcase to the bottom. 
26 0 5 After hastily filling it in, 
27 0 6 he heaved a sigh of relief 
28 0 4 and walked thankfully home. 
29 0 5 Immediately he ~ent to bed 
30 0 7 and that night slept like a log, 

Passage 1 C 

NO. LVL WDS CLAUSES 

1 0 8 One evening I w~nt to a dull party 
2 0 10 and I met Mr An~schmidt, manager of Mechanical Contraption§ Ltd. 
3 0 9 The following we~k he invited me to his factory 
4 0 7 and showed me his latest production line. 
5 0 6 It began in a dim workshop 
6 0 10 where a steel pl~te was pressed into several curved pieces. 
7 0 6 Workmen smoothed:off the rough edges 
a 0 7 before sending t~em to a second workshop. 
9 0 9 There, a man in white in white overalls polished the pieces 

10 0 7 and washed them with a special solution. 
11 0 4 When they had drted, 
12 0 7 he painted them with a tough enamel 
13 0 11 and passed them c~refully to his friend on the next bench. 
14 0 a This man took a frame of copper struts 
15 0 6 and carefully attached the steel plates. 
16 0 5 This produced a shiny cylinder, 
17 0 9 and a boy took it· into the electrical laboratory. 
1a 0 a One technician fi~ted it with an electric motor 
19 0 11 and then clipped a fan to the end of the motor. 
20 0 5 Somebody else soldered wires on, 
21 0 5 drew them through .a hole, 
22 0 6 and plugged them into a socket. 
23 0 4 The machine was t~sted 
24 0 a before being carried to a large assembly room. 
25 0 8 A woman bolted a cover over the base, 
26 0 3 attached rubber wheels, 
27 0 7 and clipped a bag ~ver the back 
2 a 0 9 an d p u t t h e c om p 1 e't e d p r o d u c t i n a c a r d b oar d b ox , 
29 0 12 A machine stamped ~handle with care" and a picture on the box: 
30 0 10 only then did I recognise it as a vacuum cleaner. 

Passage 2A 

NO. LVL WDS CLAUSES 

1 0 11 Many years ago, the Parali people stopped wandering over the hills, 
2 0 5 and settled in grass huts 
3 1 8 that lay by the lodp of a river, 
4 1 7 and which had been :bui 1t on stilts 

I 
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5 2 6 to protect the~ from periodic flooding. 
6 0 8 They had lived. here happily for many years, 
7 1 6 fishing in the,placid waters nearby. 
8 0 7 But their contentment was disturbed one day 
9 1 4 when someone pointed out 

10 2 6 that every time the river overflowed 
11 3 9 it weakened the precarious bamboo stilts under the huts 
12 3 7 and washed away some of the soil. 
13 0 9 The chief of the tribe too began to worry -
14 1 5 he was very ha~py there 
15 1 6 and didn't want to move. 
16 0 8 He called a gat'hering of all the men 
17 1 3 to discover urg~ntly 
18 2 5 how many of them thought 
19 3 11 that the erosion of the soil had become such a danger 
20 4 10 that their huts. might any day tumble into the river. 
21 0 9 The men decided to evacuate the village at once. 
22 0 9 They gathered families and goods from their dwellings 
23 1 7 to be loaded on to wooden carts 
24 2 10 which had been idle since the nomadic days long ago. 
25 0 10 Finally, when t~e village was empty of people and possessions, 
26 1 8 the medicine mari chanted a long, sad song, 
27 2 8 and set fire to ,the dry grass roofs 
28 2 7 while his son b~at furiously on drums. 
29 0 12 Then the Parali .and their belongings moved slowly off into the forest, 
30 1 4 to become nomad• again. 

Passage 2B 

NO. LVL WDS CLAUSES 

1 0 10 Mrs Taylor had taken her two children to a toyshop 
2 1 5 so she could find out 
3 2 6 what they wanted for Christmas presents. 
4 0 7 They entered the:shop through glass doors 
5 0 12 and soon stood in front of a large display of toy soldiers. 
6 1 9 Some of them had been stood alone on shelves, 
7 1 5 others engaged i~ mortal combat 
8 2 7 raising bayoneted rifles high above their heads 
9 3 9 as if to pierce ~ach other through the heart. 

10 0 4 Mrs Taylor moved ~n, 
11 1 7 though her children didn't want to. 
12 0 6 Then they found the electric trains -
13 1 8 a huge table was given over to them 
14 2 8 where they purred: round and round all day, 
15 3 7 some pulling passenger carriages between miniature station~, 
16 3 6 others shunting wagons between various sidings. 
17 0 9 But the children had no wish to watch trains 
18 0 8 and pulled their ~other over to another stand 
19 1 8 where a toy spaceship emitted lights and noises 
20 1 11 and some other small machines ground over an imitation lunar 

landscape. 
21 0 4 Mrs Taylor waited .patiently 
22 1 10 while son and dau~hter ran from one display to another 
23 2 3 just to see 
24 3 11 how the marvels of: the second eKceeded those of the first. 
25 0 5 Sadly she realised', that thing 
26 1 9 which they in their delight had forgotten all about. 
27 0 10 They would have to, without eKpensive preents this Christmas, 
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28 2 6 now that their father had died, 
29 2 7 leaving t~em with no means of support 
30 2 8 and making their home very quiet and lonely. 

Passage 2C 

NO. LVL WOS CLAUSES 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

0 6 
1 8 
0 5 
1 3 
2 9 
3 5 
3 8 
0 8 
1 6 
1 9 
2 5 
0 8 
1 7 
2 6 
0 12 
0 7 
1 10 

2 4 
3 11 
0 9 
1 7 
0 8 
1 7 
2 6 
2 10 
3 7 
0 4 
0 9 
1 10 
1 11 

Passage 3A 

In trying to shave one morning, 
which is aiways a dismal prospect before breakfast, 
I found to my surprise, 
en switching on, 
that the motor made a most disturbing grating sound 
which alarmed me at first. 
Indeed, I ha~ never heard its like before. 
I took the back of the razor off 
to look inside for anything amiss, 
when a dozen .tiny curlicues of metal fell out 
and disappeared into the carpet. 
I then showed the razor to a friend, 
who knew a let about such matters, 

I 

or so he let ~thers believe. 
He said he didn't like the look of the steel fragments, 
and then he tcpk the back off, 
whereupon some pieces of charred plastic rattled to the fleer, 
alarming me even more, 
because there ~ouldn't have been much left inside by then. 
But my friend placed the razor en the table, 
where the sunlight glistened on the rust. 
He gave me a fe~ words of advice• 
I should have f~und out long ago 
how to use an el~ctric razor, 
and how to manage without the soap and razor blades 
which had had such·a deleterious effect. 
I walked home disheartened 
and went to have a shave in the bathroom, 
getting out an old cut-throat with my left hand 
and with my right.tossing the battery razor through the window. 

NO. LVL WDS CLAUSES 

1 0 12 In the beginning, the Thunder God created an island in the sea. 
2 1 7 His three sons live,d in its mountains: 
3 2 9 the Rain God sulked, in his mass of clouds, 
4 2 10 the Fire God sat in.the summit of a volcano 
5 2 8 and the Stone God rJmbled in a ravine. 
6 1 6 The foothills were covered with forests 
7 2 4. where many serpents iurked, thinking evil thoughts. 
9 1 5 Unicorns appeared on the plains 

10 2 11 and ran in swift herds between the river and the forest. 
11 3 9 At the river they drank the deep, cool water, 
12 3 10 and in the forest the~ ate roots and wild berries 
13 4 8 which sprang like mag~c from the dark undergrowth. 
14 1 9 In a cave by the sea lived a dragon 
15 2 6 who came cut once a y~ar 
16 3 5 to hunt for a mate 
17 3 7 and to chase the unico~ns and serpents. 

I 
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18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

1 4 
2 8 
2 5 
3 7 
1 8 
1 8 
2 6 
3 9 
1 8 
2 6 
2 11 
3 29 
0 10 

Passage 38 

Men too were created. 
I 

They built themselves a village of log huts, 
and set ~P a council 
which con~isted of the oldest and wisest, 
to commit\ to writing the first laws. 
A single ~iver descended from the mountain slopes 
and ran through forests and plains 
to merge with the sea beyond the island's cliffs. 
The sky ab~ve was often the clearest blue, 
but sometimes filled with storm clouds 
and at others the black specks of birds could be seen 
calling to each other over the sea. 
A thousand years hence the island will be entirely destroyed. 

NO. LVL WDS CLAUSES 

1 0 6 It was indeed a beautiful house. 
2 1 9 The decorato~s had tried their best with the decor; 
3 2 6 each room represented a different period1 
4 3 9 one saw classical, Georgian and ultramodern rooms immediately 

adjacent. 
5 1 8 The plumbers had installed a solid silver bath 
6 2 8 and connected it to unbelievably quiet water-piping 
7 3 3 hidden from sight, 
8 3 8 which was to win an important industrial award. 
9 2 10 Glittering cry~tal taps projected from the foot of the bath. 

10 1 7 The kitchen had been uniquely fitted out1 
11 2 12 one wall housed a deep-freeze the size of a small room, 
12 2 7 and the floor was supposedly self-cleaning. 
13 1 5 The builders had taken trouble 
14 2 4 to enhance the ~alls 
15 3 7 by fusing their turfaces with oKyacetylene torches 
16 4 8 so that they acquired a glass-like finish 
17 4 6 and by using blu~-tinted concrete. 
18 1 7 Heating was prov~ded by large ceiling panels 
19 3 5 which were no fire hazard 
20 1 5 due to their low ~emperature. 
21 1 9 The architects had chosen the site of the house, 
22 2 10 and had positioned it carefully in relation to the terrain, 
23 3 7 so that it nestle~ in its landscaping 
24 4 8 as a chick snuggles in a hen's nest. 
25 2 10 The site also provided the maximum protection from the elements. 
26 1 9 The nurserymen had\been hired from a botanical gardens, 
27 2 6 and they planted m~ny exotic shrubs 
28 3 4 distributing them in clusters 
29 4 11 so as to lend an almost subtropical air to the setting. 
30 0 10 Both bride and groo~ were overjoyed with their new home. 

Passage 3C 

NO. LVL WDS CLAUSES 
I 

0 11 Tempotranspo's time m',,achine has been designed with great attention to 
detail. 

2 1 8 The operator climbs 1~ through a forward hatch 
3 2 7 and sits on a plush, ventilated seat. 
4 2 8 His feet rest on peda(s on the floorc 

I 
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5 3 11 the left: one can be used as an emergency time-brake, 
6 3 10 whereas the right one dissociates the machine from the present. 
7 1 7 Passenge~s climb in through the rear hatch 
8 2 6 and sit qn equally luxurious seats. 
9 3 3 These ti~ back 

10 4 6 if the oc~upent wishes to sleep. 
11 1 12 The time engine itself is located in the middle of the machine 
12 2 6 and draws its power from batteries 
13 3 5 located i~ the lower bodywork, 
14 3 8 which may :be recharged occasionally from the mains. 
15 1 9 The bodywo~k is moulded from a special, laminated plastic 
16 2 8 and can re~ist extremes of heat and cold 
17 3 5 without becoming brittle or tarnished. 
18 1 9 In front of the pilot is housed the computer, 
19 2 4 specially designed by Plessey, 
20 2 8 It can control the machine quite automatically, 
21 3 7 which relie~es the pilot of many responsibilities 
22 3 5 and controls travel more accurately. 
23 1 7 The superstructure is of an aluminium alloy 
24 2 6 and was constructed by Hawker Siddeley. 
25 2 9 It is welded to the bodywork and leg struts. 
26 1 4 Operation is quite simple 
27 2 7 and is described in a detailed handbook. 
28 2 10 Alternative!~, the intending purchaser may attend a course of lessons 
29 3 10 at the end of which he sits for a diploma. 
30 0 9 Tempotranspo expect an expanding market for their time machine. 



APPENDIX 1.2: EXPERIMENT IIlc PASSAGES 

Passage S 

NO. WDS CLAUSES 

1 5 I felt tired but excitedl 
2 8 I had spent mast of a summer's afternoon 
3 7 putting up my,battered but camouflaged hide 
4 3 and arranging microphones 
5 11 to record the mating call of the little-known pied crow. 
6 7 Its nest,,,, .lay a short distance downhill 
7 6 ,,, construct~d from certain rare fern fronds, ,,, 
8 8 from where I s~t in the purple heather, 
9 8 looking around: at the formations of misty hills. 

10 11 I had watched the small, dark male arrive some minutes before, 
11 6 and disappear ~nto the female's nest, 
12 10 so I expected soon to hear the unique ululating call 
13 5 it uttered once a year. 
14 4 I had been told 
15 10 that no naturalist in England had ever taped it before. 
16 7 I set up all my: expensive equipment, 
17 8 and was about to start the tape-recorder, 
18 9 when a beautiful swallow-tail butterfly drifted slowly past, 
19 6 wings flashing in the thin sunlight, 
20 7 and disappeared .over the warm hill-top. 
21 5 Straight away, ~ leapt up 
22 8 to catch the in~ect in my cupped hands; 
23 12 but while I was ~way fom my post for just thirty seconds, 
24 10 a melodious warb~e seemed to turn the breeze to honey, 
25 6 and echoed down the valley, unrecorded. 
26 7 I looked down at:the rare butterfly 
27 9 quivering in my palm like two rainbow-coloured leaves, 
28 9 and in my dismay it seemed no longer important. 
29 4 I let it go, 
30 9 and it fluttered ~ff down the valley quite unperturbed. 

Passage T 

NO. WDS CLAUSES 

.1 12 When little Willy iwas given a toy car by his Uncle Tom, 
2 10 he played with it ·.on the floor for an hour 
3 7 before becoming tired of its conventional uses. 
4 8 He'd always been a. rather inquisitive child, 
5 11 and, true to form,;prised the top off with a spoon 
6 3 to look inside. 
7 11 All those cogs and'rods musty have stimulated his curiosity further, 
8 4 for, besides watching them, 
9 7 he prodded them wi~h a fat fore-finger. 

10 6 Unfortunately, his ~inger got stuck fast 
11 5 and he began to cry~ 
12 8 His mother was cooking dinner at the time 
13 6 and came running from the kitchen. 
14 8 She saw immediately1what the boy had done, 
15 7 but was unable to e~tricate his finger. 
16 8 Then Tom ran in fro~ the back garden, 
17 5 and burst into 1 oud :1 aughter 1 

18 10 he had once done a •imilar thing as a boy, 
19 9 but he still couldn't free poor Willy's finger. 
20 6 His mother, in desperation, suggeted pliers, 

~34 
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21 9 and went to fetch a pair from the garage. 
22 10 Tom then began to clip away the pieces of metal 
23 4 which held Willy fast, 
24 7 and very soon the toy fell apart, 
25 9 and the boy's finger emereed, apparently none the worse. 
26 9 But Willy kept on crying, not about his fing~r, 
27 8 but because the car new lay in pieces. 
28 7 His uncle patted him on the head, 
29 6 and his mother, smelling something strange, 
30 5 dashed back into the kitchen. 



' 

APPENDIX 1.3: EXPERIMENT IV: PASSAGES 

' Passage P1 beginning 'ie' (version Pel 

NO. WDS CLAUSES 

1 9 One morning, John's father sent him on a errand. 
2 12 He had to col f

1
ect a parcel of clothes from his Uncle Bert 

3 7 and deliver th~m to his grandmother's shop, 
4 5 so she could sell them 
5 7 to raise money for the parish church. 

Passage P: beginning 'a' (versions Pi and Pal 

NO. WDS CLAUSES 

1 7 One morning, John woke up, very eKcited. 
2 12 He had planned to collect blackberries with some friends from the village, 
3 7 but his delight was only shot-lived: 
4 5 his father searched him out 
5 9 and gave him some other work to do instead. 

Passage P1 ending 'e' (v~rsicns Pe and Pi) 

NO. WOS CLAUSES 

26 
27 
28 
29 
30 

9 
5 
8 
7 

10 

and his grandmother had seen John below, all dishevelled. 
I 

She had been eKpe~ting him, 
and already knew bf his uncle's clothes parcel. 
"The vicar will b~ delighted," she said, 
"with all the mon.y we'll raise from these clothes," 

Passage P: ending 'a' (ver,sicn Pa) 

NO. WOS CLAUSES 

26 9 
27 8 
28 10 
29 5 
30 7 
Passage 

and some white curtains were flapping in the breeze. 
Beyond an iron gat• lay a muddy stream. 
John hid the mysterious parcel behind a row of bushes, 
and, taking off his sandals, 
he waded across to the other bank. 
P: central section ,(all versions) 

NO. WOS CLAUSES 

6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

4 
6 
8 
7 
9 
9 

11 
3 
7 

11 
8 
8 
6 

10 
4 
6 

John left the house~ 
it was a fine sunny ,day 
and he decided to take a favourite path 
which wound through ~ome woods and fields 9 

coming to an end at ~he village of Clifford. 
At last he stopped i~ the village, very thirsty, 
and drank cool water .from a tap in the market place. 
It was Sunday, 
and the village stree~s were almost deserted. 
Saturday's market had· left its usual residue of paper and vegetables, 
around which buzzed the occasional wasp or fly. 
Uncle Bert's house fronted en tc the square. 

I 

Its windows were shuttered and silent, 
but a bulky brown paper package lay en the doorstep. 
John picked it up , 
and set off through t~e village. 
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22 5 Church bells tolled :sleepily nearby. 
23 10 At the end of a lane was his grandmother's shop. 
24 8 Here too blinds stiil covered the downstairs windows, 
25 6 but the upstairs windows were open, 

Passage Gl: beginning 'e' (v~rsion Glel 
! 

NO. WDS CLAUSES 

1 7 Ben Alreth got to his feet slowly. 
2 8 He was now one of the King's knights 
3 7 and had only to pas,s a test 
4 9 before being allowed to move into his own castle. 
5 11 The King had asked ~im to rescue one of his daughters, 

Passage Gl: beginning 'a' (~ersions Gli and Glal 

NO. WDS CLAUSES 

1 7 Ben Alreth was a handsome young Arab 
2 8 who trained horses 'for the King of Persia. 
3 9 After thus spending many years in the King's service, 
4 7 he-became bored with a routine life. 
5 11 One fine April day, the King gave him a month's holiday, 

Passage Gl: ending 'e' (versions Gle and Glil 

NO. WDS CLAUSES 

26 12 At the back of the· hermit's cave, Princess Izdril was still asleep. 
27 10 Ben Alreth loosed the straps round her hands and feet, 
28 6 kissed her smiling rose-red lips, 
29 8 and rode back with: her to the King. 
30 10 He passed by his newly~won castle on the way. 

Passage Q: ending 'a' (ver'sion Glal 

NO. WDS CLAUSES 

26 10 Ben Alreth buried 1the gnarled body in a shallow grave, 
27 6 and continued sad~y on his Journey. 
28 12 By nightfall he had reached the other side of the mountain range, 
29 8 and looked out over a dark, endless plain 
30 10 which he would see for the first time at sunrise. 

Passage Gl: central section (all versions) 

NO. WDS CLAUSES 

6 9 so Ben Alreth climbed on to his white horse 
7 6 and rode off into the mountains. 
8 10 when night fell, he lit a fire near some rocks 
9 3 and cooked food ' 

10 5 the Queen had giv~n him. 
11 8 Then he took the blanket from his saddle 
12 9 and went to sleep: in it on the ground. 
13 9 The morning sun w:as already over the mountains 
14 5 when Ben Alreth w~ke up. 
15 4 His horse trotte~ over, 

2.37 
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16 5 and he saddled up immediately. 
17 11 The track up to the mountain hermitage was steep and narrow, 
18 8 but just after midday he found a cave. 
19 7 A fierce-locking man with a beard leapt cut 9 

20 7 and shouted in a guttural foreign tongue. 
21 4 Ben Alreth jumped down 
22 6 and drew his fine old sword. 
23 7 The hermit attacked him with an aKe 9 

24 7 but Ben Alreth was an unbeaten fi Qhter 1 

25 6 and the hermit was soon slain. 



APPENDIX 1. 4: EXPERIMENT V1 'PASSAGE F AND ORIGINAL STORY 

Passage F 

NO. WDS CLAUSES 

1 6 There once was a cld farmer 
2 10 whc lived en a smal~ sleepy farm in the country. 
3 4 It was pleasant farm 
4 13 nestling among grassy fields and wide meadows, with a shed and 

a greenhouse. 
5 8 New, this farmer owned a very stubborn donkey, 
6 4 which passed the day 
7 8 lazily grazing in a field behind the farm. 
8 8 One evening the farmer was trying as usual 
9 10 tc persuade the dcntey into its tumble-down wccden shed. 

10 4 First, he pulled i~, 
11 6 but the donkey wcul~n·t move. 
12 5 Then he pushed the 1beast, 
13 6 but it still refused tc move. 
14 6 The farmer was an cld widower 
15 11 whc had lived among these meadows and fields all his life, 
16 9 but he found that he tired easily these days. 
17 6 Fortunately, an idea,,, occurred tc him. 
18 7 •• I fer making the donkey enter its shed ••• 
19 8 Going round tc the :back cf the shed, 
20 10 he found his dog, a golden retriever cf placid disposition, 
21 4 sleeping by the greenhouse. 
22 6 Politely, the farm'r asked the dcg 
23 6 tc bark loudly at the donkey 
24 8 and try tc frighten it into the shed, 
25 4 but the dcg refuse~. 
26 6 Returning tc the red-brick farmhouse, 
27 9 which locked sc sl~epy amid its lush green fields, 
28 15 the farmer next asked his cat, a ginger tcm with a couple of 

war-wounds, 
29 4 to scratch the dcg~ 
30 7 he knew this would make it bark. 
31 4 However, the cat,, ••• replied: 
32 11 , • 1 also lazing in the evening sunlight, en the kitchen 

window-ledge, ••• 
33 8 "I would gladly s~ratch the dcg fer ycu 
34 11 if only ycu would :get me a saucer cf milk first. 11 

35 12 Sc finally, the f~rmer sought cut his cow in the local meadow 
36 5 and asked fer some milk. 
37 10 The light brown Jersey cow looked him in the eye 
38 3 and nodded sympat~etically: 
39 7 this sequence cf events happened every evening. 
40 7 The ccw gave the farmer the milk 
41 2 he wanted · 
42 10 and the farmer brought the milk back tc the farmhouse, 
43 6 put it in a china.saucer 
44 6 and gave it tc the cat. 
45 12 As seen as the cat had licked up the fresh warm milk, 
46 7 it climbed down cff the window-ledge, 
47 5 went cut tc the greenhouse 
48 7 and began tc scratch the dog's ear. 
49 7 This made the dcg bark sc loudly 
50 5 that the donkey tpck fright 
51 6 and jumped straig~t into its shed. 



NO. WDS CLAUSES 

52 5 The farmer bolted the door 
53 6 and heaved another sigh of relief. 
54 8 The cat returned to its life of leisure 
55 9 and the farm settled down to another August night. 

"The Old Farmer and his Stubborn Animals" 

Original version of the passage, taken from Thorndyke <197~a! 153), 

There once was a old farmer who owned a very stubborn donkey. One ~vening the 
farmer was trying to put his donkey into its shed. Firut, th~ farm0r pulled th0 
donkey, but the donkey wouldn't move. Then the farmer pughed th~ donkey, but the 
donkey still wouldn't move. Finally, the farmer asked his dog to bark loudly at 
the donkey and thereby frighten him into the shed. But the dog refused. So then, 
the farmer asked his cat to scratch the dog so th~ dog would bark loudly and 
thereby frighten the donkey into the shed. But the eat replied, "I would gladly 
scratch the dog if only you would get me some milk." Sa th~ farmer went to his 
cow and asked for some milk to give to the cat. But the cow replied, "I would 
gladly give you some milk if only you would give me some hay." Thus, the farmer 
went to the haystack and got some hay. As soon as he gave the hay to the cow, the 
cow gave the farmer some milk. Then the farmer went to the cat and gave the milk 
to the cat. As soon as the cat got the milk, it began to scratch the dog. As 
soon as the cat scratched the dog, the dog began to bark loudly. The barking so 
frightened the donkey that it jumped immediately into its shed. 

~40 
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APPENDIX 2.1: MARKING STUDY: INSTRUCTIONS SUPPLIED TO JUDGES 

Attached to these instructions you will ~ind a prose passage and the recall 
versions o~ seven subjects~ The purpose o~ this study is to see how well my 
marking o~ these versions, can be duplicated by independent markers, so as to ~ind 
out how reliable the markihg criteria are. Marking consists o~ underlining in 
di~~erent colours the verbatim and intrusive components o~ recall scripts, the 
remainder being 'nonverbatim', Criteria ~or this are given below. You should 
~ill in by the boxes a~ter each script the total number of words (Wl, the number 
o~ words o~ verbatim recall (V), the number of words o~ intrusions !Il, and the 

I 

number o~ words of nonverbatim material (X, obtained by subtracting V and I from 
Wl. Although you only mark for two of the three components, criteria for all 
three are given to help in borderline cases. You may make notes on points of 
difficulty at the bottom of the sheets. 

Criteria 
1l Words recalled verbati~ (V): more or less in the same place for the same 

meaning as the iden~ical words in the original. Fairly radical shifts in 
position may be allowe~ for words occurring only once originally. 

2l Words recalled nonverb~tim (Xl: not recalled verbatim but corresponding to 
material in the ori~inal passage, not necessarily on a word-for-word basis. 
Changes of meaning may sometimes be drastic, but some obvious derivation ~rom 
the passage should be ~etained. 

3) Intrusions !Ill repraduced material nat appearing, or corresponding to any 
appearing, in the original passage. Include repetitions of material already 
counted as recalled, b~t occurring only once originally. 

Notes 

You should interpret 'these definitions fairly strictly and as consistently as 
you can. You will probabl

1
y need to make a number of arbitrary decisions of your 

own. Stick to these thr1oughout, and try to make them compatible with the spirit 
of the above criteria. In borderline cases, give the benefit of the doubt to the 
subJect, ie count X or V is V, I or X as X, failing all else. 

~41 



APPENDIX 2.21 MARKING STUD¥1 RECOMMENDED WORD-SCORE MARKING CRITERIA 

Preliminary examination 

1) Scripts are checked through to exclude non-textual notes or asides and all but 
the ~irst item ~rom sets o~ alternatives, except where this would create 
inconsistencies, when a later item may be chosen. Subjecs own amendments are 
always allowed to stand. 

2) Obviously omitted words may be restored using only the m1n1mum number of words 
required to retcre grammatical sense; this will net normally involve nouns, 
adjectives or main verbs. 

3) Similarly, genuine and. apparently unintentional errors of grammar or spelling 
should be corrected. 

4) Abbreviations and symbols 
standards "ie", "eg", "etc". 
retained. 

are replaced by the 
Certain contractions 

full word, except for the 
(eg "-'11", "-n't"l are 

5) All such alterations are regarded as i~ the subject had made them himself. 

Total words - W 

1l W is obtained by c~unting all the words remaining in a script afer the 
preliminary examination. 

2) Hyphenated compound words formed from actual words count as two words. 

3) Abbreviations and sym~cls, where restored, and contractions are counted as the 
number of words in the full ~crm. 

Verbatim recall - V 
' 1) V is obtained by counting all the words in a script (as restored) which are 

exactly the same as c~rresponding ones in the original passage. 

2) Spelling variants are ,usually scored 'V', 

3) Isolated words, including articles, conjunctions and pronouns are scored 'V' 
even i~ part o~ a phr~se not otherwise verbatim. 

4> Original contractions must be recalled in contracted ~arm to be scored 'V'. 

5) A degree of transposi~icn at recall may be tolerated ~or verbatim scoring, 
especially ~or words occurring only once originally. 

6) In unresolved borderl~ne cases, a word should be scored 'V' rather than 'X' or 
' I , I 

Intrusions - I 

1) Intrusions are scored by counting all the words in a script which de net 
correspond to or derive ~rom material in the original passage. 

2> Repetitions are items :occurring twice or more in a script but corresponding to 
only one original item. Only the most accurate instance, or that occurring 
closest to the original location, may be scored 'V' or 'X' 1 others are 
intrusive. 

3) Isolated words may be scored 
Conjunctions are normally 
Pronouns are not int~usive 
pronoun. 

I I I 

only 
when 

unless part of a change in expression. 
intrusive when part c~ an intrusive phrase. 
substituting for an original 'implicit' 

4) Substitution o~ a word or phrase for a pronoun is not scored 'I' where it is 
kept to the minimum number of words necessary. Extra words are scored 'I', 

5) In unresolved borderline cases, an item is scored 'V' or 'X' rather than 'I'. 
' ' ' 
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Nonverbatim r~call 

1) Nonverbatim recall is scored by subtracting V and from W, though some 
additional comments may help the identification of verbatim and intrusivo 
material. 

2) Slight variations from verbatim recall, where pronunciation is affected, are 
scored 'X', 

3) Roughly synonymous sub:stitutions, including expannionn 1 ar~ scor!.'!d 'X', 

4) Substitutions of related or derivative meaning, even r!.'!mot~ or antonymoun 
ones, are scored 'X'. 

Sl Words involved in changes of expression but not themmelvem subotitutiono aro 
scored 'X', 

General comments 

1) A general principle of conservatism operates in borderlin~ cauG§ 1 giving the 
benefit of the doubt to the more accurate alternative. 

2) 'Implicit' pronouns are instances where neither pronoun nor noun phra90 
accompanies a verb, but where a pronoun at least is impli~d and 'undorgtood' 
by the context. 

3) Judges in the marking study were all prone to some inconsistency in applying 
the scoring criteria, and to errors of both inclusion and excluoian. Great 
care is essential in any marking exercise of the present kind. 
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APPENDIX 2.3: EXPERIMENT I I ALLOCATION OF SUBJECTS TO CONDITIONS 
I 

Session - Trial 
Subject 

No. 1-1 1-2 1-:3 2-1 2-2 2-3 3-1 3-2 3-3 

2C 3A 1 B. 3B lC 2A 1A 28 3C 

3 3C 1B 2A! lA 2C 3B 28 3A lC 
I 

5 2B 3C 1A1 3A 18 2C 1C 2A 38 

Latin 6 1C 2A 38! 28 3C 1A 3A 18 2C 

square 8 18 2C 3AI 2A 3B lC 3C lA 28 
I 

no. 1 10 3A 1C 2BI 1B 2A 3C 2C 38 1A 
I 

15 2A 38 lC 3C 1A 2B 18 2C 3A 

16 38 1A 2C 1 1C 28 3A 2A 3C 18 

17 1A 28 3C! 2C 3A 1B 3B 1C 2A 

2 28 3A 3C 18 2A 1A 2C 3B 

4 3B 1C 2A I 1A 28 3C 2C 3A 18 
I 

7 3A 1B 2C I 1C 2A 38 28 3C 1A 

Latin 9 3C 1A 28' 18 2C 3A 2A 38 lC 

square 11 2C 38 1A 3A 1C 28 18 2A 3C 

no. 2 12 lC 28 3A I 2A 3C 18 38 lA 2C 

13 lA 2C 38 I 2B 3A 1C 3C 18 2A 

14 18 2A 3C , 2C 313 lA 3A lC 28 

18 2A 3C 1B 38 1A 2C 1C 28 3A 
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APPENDIX 2.41 EXPERIMENT I I I ALLOCATION OF SUBJECTS TO CONDITIONS 

Latin Subject · Order of Latin Subject Order of 
Condition square no. Passages square no. Panf.l(le!li 

Liberal 1 g 12 1A 2C 38 31 21 1A 39 2C 

34 2C 38 1A 1!5 39 2C 1A 

30 38 1A 2C 33 2C 1A 39 

2& 4 2C 1A 38 41 17 38 1A 2C 

27 38 2C lA 31 1A 2C 38 

1 .lA 38 2C 10 2C 38 1A 

Normal 5g 22 1A 38 2C 71 24 2C 38 1A 

20 2C 1A 3f:l 25 39 1A 2C 

28 3f:l 2C 1A 19 1A 2C 39 

6t 9 2C 3f:l 1A au 6 3f:l 2C 1A 

11 1A 2C 38 5 2C 1A 38 

16 38 1A 2C 13 1A 38 2C 

Precise 9i 29 1A 2C 3B 11: 35 2C 1A 38 

32 . 38 1A 2C 8 1A 38 2C 

14 2C 3B lA 26 38 2C 1A 

10 I 7 38 2C 1A 121 18 38 1A 2C 

23 1A 3B 2C 36 2C 38 1A 

3 2C 1A 38 2 1A 2C 3f:l 
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APPENDIX 2.5: EXPERIMENT II: RECALL INSTRUCTIONS 

'Precise' instructions <P) 
' 

Now, I want you to write out as much of the passage as you can remember, in 
prose rather than note form. I am principally interested in accuracy of recall, 
so you must take particular care over the details and wording of what you write 
down. Don't write down any details unless you are reasonably sure of their 
accuracy and correct sequence, Wherever possible, you should try to use the 
wording of the original passage. Take your time over this: there's no need to 
hurry, and rushing may cause you to omit details you would otherwise remember, or 
make errors of fact or phrasing. Check your account through carefully when you 
have finished, making corrections, additions or footnotes as you wish. Spelling 
and punctuation don't matter. Are there any questions? Right, begin when you are 
ready. Remember, take you~ time, and it's accuracy that counts. 

'Normal' instructions <N> 

Now, I want you to write down as much of the passage as you can remember, in 
prose rather than note form. I am not interested in the eKact words used 
originally, but if you do·happen to remember them, so much the better. Take your 
time over this, there's no·need to hurry. If there is anything you remember you 
are not sure about, underline it in your account. Check through what you have 
written when you have finished, making corrections, additions or footnotes as you 
wish. Spelling and punctuation don't matter. Are there any questions? Right, 
begin when you are ready. 

'Liberal' instructions <Ll 

Now, I want you to write out as much of the passage as you can remember, in 
prose rather than note iform. I am interested principally in how much you can 
remember, even if what you 1recall is not particularly accurate, although accuracy 
should still be a subsi~iary consideration. I am not interested in the eKact 
words used originally, but 'if you do happen to remember them, so much the better. 
If you think there is 1a gap in your memory, ie a word or phrase or section 
missing, try to put somethi~g in even if it means making an educated guess. 
Similarly, it is always b~tter to put down something you are not sure about than 
to leave it out altogether.· Take your time over this, there's no need to hurry. 
Check your account through carefully when you have finished, making corrections, 
additions or footnotes as you wish. Spelling and punctuation don't matter. Are 
there any questions? Right, begin when you are ready, and let me know you've 
finished. 

Z4G 



APPENDIX 2.6: RATING STUDY: EXPLANATORY MATERIAL 

Ratings of clause from passages 

There follows a questironnaire in which you are asked to rate a number of 
excerpts from three passages on a number of scales. Its purpose is to obtain an 
objective assessment of them to compare with how they are recalled in a memory 
experiment on story-like ~aterial. 

Before you begin the passages, you should familiarise yourself with the scales 
used. For each there 'is a general description and a graded list of attributes 
corresponding to the seven points of each scale. You may find it helpful to 
continually refer back :to these during the procedure, and for this purpose they 
are presented on a separat~ set of sheets. 

Then you should read e~ch passage through before attempting to rate any of its 
clauses, since many scales require a judgement of a clause in relation to the rest 
of the passage. Label each sheet in the space provided with the number of the 
passage, and label each plock of nine scales with the clause they refer to. For 
each scale for each clause ~the item you think most closely corresponds to 
your opinion. 'DK' mean~ you don't know which value to ring, and 'NA' means you 
think the scale is not applicable to the clause you are trying to Judge. But 
don't use either except as a last resort. Don't spend too long over each item, 
but on the other hand, try: not to be too hasty either. Notice that the value '4' 
is always the midpoint (generally speaking, the average) of each scale. 

The Rating Scales 

Scale One: Intrinsic information content 

This is a quantitative measure. 
physical size of the claus~ (in words), 
clauses or the passage as a whole. 

Do not take account of (correct for) the 
nor of its relations with the other 

1 contains practically n~ information whatsoever 

2 contains only a little information: quite a lot less than the average 

3 contains a little less:information than average 

4 contains an average amount of information for clause in the passage 

5 contains a little more:information than average 

6 contains quite a lot more information than average 

7 contains very much more information than average: could scarcely contain any 
more 

Scale Two1 Repetitiveness 

The extent to which a ·clause repeats information given elsewhere in the 
passage, whether occurring before or after it. Repetition need not be in the 
exact words of the original - rough synonyms may count as well. 

1 almost wholly a repeat ,of information given elsewhere 

2 mostly a repeat of infdrmation given elsewhere, much more so than average 

3 repeats information gi~en elsewhere, a little more than average 

4 repeats some information, but only to an average extent 
I 

5 repeats some informatio·n, but less than average 

6 repeats a little inform~tion, but much less than average 
' 

7 repeats no information ~t all. 

Scale Three: Inferability f~om Context 
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The extent to which the information contained in a clause can be inferred from 
the rest of the passage (before or after the clause), or to which it would be 
assumed if the clause had been omitted. While repetitiveness tendn to imply 
inferability from context, the converse is not necessarily so. A clause may be 
completely inferable from the rest of the passage yet not actually repeat any of 
it I 

1 information content may be completely inferred from the rest of the passage 

2 adds only a little to passage: most of content may be inferred 

3 ad d s o n 1 y mod e r a t e 1 y t:o p as s a g e 1 c on t en t may b e i n f e r r e d a 1 i tt 1 e m or e t h an 
average 

4 some information content may be inferred from rest of passage, but only to an 
average extent 

5 content may be inferred a little less than average 

6 content may be inferred to a small extent only, much less than average 

7 content cannot be inferred at all from the rest of the passsage 

Scale Four: Congruity with Context 

The extent to which the information in the clause fits in with the rest of the 
passage, especially with the main story-line. Congruity should be kept distinct 
from inferability: whereas a clause which may be inferred from the rest of the 
passage will probably fit in quite well, other clauses may fit in very well, yet 
not be inferable in any way. 

1 entirely congruent: fits as well as possible into passage 

2 fits very well: much better than average 

3 fits well: a little better than average 
I 

4 fits quite well into passage• neither better nor worse than average 

5 fits fairly well into passage: a little worse than average 

6 does not fit very walla much worse than average 

7 totally incongruent: does not fit into passage at all 

Scale Five: Essentialness to Story-line 

The extent to which the clause is necessary to the main story-line, idea or 
plot. Alternatively it is also the extent to which the story-line would suffer or 
be less complete or coherent were the clause to have been omitted. This is to be 
understood as a diffrent quality from either inferability or congruity. 

entirely essential: passage would lose seriously if clause were omittmd 

2 quite essential: much more than average 

3 essential: a little more than average 

4 essential: but only to 'an average extent 

5 essential in many ways: a little less than average 

6 essential in some ways: much less than average 

7 quite dispensiblea passage would lose nothing important if clause were omitted 

Scale Six: Narrative-Descriptive Nature 

For this scale, clauses are taken to lie somewhere on a continuum from being 
wholly narrative to being w~olly descriptive, the two properties being assumed to 
be mutually exclusive in: many ways. For a clause to occupy a middle rating 
(average position) it need hot necessarily contain two dissimilar elements, but 
only one whose identity pl~ces it near neither extreme of the scale. 'Narrative' 
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clauses are very much concerned with 'plot' or activity things happening. 
'Descriptive' clauaes are more concerned with describing storymelements or settinQ 
scenes. It is a different scale from 'essentialness to story-line', neither 
extreme implying any particular position on this scale. 

wholly narrative: concerned only with activities happening and containing no 
descriptive elements 

2 mostly narrative: cnl~ a small descriptive element 

3 predominantly narrative: but with a significant descriptive element 

4 neither largely descriptive nor largely narrativet an 'average' sort of clause 
in these respects 

5 predominantly descriptive: but with a significant narrative element 

6 mostly d~scriptive: on~y a small narrative element 

7 wholly descriptive• concerned only with the appearances or properties of 
things or with setting scenes 

Scale Seven: Unusualness 

The extent to which a clause is surprising, unexpected or peculiar, either 
within its context or because of its information content (ie intrinsically), The 
unusualness of any given clause need not necessarily be related to either its 
inferability from context or its congruity with context. 

1 highly unusual: could scarcely be less ordinary 

2 quite unusual: much mo~e than average 

3 slightly unusual& a little more than average 

4 neither especially u~usual nor especially ordinary: about average in these 
respects 

5 ordinary; a little mer~ than average 

6 quite ordinary: much more than average 

7 very ordinary indeed; could scarcely be less unusual 

Scale Eight: Interestingnes~ 

The extent to which the' clause is interesting or embodies some element of 
information which attracts interest or attention. Interest is meant in either 
sense of being intrinsic <contained information alone) or contextual Cie in 
relation to other clauses or passage as a whole), Also, interestingness should be 
seen as separate from unusualness, although the two scales are probably not wholly 
unrelated. 

1 very interesting indeed: could scarcely be less dull 

2 quite interesting: much!mcre than average 

3 interesting: a little mere than average 
I 

4 neither especially interesting ncr especially dull: about average in these 
respects 

5 dull: a little mere than average 

6 quite dull: much mere than average 

7 very dull indeed: could ~scarcely be less interesting 

Scale Nine: Difficulty of Comprehension 

The extent to which the ~lause is difficult to understand, perhaps because of 
its own content, but mere egpecially because of its relations to the ether clauses 
of the passage or the passag~ as a whole. Simply because a clause is difficult to 



understand in its relatic~s to the passage, it does net fellow that it does no fit 
into the passage. Difficulty of comprehension and congruity with context must be 
treated as independent qudities. 

quite incomprehensible~ could not be mere difficult to understand 

2 very difficult to unde~s~and: much mere than average 

3 somewhat difficult to understand• a litle more than average 

4 neither particularly e~sy nor particularly difficult to understands of averaQ~ 
comprehensibility 

5 somewhat easy to understand• a little more than the average 

6 very easy to understand: much more than average 

7 perfectly comprehensible: coould not be easier to understand 



APPENDIX 2.7: EXPERIMENT LV: PRESENTATION ORDER OF PASSAGES 

Order ot Order of Order ot 
Subject present- Subject present- Subject preunt-

Nc. at ion No. at ion No. ation 

Pi Qa 13 Pe Qi 25 Qe Pa 

2 Pe Qi 14 Pa lili 26 Qi Pa 

3 Qi Pe 15 Pa Qi 27 Qe Pi 

4 Pe Qa 16 G!i Pa 28 Pe f!la 

6 Pa Qe 18 G!i Pe 30 Qi Pe 

7 Qa Pe 19 Pe lila 31 Pi Qa 

8 Cli Pa 20 Qe Pi 32 Qa Pe 

9 Pa Qi 21 Qi Pa 33 Pa Q!ij 

10 Qe Pa 22 Pi Qe 34 Pi Q(i! 

11 Qe Pi 23 G!e Pa 35 Qa Pi 

12 Pi Qe 24 Pa Qe 36 Pe Qi 
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APPENDIX 3.1: MARKING STUDY: RAW DATA 

Expmri- Ex peri-
Script Judge Judge Judge menter menhr 

Variable no. 1 2 3 1 2 

1 106 110 109 111 111 
11 134 137 134 137 136 
17 149 149 147 150 149 

w 16 152 170 179 173 112 
2 164 175 174 177 177 

13 206 202 211 202 202 
3 224 223 223 224 224 

1 18 33 36 43 45 
11 27 38 41 61 63 
17 10 34 46 61 66 

v 2 51 75 80 86 94 
16 84 101 108 107 108 
3 96 127 139 135 140 

15 114 139 147 147 143 

15 88 59 50 44 45 
17 117 70 43 44 46 
11 93 67 47 46 46 

X 16 67 59 36 54 50 
1 88 74 49 61 64 
3 124 90 73 69 63 
2 108 95 58 80 71 

1 0 3 24 7 2 
2 5 5 36 11 12 

15 4 4 14 11 12 
16 1 10 35 12 14 
3 4 6 24 20 21 

11 14 32 46 30 27 
17 22 45 58 45 37 
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APPENDIX 3.21 EXPERIMEN~ I: RAW DATA 

Clause recall 
Passage 

Subject 
1A 18 1C 2A 28 2C 3A 38 3C 

1F 25 21 21 24 20 21 18 19 16 
2F 28 25 22 27 24 27 26 27 22 
3F 27 30 26 27 30 29 26 27 20 
4M 28 27 23 28 29 20 24 22 25 
SM 21 22 22 25 20 29 25 25 25 
6M 25 27 19 24 26 26 22 28 29 
7F 26 24 24 29 29 26 20 27 25 
8M 27 20 21 22 22 24 19 23 17 
9M 19 24 22 17 19 20 20 24 11 

10F 24 18 19 21 24 23 23 28 20 
11F 26 25 14 22 20 18 9 16 19 
12M 26 22 17 13 21 22 17 15 17 
13F 23 23 13 12 23 26 16 16 19 
14M 25 27 26 27 30 26 26 24 26 
15F 28 28 24 26 29 30 26 27 28 
16M 29 28 26 26 25 19 18 22 20 
17F 19 26 27 27 27 24 30 28 20 
18M 30 29 27 20 30 28 29 29 25 

Total words - w 

Passage 

Subject 

1A 18 lC 2A 2B 2C 3A 3B 3C 

1F 147 125 128 135 133 111 113 110 131 
2F 187 178 163 162 186 177 152 160 153 
3F 194 232 192 211 220 224 202 181 143 
4M 163 172 150 164 191 130 141 141 199 
5M 138 132 182 172 135 190 177 175 161 
6M 205 199 143 186 195 198 190 192 220 
7F 169 162 159 209 211 188 138 196 161 
BM 185 147 157 151 173 176 139 160 125 
9M 104 167 131 92 133 144 121 143 73 

10F 164 105 156 117 136 156 141 184 131 
11F 161 181 119 170 167 137 60 128 141 
12M 147 146 108 63 138 140 95 98 138 
13F 147 172 91 87 155 167 113 111 140 
14M 167 153 179 169 186 160 158 154 171 
15F 196 203 193 196 212 202 189 199 215 
16M 200 202 185 166 156 173 140 155 170 
17F 129 191 177 184 186 150 211 181 151 
18M 235 196 199 116 216 198 199 211 176 



Verbatim recall- V 

Passage 

Subject 

1A 18 1C 2A 28 2C 3A 38 3C 

1F 70 80 75 60 73 43 87 62 84 
2F 128 101 100 95 107 86 99 102 79 
3F 116 137 1071 137 155 135 144 133 84 
4M 83 81 75 77 83 68 99 44 93 
5M 64 66 100: 67 40 109 97 91 64 
6M 121 123 51· 115 92 120 119 123 116 
7F 108 100 90: 107 112 101 83 108 96 
8M 102 84 89 63 87 96 95 96 63 
9M 47 98 63. 35 57 92 68 69 43 

10F 104 50 73 72 73 93 93 105 77 
11F 78 90 52, 77 66 61 31 49 46 
12M 77 82 45 23 44 73 67 41 58 
13F 65 114 44 47 76 96 57 66 70 
14M 108 91 111 1 80 125 104 107 83 97 
15F 138 128 116' 104 133 147 157 124 148 
16M 128 107 92 61 85 107 79 68 87 
17F 61 122 841 91 89 61 121 94 81 
18M 147 123 146 73 142 131 157 132 124 

Nonverbatim recall - X 
Passage 

Subject 

lA 18 1C 2A 28 2C 3A 38 3C 

1F 43 43 44 ' 54 39 61 21 33 38 
2F · 44 56 49 51 66 80 40 48 58 
3F 56 77 59 53 56 69 42 38 41 
4M 74 63 52 66 80 44 35 71 82 
5M 51 48 47 81 58 62 61 53 76 
6M 53 48 81 51 75 67 56 46 62 
7F 57 41 57 80 85 64 44 66 56 
BM 78 39 59 74 70 69 42 50 37 
9M 53 46 58 49 67 48 52 62 23 

10F 46 47 63 i 37 53 50 43 64 49 
11F 54 70 39 I 72 70 46 25 41 61 
12M 40 39 46 35 83 54 26 41 57 
13F 44 46 37 32 62 58 44 41 52 
14M 45 46 63 58 57 42 40 63 59 
15F 53 52 59 62 7.5 44 32 56 52 
16M 55 62 63 81 63 54 50 63 48 
17F 62 55 75 68 73 44 65 69 49 
18M 66 62 52 35 69 53 38 64 42 
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Intrusions - I 

Passage 

Subject 

1A 18 1C I 2A 28 2C 3A 38 3C 

1F 34 2 9. 21 21 7 5 15 9 
2F 15 21 14 1 16 13 11 13 10 16 
3F 22 18 26 I 21 9 20 16 10 18 
4M 6 28 23 21 28 18 7 26 24 
5M 23 18 35 24 37 19 19 31 21 
6M 31 28 11 I 20 28 11 15 23 42 
7F 4 21 12 ' 22 14 23 11 22 9 
8M 15 24 9 14 16 11 2 14 15 
9M 4 23 10 : 8 9 4 1 12 7 

10F 14 8 20 8 10 13 5 15 5 
11F 29 21 28 21 31 30 4 38 34 
12M 30 25 17 5 11 13 2 16 23 
13F 38 12 10 8 17 13 12 4 18 
14M 14 16 5 31 4 14 11 8 15 
15F 5 23 18 30 4 11 0 19 15 
16M 17 33 30 24 8 12 11 24 35 
17F 26 14 18 25 24 45 25 18 21 
18M 22 11 1 8 5 14 4 15 10 
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APPENDIX 3.3: EXPERIMENT'II: RAW DATA 

Score: -----w-..:---- -----v------ -----x------ -----1--------
Passage& 1A 2C 38 1A 2C 38 1A 2C 38 1A 2C 38 

Instr- Subj, 

uctions no. 

( 2 108 129 . 135 45 50 65 53 57 51 10 22 19 
( 3 118 155 169 70 82 74 34 57 80 4 15 15 
( 7 139 134 : 51 73 56 18 54 65 25 12 13 8 
( 8 134 151.113 71 97 52 51 50 52 12 4 9 
( 14 132 115.120 75 66 73 46 46 38 11 3 9 

p ( 1S 157 154 . 103 77 91 39 65 56 39 15 7 25 
( 23 96 155 111 43 73 65 41 62 38 12 20 8 
( 26 168 150 120 102 86 79 56 56 38 10 8 3 
( 29 139 146 . 179 57 86 119 50 45 49 32 15 11 
( 32 138 120 102 81 73 47 49 36 40 8 11 15 
( 35 147 163 . 1S8 106 97 151 36 60 33 5 6 4 
( 36 40 111 70 18 41 31 17 55 29 5 25 10 

5 213 170 177 139 101 115 59 53 57 15 16 5 
6 9S 87 37 60 40 17 33 42 19 5 5 1 
9 208 152 ; 189 106 69 84 75 66 76 9 10 3 

11 so 136 15S 36 7S 101 35 48 54 9 10 3 
13 125 173 ; 107 58 73 59 52 62 44 15 38 4 

N 16 194 169 63 75 86 33 89 65 19 30 18 11 
19 89 154 146 38 68 72 3S 70 61 13 16 13 
20 107 9S 128 75 25 83 31 61 40 1 12 5 
22 95 201 62 46 103 32 34 75 28 15 23 2 
24 167 132 215 93 47 97 52 66 S4 22 19 34 
25 104 119 :102 72 73 56 32 40 47 0 6 9 
2S 145 139 174 99 69 S5 45 59 72 1 11 17 

1 145 196 .174 50 107 95 71 62 63 24 27 16 
4 172 136 ,16S S7 56 S6 73 60 65 12 20 17 

10 111 133 125 53 42 50 43 66 63 5 25 12 
12 220 214 :18S 90 116 S7 94 64 82 36 34 19 
15 159 163 l02 94 S3 46 50 61 49 15 19 7 

L 17 160 1SS ;122 98 110 54 56 70 50 6 8 18 
21 114 167 135 45 49 70 48 76 46 21 42 19 
27 197 21S 125 87 95 38 78 71 51 32 52 36 
30 132 174 104 69 88 48 50 65 50 13 21 6 
31 171 144 ts5 95 88 106 65 36 67 11 10 12 
33 168 123 153 71 32 52 70 56 79 27 35 22 
34 161 142 14S so 54 59 63 67 68 18 21 21 
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APPENDIX 3.51 EXPERIMENT IV1 RAW DATA 

------------Passage •p·------------- ------------Passage 'Q'-------------

Recall order I ----Word~score---- Recall order/ ----Word-score----

Version/ Version/ 

Subject no. w v X I Subject no. w v X I 

( 2 129 78 29 22 ( 10 120 71 29 20 
( 4 81 42. 29 10 ( 11 95 44 29 22 
( 13 89 40 27 22 ( 20 62 19 35 18 

Pe ( 19 122 68 31 23 Qe ( 23 116 70 32 14 
( 28 151 57; 52 42 ( 25 117 81 35 1 
( 36 115 54 45 16 ( 27 19 71 41 7 

1 95 551 35 5 3 117 71 36 10 
12 45 15 26 4 8 102 51 28 23 

1st Pi 16 78 42: 32 4 1st Qi 18 94 53 25 16 

( 22 29 7 17 5 ( 21 82 52 22 8 
( 31 131 70 

I 

55 6 ( 26 56 27 26 3 
( 34 92 37 43 12 ( 30 94 39 39 16 

( 

( 6 90 46. 35 9 ( 5 89 42 25 22 
( 9 79 32 36 21 ( 7 110 66 32 12 

Pa ( 14 94 45 35 14 ( Qa 15 117 46 44 27 
( 24 117 53. 51 13 17 62 33 20 9 
( 29 82 31' 34 17 32 86 52 24 10 
( 33 85 H 31 7 35 92 42 35 15 

( 3 142 72 51 19 6 108 65 32 11 
( 7 110 67 35 8 12 80 45 23 12 
( 17 82 33 40 9 22 28 4 14 10 

Pe ( 18 127 65 44 18 ( Qe 24 130 81 36 13 
( 30 100 58 28 14 ( 33 89 55 23 11 
( 32 145 68 64 13 ( 34 113 57 35 21 

( 

( 5 94 53 41 0 ( 2 116 68 29 19 
I 

( 11 115 59 40 16 ( 9 108 62 32 14 
2nd Pi ( 15 134 79 41 14 2nd ( Qi 13 85 58 22 5 

( 20 100 4S 42 12 ( 14 93 46 34 13 
( 27 103 52 42 9 ( 29 133 72 35 26 
( 35 105 58 37 10 ( 36 90 52 27 11 

( 

( 8 85 45 29 11 ( ( 1 68 35 19 14 
( 10 136 69 56 11 ( ( 4 84 44 27 13 

Pa ( 21 78 4~ 34 1 ( Qa ( 16 78 37 32 9 
( 23 143 78 53 12 ( 19 112 71 29 12 
( 25 126 94 30 2 ( 28 132 71 34 27 
( 26 82 3~ 34 13 ( 31 114 87 23 4 



APPENDIX 3.6: EXPERIMENT V: PASSAGE F: CLAUSE OMISSIONS 

B~ subject 

Subject Total Su,bject Total Subject Total 
1 18 15 12 29 15 
2 24 i 16 17 30 16 
3 20 17 26 31 20 
4 17 . 18 24 32 16 
5 24 I 19 14 33 25 
6 18 20 26 34 22 
7 16 i 21 20 35 17 
8 17 22 30 36 15 
9 20 23 20 37 22 

10 26 ! 24 18 38 20 
11 14 25 21 39 27 
12 21 . 26 21 40 17 
13 30 27 15 41 15 
14 22 ; 28 22 

I 

B~ clause 

Clause Total Clause Total Clause Total 
1 4 ' 20 6 39 8 
2 5 21 24 40 13 
3 40 22 4 41 41 
4 17 23 0 42 25 
5 10 24 6 43 13 
6 40 25 4 44 5 
7 32 26 23 45 17 
8 7 . 27 26 46 34 
9 2 28 0 47 33 

10 16 : 29 1 48 1 
11 13 30 7 49 1 
12 17 31 6 50 0 
13 18 ' 32 22 51 0 
14 12 33 1 52 17 
15 34 I 34 0 53 33 
16 22 35 2 54 35 
17 13 36 11 55 12 
18 33 37 18 
19 20 38 28 



APPENDIX 4.1: EXPERIMENT I1 MEANS 

!Y subjects 

Clause rec:all and word-sc:ore means 
N 

Subjec:t Cl au us w v X 

1F 20.6 125.9 70.4 41.8 13.7 9 
2F 25.3 168.7 99.7 54.5 14.3 9 
3F 26.9 199.9 127.6 54.6 17.8 9 
4M 25. 1 161.2 78. 1 63.0 20. 1 9 
5M 23.8 162.4 77.6 59.7 25.2 9 
6M 25. 1 192.0 108.9 59.9 23.2 9 
7F 25.6 177.0 100.6 61.1 15.3 9 
8M 21.7 157.0 86.1 57.6 13.3 9 
9M 19.6 123. 1 63.6 50.9 8.7 9 

10F 22.2 143.3 82.2 50.2 10.9 9 
11 F 18.8 140.4 61. 1 53. 1 26.2 9 
12M 18.9 119.2 56.7 46.8 15.8 9 
13F 19.0 131.4 70.6 46.2 14.7 9 
14M 26.3 166.3 100.7 52.6 13. 1 9 
15F 27.3 200.6 132.8 53.9 13.9 9 
16M 23.7 171.9 90.4 59.9 21.6 9 
17F 25.3 173.3 89.3 60.0 24.0 9 
18M 27.4 194.0 130.6 53.4 10.0 9 

all M 23.5 160.8 88. 1 55.0 16.8 81 
all F 23.5 162.2 92.7 53.0 16.8 81 
all Ss 23.5 161.5 90.4 54.5 16.8 162 

sd on Ss' 3 I 1 26.3 23.2 5.8 5.4 18 
means 

overall 4.4 34.4 29.0 13.3 9.3 162 
sd 



By passages 

Clause recall and word-score means 
N 

Passage Clauses w v X 

lA 25.3 168.8 96.9 52.5 19.4 18 
18 24.8 170 .• 2 98.7 52.2 19.2 18 
1C 21.8 156.2 84. 1 55.7 16.4 18 
2A 23.2 152.8 76.9 57.7 18.2 18 
2B 24.9 173.8 91.1 66.7 16. 1 18 
2C 24.3 167 .• 8 95.7 56. 1 16. 1 18 
3A 21.9 148.8 97.8 42.0 9. 1 18 
38 23.7 159.9 88.3 53.8 17.8 18 
3C 21.3 155.5 83.9 52.3 18.7 18 

ALL 23.5 16 ,'5 90.4 54.5 16.8 162 

sd on 
passage 1.5 8.8 7.3 6.4 3.2 9 

means 

overall 4.3 34.4 29.0 13.3 9.3 162 
sd 

By order of administration 

Clause recall and word-score means 
Session- N 
trial Clauses w v X I 

1-1 20.7 138.8 68.9 51.7 19.4 18 
1-2 23.9 164.2 90.4 56. 1 17.8 18 
1-3 22.9 151.8 91.2 52. 1 14.5 18 
2-1 22.9 154. 1 83.2 53.8 17.2 18 
2-2 24.0 16$. 1 93.6 56.9 17.5 18 
2-3 23.7 166. 1 95.4 55.0 15.7 18 
3-1 23.7 164.8 93.3 54.3 17.2 18 
3-2 25.4 173.9 100.2 57.3 15.9 18 
3.3 24. 1 166.3 97.2 53.5 15.7 18 

ALL 23.5 16L 5 90.4 54.5 16.8 162 

sd on 
trial 1. 3 10.3 9.3 2.0 1.5 9 
means 

overall 4.4 34.4 29.0 13.3 9.3 162 
sd 



APPENDIX 4.2: EXPERIMENT I: ANOVA SUMMARY TABLES 

Clause recall 

Source d~ ss MS F p 

Squares 1 55.710 55.710 < 1 n.s. 
Subjects * 16 1375.580 85.974 
BETWEEN SUBJECTS 17 1431.290 84.193 9.817 «0.001 

Passages 8 321.123 40.140 4.681 <0.001 
Order 8 236.235 29.529 3.443 <0.01 
Error 128 1097.753 8.576 
WITHIN SUBJECTS 144 1655.111 

TOTAL 161 3086.401 

Total words - w 
Source d~ ss MS F p 

Squares 1 10496.4 10496.4 1. 759 n.s. 
Subjects * 16 95482.2 5967.8 
BETWEEN SUBJECTS 17 105980.6 6232.2 13.68 «O. 001 

Passages 8 11215.4 1401.9 3.076 <0.01 
Order 8 15136.8 1892 I 1 4. 151 (0.001 
Error 128 58341.4 455.8 
WITHIN SUBJECTS 144 84693.6 

TOTAL 161 190675.2 

Verbatim recall - v 

Source d~ ss MS F p 

Squares 1 5396.4 5396.4 1. 098 n.s. 
Subjects * 16 78627.2 4914.2 
BETWEEN SUBJECTS 17 84023.6 4942.6 20.61 «O. 001 

Passages 8 8365.3 1045.7 4.360 <0.001 
Order 8 12629.8 1578.7 6.583 (0.001 
Error 128 30698.3 239.8 
WITHIN SUBJECTS 144 51693.4 

TOTAL 161 135717.0 

* ie between subjects variance within squares 



Nonverbatim recall - X 

Source d~ ss MS F p 

Squares 1 160.0 160.0 <1 n.s. 
Subjects f 16 5224.4 326.5 
BETWEEN SUBJECTS 17 5384.4 316.7 2.459 <0.01 

Passages 8 5947.2 743.4 5. 774 <0.001 
Order 8 5947.2 743.4 5. 774 (0,001 
Error 128 16480.1 128.8 
WITHIN SUBJECTS 144 22992.0 

TOTAL 161 28376.4 

Intrusions - I 

Source d~ ss MS F p 

Squares 1 320.89 320.89 1. 249 n.s 
Subjects * 16 4110.64 256.92 
BETWEEN SUBJECTS 17 4431.53 89.44 1.531 n.s. 

Passages 8 1445.20 180.65 3.093 <0.01 
Order 8 302.20 37.78 <1 n.s. 
Error 128 7477.16 58.42 
WITHIN SUBJECTS 144 9224.56 

TOTAL 161 13656.09 

* ie between subjects v•riance within squares 



APPENDIX 4.3: EXPERIMENT IIa MEANS 

By instructions, order a·nd passages 

Word-score means 
N 

Factor w v X 

p 129.5 70.3 47.5 11.7 36 
Instructions N 136 •. 5 71. 2 52.3 13.3 36 

L 156.6 73.3 62.4 20.5 36 

lA 140.3 73.3 52.4 14. 1 36 
Passage 2C 150 •. 3 73.9 58.5 18.2 36 

3B 131.9 67.7 51.3 13.2 36 

1 120.9 54. 1 51.2 16 I 1 36 
Order 2 144o'3 75. 1 55.4 14.6 36 

3 157.2 85.7 55.6 14.8 36 

Overall mean 140.8 71.6 54. 1 15.2 108 
sd 38.7 25.9 15.5 10.0 108 

By instructions-order combi nati ens 

Order Instructions w v X I 

p 116,, 2 57 I 1 46.3 13.8 
N 109.8 50.9 46.8 12.8 
L 136·. 4 54.2 60.6 21.7 

p 127.8 69.4 47.0 10.5 
2 N 1421.3 74.0 55.2 13. 1 

L 162.8 81.8 60. 1 20. 1 

( p 144.2 84.3 49.2 10.8 
3 ( N 157.4 88.7 54.9 13.8 

( L 170.6 83.3 66.7 19.8 



APPENDIX 4.41 EXPERIMENT IIt ANOVA SUMMARY 
TABLES FOR WORD-SCORE DATA 

Total words - w 

Source d~ ss MS F p 

Instructions 2 14284.4 7142.2 3.988 (0,05 
Squares * 9 29412.6 3268.1 1.825 n.s. 
Error 24 42987.4 1791. 1 
BETWEEN SUBJECTS 35 86684.3 

Passages 2 6120.2 3060.1 4.566 (0.05 
Order 2 24867.1 12433.5 18.55 <0.001 
p K I 4 495.5 123.9 < 1 n.s. 
0 1< I 4 1895.3 473.8 < 1 n.s. 
Error 60 40208.7 670.2 
WITHIN SUBJECTS 72 73586.7 

TOTAL 107 160271. 0 

Verbatim recall - v 

Source d~ ss MS F p 

Instructions 2 146.7 73.4 <1 n.s. 
Squares * 9 12617.4 1401.9 1. 332 n. s. 
Error 24 25252.2 1052.2 
BETWEEN SUBJECTS 35 38016.3 

Passages 2 774.2 387. 1 1. 809 n.s. 
Order 2 18354.7 9177.3 42.89 «O. 001 
p K I 4 750. 1 187.5 (1 n.s. 
0 1< I 4 1213.8 303.4 1. 418 n.s. 
Error 60 12837.9 214.0 
WITHIN SUBJECTS 72 33930.7 

TOTAL 107 71947.0 

* i e between subjects variance within squares 



Nonverbatim recall - X 

Source df ss MS F p 

Instructions 2 4203.9 2102.0 13.57 <0.001 
Squares * 9 1070.2 118.9 <1 n.s. 
Error 24 3718.7 154.9 
BETWEEN SUBJECTS 35 8992.7 

Passages 2 1082.3 541.2 2.267 n.!il. 
Order 2 583.7 291.8 1.223 n. s. 
p M I 4 544.0 136.0 <1 n.s. 
0 M I 4 333.1 83.3 (1 n.s. 
Error 60 14321.5 238.7 
WITHIN SUBJECTS 72 16864.7 

TOTAL 107 25857.4 

Intrusions - I 

Source df ss MS F p 

Instructions 2 1600.96 800.48 5.478 (0.01 
Squares * 9 1640.47 182.28 1. 247 n.s. 
Error 24 3506.89 146.12 
BETWEEN SUBJECTS 35 6748.32 

Passages 2 506.02 253.01 4.882 <0.05 
Order 2 50.24 25.12 <1 n.s. 
p M I 4 229.76 57.44 1. 108 n.s. 
0 M I 4 62.70 15.68 <1 n. s, 
Error 60 3109.27 51.82 
WITHIN SUBJECTS 72 3958.00 

TOTAL 107 10706.32 

* i e between subjects variance within squares 



APPENDIX 4.51 EXPERIMENT I I I I MEANS 

Session 1, both passages 

Word-score means 
Factor N 

w v X 

Passage s read first 140 I 1 61.0 54.4 24.6 
read second 140.0 71.0 45.8 23.5 8 

Passage T read first 195.5 93.0 71.9 30.6 
read second 176.4 86.9 67.3 22.3 

Read first 167.8 77.0 63.2 27.6 16 
Read second 158.2 78.9 56.5 22.9 

Passage s mean 140 I 1 66.0 50. 1 24.1 
Sod I 28.4 21.8 10.5 9.5 16 

Passage T mean 185.9 90.0 69.6 26.4 
s.d. 22.2 18.0 10.5 12.0 

Overall mean 163.0 78.0 59.8 25.3 32 
s.d 34.2 23. 1 14.2 10.5 

Session 2, Passage s 

Ward-scare means 
Factor N 

w v X 

Read first 124.3 41.8 52.2 30.2 16 
Read second 149.7 44.3 61.2 44.2 

Recalled before 138.4 53.0 54.5 30.9 16 
Not recalled before 135.6 33. 1 59.0 43.6 

Recalled first 123.7 38.0 52.1 33.6 16 
Recalled second 150.3 48.0 61.4 40.9 

Overall mean 137.0 43.0 56.8 37.2 32 
s.d. 36.0 18.3 13.8 24.2 

Session 2, Passage T 

Ward-scare means 
Factor N 

w v X 

Read first 139.8 54.6 56.4 28.7 16 
Read second 141.4 52.5 57.9 31.0 

Recalled before 173.2 73.8 71.0 28.4 16 
Not recalled before 108.0 33.4 43.4 31.3 

Recalled first 163. 1 61.3 62.9 38.9 16 
Recalled second 1.18.1 45.8 51.4 20.8 

Overall mean 140.6 53.6 57.2 29.8 32 
s.d. '52. 0 26.7 19.5 17.7 



APPENDIX 4~6: EXPERIMENT III1 ANOVA SUMMARY TABLES 

Session 1, both passages 

Sc:ore Sourc:e df ss MS F p 

Passage 1 16836 16836 25~90 ((0,001 
Reading 1 741 741 1. Ui n~s~ 

w p K R 1 722 722 1.12 n ~~ 1 
Error 28 18063 645 
TOTAL 31 36362 

Passage 1 4584 4584 11~24 <0~01 
Reading 1 30 30 <1 n~s~ 

v p K R 1 520 520 1. 27 n~s. 

Error 28 11431 408 
TOTAL 31 16565 

( Passage 1 302215 302215 30113 ((01 001 
( Reading 1 35718 35718 3.57 nISI 

X ( p K R 1 34.0 3410 < 1 nIsI 
( Error 28 280919 100.3 
( TOTAL 31 6224.2 

Passage 1 45. 1 45. 1 < 1 n~s. 

Reading 1 18015 18015 1. 64 n~!i~ 

I p x R 1 105 I 1 105 I 1 <1 nISI 
Error 28 3077 I 2 109.9 
TOTAL 31 3408.0 



Session 2, Passage S 

Score Source df ss MS F p 

( Reading 1 5151 5151 5.04 (0105 
( Before 1 61 61 (1 n~s~ 

( Order 1 5670 5670 5153 (0105 
( R K B 1 3570 3570 3140 n~s. 

w ( R X 0 1 8 8 <1 n~s~ 

( B K 0 1 136 136 <1 n.fl. 
( R x B X 0 1 339 339 ( 1 nIsI 
( Error 24 .-25239 1052 
( TOTAL 31 40174 

( Reading 1 48 48 ( 1 n~s. 

( Before 1 3180 3180 14172 (01001 
( Order 1 810 810 31 7ei n 1 5. 
( R x B 1 358 358 1. 66 n~s. 

v ( R X 0 1 23 23 ( 1 n~s. 

( B X 0 1 587 587 2172 n~s~ 

( R X B X 0 1 157 157 (1 n Is. 
( Error 24 5183 216 
( TOTAL 31 10345 

Reading 1 67513 67513 5.05 (0105 
Before 1 17518 175.8 1. 31 n~s. 

Order 1 65710 65710 4.91 (0105 
R x B 1 140.3 14013 1. 05 n~s. 

X R X 0 1 11.3 11.3 (1 n~s~ 

B K 0 1 710 7.0 <1 n I 5. 

R x B X 0 1 019 0.9 ( 1 n.s~ 

Error 24 321013 13.8 
TOTAL 31 4877. B 

Reading 1 1544 1544 3105 n 1 s. 
Before 1 1288 1288 2~52 nIsI 
Order 1 428 428 ( 1 n~s. 

R X B 1 872 872 1. 71 n 1 s~ 
R K 0 1 23 23 ( 1 n Is. 
8 X 0 1 109 109 ( 1 n~s~ 

R X B X 0 1 20 20 <1 n~s. 

Error 24 12243 510 
TOTAL 31 16535 

A70 



Session 2, Passage T 

Reading 1 23 23 < 1 n. s. 
Before 1 33996 33996 32. 19 «0.001 
Order 1 1'6245 16245 15.38 <0.001 
R K B 1 4536 4536 4.30 <0.05 

w R X 0 1 2610 2610 2.47 n.s. 
B X 0 1 95 95 <1 n.s. 
R X B )( 0 1 871 871 <1 n.s. 
Error 24 25460 1056 
TOTAL 31 8.3836 

Reading 1 36 36 (1 n.s. 
Before 1 13041 13041 47.89 «O. 001 
Order 1 1922 1922 7.07 (0.05 
R X B 1 

I 

465 465 1. 71 n.s. 
v R X 0 1 25 25 < 1 n.s. 

B X 0 1 41 41 <1 n.s. 
R x B X 0 1 24 24 <1 n.s. 
Error 24 .6536 272 
TOTAL 31 2:2090 

Reading 1 18.0 18.0 < 1 n.s. 
' Before 1 6105.2 6105.2 31.93 ((0, 001 

Order 1 1058.0 1058.0 5~53 <0.05 
R K B 1 ' 450.0 45010 2~35 n.s~ 

X R x 0 1 990.1 9901 1 5. 18 <0.05 
B K 0 1 144.5 144.5 <1 n.s. 
R x B x 0 1 0. 1 0. 1 <1 n.s. 
Error 24 458910 191.2 
TOTAL 31 1335419 

Reading 1 43 43 <1 n.s. 
Before 1 63 63 <1 n 1 s. 
Order 1 2610 2610 7~21 <0~05 

R x B 1 604 604 1. 67 n.s~ 

R X 0 1 : 215 215 <1 n.s. 
B x 0 1 75 75 <1 n Is. 
R x B X 0 1 621 621 1. 72 n.s. 
Error 24 8693 363 
TOTAL 31 13424 

Z71 



APPENDIX 4.7: EXPERIMENT III: ANALYSIS OF GROUP DIFFERENCES 

EKplanation 

The purpose of thts small study is to compare the two main groups of 
subjects in EKperiment III to determine how its results might have been duo to 
inadvertent group differences. The two groups of subjects were those 
recalling Passage S in : the first session (·Group S' l, and those recalling 
Passage Tin the first session ('Group T'l. 

Previous data from EKperiments I or II was used to estimate each subject's 
performance in relation to other subjects. This is shown in the second Table 
below, where each subject's word-score means are expressed as a difference 
between from the mean fo~ the condition. Positive values indicate higher 
scores than the condition mean. Group T subjects do appear to have scored 
higher on these measures :in the past, but the differences are small and the 
numbers of subjects sc~ring above or below their earlier means are roughly 
equal for each group. Gr.oup differences are not significant on t~tests, 
except marginally for ~ntrusions. The first table summarises data from 
Experiment III alongside the same figures 'corrected' to account for the group 
differences that were found. Unsurprisingly, these corrections have little 
effect on the results, which seem to be the product of genuine differences 
between the passages themselves. 

Word-score data before and after 'correction' for group differences 

Passage I Session 

Original data 

s 

T 

S 8c T 

1 
2R 
2N 

1 
2R 
2S 

1 
2R 
2N 

'Corrected' data 

s 

T 

S 8c T 

1 
2R 
2N 

1 
2R 
2N 

1 
2R 
2N 

w 

140. ~ 
138.4 
135.6 

I 

185.9 
173.2 
108.0 

163.1!1 
155.8 
121.8 

' 

143.5 
141.8 
129.7 

179.6 
166.9 
111. 4 

161.6 
154.4 
120.6 

Word-score means 

v 

66.0 
53.0 
33. 1 

90.0 
73.8 
33.4 

78.0 
63.4 
33.3 

65.0 
52.0 
28.9 

85.8 
69.6 
32.4 

75.4 
60.8 
30.7 

X 

50. 1 
54.5 
59.0 

69.6 
71.0 
43.4 

59.9 
62.8 
51.2 

51.6 
56.0 
57.5 

68. 1 
69.5 
44.9 

59.9 
62.8 
51.2 

Group N 

24.1 s 
30.9 s 
43.6 T 

26.4 T 
28.4 T 
31.3 s 

25.3 S8cT 
29.7 su 
37.5 S8cT 

27.0 s 
33.8 s 
43.0 T 

25.8 T 
27.8 T 
34.2 s 

26.4 su 
30.8 su 
38.6 sn 

16 

16 

32 

16 

16 

32 

2.72 



I 

Recall E!erformance of all subjects in E!revious eKE!eriments eKE!ressed 
as deviations from the mean of their exE!erimental conditions 

Previous, Mean word-score de vi ati ons 
Subject experiment 

Group number & condition w v X 

( 1 II p +16.5 +18.7 +2.5 -4.7 
( 2 II P -7.9 -9.0 +1.5 -0.5 
( 3 II N +14.2 +4.5 +9.4 o.o 
( 4 II L + 10. 1 +23.0 -3. 1 -9.5 
( 13 II P +3.2 +3.0 +3.5 -3.4 
( 14 II N -1.5 -7.9 +0,4 +5.7 
( 15 II L +0,7 +14.0 -3.7 -9.8 

s ( 16 I +4.7 +10.4 -2. 1 ~3.7 

( 17 II L -15. 1 +1.0 -9.1 -6.8 
( 18 I +15.5 +10.2 +6.7 -1.5 
( 19 I I N -62.4 -32.2 -22.3 -8.o 
( 20 I I N I -6.9 -11.9 +4,0 +0.7 
( 29 I +39. 1 +41. 8 o.o -2.9 
( 30 I I N -24.8 -10.2 -7.0 -7.3 
( 31 I I L -17.7 -18.6 -5.7 +6.8 
( 32 I I p -21.5 -21.3 +0.5 -0.7 

5 I -18.2 -8.9 -3.4 ~5.9 

6 II P +17.8 +5.0 +13.2 -0.4 
7 II P -5.5 -17.0 +6.2 +5.3 
8 I +38.4 +37. 1 +0.3 +1.0 
9 II p +36.5 +47.7 -4.8 -6.7 

10 I I L +50.9 +24.4 +17.6 +9.2 
11 I I N +50.2 +47. 1 +4.0 -1.3 

T 12 I I N +5,2 -6.5 +5.0 +6.4 
21 I I N -11.8 +0.5 -6.6 -6.0 
22 I I L -19.9 -5.0 -7.4 -7.2 
23 I I p -9.5 -3.3 -5.8 -0.4 
24 II L -8.4 -21.6 +5.9 +7,5 
25 II N +46.0 + 15. 1 +19.7 + 11.0 
26 II L +1.7 +3.0 +3.3 -4.2 
27 II N -17.2 -10.9 -6.6 o.o 
28 II P -55.8 -40.3 -17.2 +1.6 

Group s mean -3.4 +1.0 -1.5 -2.9 
5. d. 23.3 29.8 7.4 4.9 

Group T mean +6,3 +4.2 +1.5 +0.6 
s. d. : 30.8 24.6 10.3 5.9 

1-tailed t-test t 1. 005 0.321 0.916 1.768 
p n. s. n, s. n.s. (0,05 

2.73 



APPENDIX 4.8: RATING STUDY: MEAN RATINGS OF CLAUSES 

Passage and N* 
clause type A B c D E F G H l 

peripheral 7 3179 4.39 3.57 3.36 4,50 2.82 3.86 3161 :5. 18 
redundant 9 4.25 4.81 4.06 3.72 4.83 3. 17 3.56 3.86 5.20 
remainder 15 4120 5.22 3.98 3.62 :;;. 07 3173 2.63 3. 73 5~53 

1A 
most ami tted 9 4~00 4.45 4.08 3, ns 4.42 3.08 3.53 3.78 4.86 
least emitted 21 4 I 18 5 a 23 3.95 3,54 5.07 3146 2.90 3.65 5152 

overall 30 4.13 4.99 4.00 3.60 4.88 3.35 3.09 3169 5.32 

( peripheral 7 4~00 6.07 3.79 3139 4 I 11 4~25 3.47 3~39 4~61 
( redundant 11 4.04 5.32 4.00 3.09 3189 3.84 3186 3.80 4.84 
( remainder 15 3.63 5~40 4.32 3~45 4.25 4.35 3.75 3185 4. 73 

2C ( 

( most omitted 8 3181 5.41 3~66 3. 19 4.06 3.97 3.88 3.85 4.81 
( least ami tted 22 3191 :5~47 4' 17 3.46 4.32 4.28 3.76 3.81 4.81 
( 

( overall 30 3.88 5 •. 45 4.03 3.38 4.25 4120 3.78 3~82 4.81 

peripheral 10 3.78 4.85 4. 13 3.63 4~68 5.65 3.93 4.60 4.98 
redundant B 3166 4.97 3.41 4. 16 4~69 4.82 4.47 4178 5 D 13 
remainder 14 4109 5.54 4177 3.96 4143 5.08 3.60 3.77 4.55 

3B 
most ami Had 10 3.83 4178 3.88 3.55 4.38 5.08 4.25 4.53 5. 10 
1 east omitted 20 3.94 5.50 4.54 4.06 4.61 5.43 3.39 4.05 4.66 

overall 30 3.90 5.26 4.32 3.89 4.53 5.31 3.82 4.21 4.81 

( peripheral 24 3.86 5~10 3.83 3.46 4.43 4.24 3.75 ::s. 87 4.92 
( redundant 28 3.98 4.97 3.82 3.66 4147 3.94 3.96 4. 15 5. 17 
( remainder 44 3~97 5.39 4.36 3.68 4.58 4.39 3.33 3.77 4.94 

All ( 

( most omitted 27 3.88 4.88 3.87 3.50 4.28 4.04 3.89 4105 4.92 
( 1 east omitted 63 3.99 5.40 4.22 3.69 4.67 4.39 3.35 3.84 5.00 
( 

( overall 90 3.97 5.20 4. 12 3.62 4.55 4.29 3.56 3~91 4.97 

* a total of 6 clauses were classified as both peripheral and redundant 

h74-
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APPENDIX 4~10: EXPERIMENT III: ANOVA SUMMARY TABLES 
FOR CLAUSE RECALL AND WORD-SCORE DATA 

Passage P 

Variable Source d~ ss MS F p 

Version 2 23172 11~86 1. 21 n~s~ 

Order 1 30.25 30.25 3.09 n~s. 

Clauses v )( 0 2 22~17 11~09 1. 13 n~s~ 

Error 30 293150 9.78 
TOTAL 35 369.64 

( Version 2 3283 1641 2.51 n Is. 
( Order 1 2550 2550 3.90 n.s~ 

w ( v )( 0 2 1094 547 ( 1 n~!i. 

( Error 30 19626 654 
( TOTAL 35 26553 

Version 2 714 358 1. 24 n.s~ 

Order 1 1806 1806 6.26 (0105 
v v )( 0 2 470 235 <1 n I G 1 

Error 30 8652 288 
TOTAL 35 11643 

Version 2 2514 12.7 (1 n~s. 

Order 1 26618 26618 2150 n1u1 
X v )( 0 2 51.7 25.9 ( 1 n~s. 

Error 30 3201.0 106.7 
TOTAL 35 354419 

Version 2 626.2 313. 1 8 I 11 (0.01 
Order 1 10010 100.0 2.59 n Is. 
v )( 0 2 257. 1 13716 3156 (0,05 
Error 30 115817 38.6 
TOTAL 35 216010 



Passage Q 

Variable Source df ss MS F p 

Version 2 7.72 3186 < 1 n~s~ 

Order 1 0.25 0.25 <1 n~g. 

Cl au us v I( 0 2 18.50 9.25 <1 n.s. 
Error 30 444150 14.82 
TOTAL 35 470.97 

Version 2 50 25 ( 1 n.s. 
Order 1 27 27 < 1 n.s. 

w v I( 0 2 1139 570 (1 n. s. 
Error 30 17777 593 
TOTAL 35 18993 

Version 2 57 29 ( 1 n.s~ 

Order 1 6 6 ( 1 n Is. 
v v I( 0 2 538 269 ( 1 n.~~~ 

Error 30 11011 367 
TOTAL 35 11612 

Version 2 39.5 19.8 ( 1 n 1 s. 
Order 1 80.0 80.0 1. 70 n~s~ 

X v I( 0 2 7.6 3.8 (1 n.s. 
Error 30 141312 47.1 

. TOTAL 35 1540. 1 

Version 2 8.7 413 ( 1 n~s~ 

Order 1 1.8 1. 8 (1 n~s. 

v I( 0 2 32.8 1614 ( 1 n~s. 

Error 30 1307.7 43.6 
TOTAL 35 1351.0 



APPENDIX 5.1: EXPERIMENT I: CLAUSE OMISSION FREQUENCIES 

Mean omissions 
per clause 

Clause Omissions per clause, by passage by structure 
no. 

1A 18 1C 2A 28 2C 3A 38 3C 2 3 ALL 

1 0 0 0 0 0 0 0 1 0 o.o 0.0 0.3 o. 1 
2 0 0 0 0 ·4 4 0 2 0 o.o 217 017 1.1 
3 0 1 0 0 1 5 1 5 1 0.3 2.0 2.3 1.5 
4 3 3 2 3 2 11 0 1 3 2.7 5.3 1.3 3. 1 
5 2 0 6 5 0 0 2 0 1 2.7 1.7 1.0 1.8 
6 0 0 0 3 2 7 3 3 1 o.o 4.0 2.3 2 I 1 
7 0 1 3 4 2 10 2 10 2 1.3 5.3 417 3.8 
8 1 0 4 9 3 2 5 6 1 1.7 4.7 4.0 314 
9 2 2 6 1 6 11 0 0 7 313 6.0 213 3.9 

10 7 2 8 1 ·1 0 5 2 8 5.7 017 5.0 318 
11 0 3 16 0 4 1 7 4 7 6.3 1.7 6.0 417 
12 5 6 3 3 0 0 9 4 8 417 1.0 7.0 412 
13 5 1 7 4 5 0 10 10 9 4.3 310 917 5.7 
14 10 0 4 11 6 0 6 2 10 4.7 5.7 610 5.4 
15 2 7 10 11 3 14 7 3 4 613 9.3 4.7 6.8 
16 5 7 5 4 5 0 8 3 7 517 310 6.0 4.9 
17 12 0 3 5 3 0 6 5 8 5.0 2.7 6.3 4.7 
18 2 3 7 10 2 3 2 4 1 4.0 5.0 213 3.8 
19 0 9 6 7 1 4 4 7 2 5.0 4.0 4.3 4.4 
20 5 6 4 12 2 5 6 8 8 5.0 6.3 713 6.2 
21 4 0 8 0 6 6 4 1 8 410 4.0 4.3 4.1 
22 1 0 10 2 5 0 4 4 14 3.7 2.3 713 4.4 
23 0 12 10 5 8 2 5 2 2 7.3 5.0 3.0 5 I 1 
24 9 5 11 5 6 3 11 2 1 813 4.7 417 5.9 
25 0 0 3 8 1 0 8 9 9 1.0 3.0 8.7 4.2 
26 0 2 5 1 3 5 5 2 8 2.3 3,0 5.0 3.4 
27 2 11 4 3 :t 0 5 1 7 5.7 1.3 4.3 3.8 
28 1 2 3 4 0 6 7 7 8 2.0 313 7.3 3.8 
29 2 12 0 1 4 1 11 4 10 4.7 2.0 8.3 510 
30 1 1 0 2 5 2 2 0 2 017 310 1.3 1.7 

mean 2.7 3.2 4.9 411 310 3.4 418 3.7 512 3.6 315 416 3.90 
s.d. .3 I 2 3 I 8 3 I 9 3 I 6 2~2 3.9 3.2 3.1 3.8 2.0 1.9 2.4 1. 52 

'A78 



APPENDIX 5.2: EXPERIMENT I1 CLAUSE OMISSION FREQUENCIES! 
OBSERVED AND EXPECTED DISTRIBUTIONS 

Omission frequency (cut cf 18) 
)ass. Distr. 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1A Cbs. 10 4 6 1 1 4 0 1 0 0 
El<p. 1.6 5 I 1 7.7 7.2 4.8 2.4 0.9 0.3 0 I 1 

18 Cbs. 10 4 4 3 0 1 2 2 0 1 0 2 
El<p. 0.9 3.4 6.3 7.3 5.9 3,6 1.7 0,6 0.2 0 I 1 

lC Cbs. 6 0 1 5 4 2 3 2 2 0 3 1 0 0 0 0 
El<p. 0. 1 0.6 2.1 4.1 5.9 6.2 5.2 3.3 1.7 0.7 o. 2 o. 1 

2A Cbs. 5 4 2 4 4 4 0 1 1 1 1 2 
El<p. 0.3 1.5 3.7 5.9 6.6 5.5 3.6 1.8 0.7 0.3 0. 1 

28 Obs. 4 5 5 4 3 4 4 1 
El<p. 1.1 4.0 6.8 7.4 5.6 3.2 1.4 0.5 0.1 

2C Obs. 11 2 3 2 2 3 2 1 0 0 2 0 0 
El<p. 0.7 2.9 5.8 7 I 1 6.2 4.1 2.1 0.8 0.3 0. 1 

3A Obs. 4 1 4 t 3 5 3 3 2 1 1 2 
El<p. o. 1 0.7 2.2 4.4 6.0 6.2 4.9 3 I 1 1.6 0.6 o. 2 o. 1 

38 Cbs. 3 4 6 3 5 2 1 2 1 1 2 
El<p. 0.5 2.2 4.8 6.7 6.6 4.8 2.7 1. 2 0.4 0. 1 

3C . Obs. 2 6 4 1 1 0 0 4 7 2 2 0 0 0 
El<p. o. 1 0.5 1.6 3.5 5.4 6.1 5.5 3.8 2.2 1.0 0.4 0. 1 

ALL Cbs 55 30 35 24 23 25 15 17 13 7 11 8 4 0 2 
El<p. 5 21 41 54 53 42 28 15 7 3 1 



I 

~PPENDIX 5.3: EXPERIMENTS I AND I I: PASSAGES 1 A I 2C 1 381 
:LAUSE OMISSIONS BY CONDITION 

t = Experiment I 
) , N, L = 'Precise', 'Normal'' 1 'Liberal' conditions, Experiment II 

----Passage 1A---- ----Passage 2C---- ----Passage 38--=-
:1 I 

I 0, I p N L all I p N L all p N L all 

1 0 0 1 0 1 ,0 0 0 0 0 1 1 0 0 2 
2 0 2 0 1 3 :4 3 1 2 10 2 6 5 1 14 
3 0 2 1 1 4 ·5 7 5 5 22 5 4 6 1 16 
4 3 2 3 1 9 11 7 7 3 28 1 1 1 0 3 
5 2 3 4 1 10 0 0 0 1 1 0 0 3 1 4 
6 0 0 3 0 3 7 8 5 6 26 3 4 1 4 12 
7 0 1 1 0 2 10 10 7 9 36 10 10 10 8 38 
8 1 1 3 0 5 '2 0 3 0 5 6 8 8 7 29 
9 2 5 6 2 15 11 9 6 7 33 0 3 3 2 8 
0 7 8 4 6 25 ;0 1 0 0 1 2 4 2 0 8 
1 0 0 1 3 4 1 4 2 2 9 4 5 3 3 15 
2 5 7 5 6 23 :o 0 0 0 0 4 5 5 6 20 
3 5 6 7 4 22 .o 2 1 0 3 10 6 9 2 27 
4 10 8 6 3 27 0 6 3 1 10 2 3 4 0 9 
5 2 8 6 6 22 14 10 8 5 37 3 2 1 0 6 
6 5 6 8 6 25 0 0 0 0 0 3 5 2 2 12 
7 12 10 10 11 43 .o 0 0 0 0 5 6 5 5 21 
8 2 2 3 1 8 '3 3 1 1 8 4 5 5 4 18 
9 0 2 0 0 2 :4 6 2 3 15 7 6 5 8 26 
0 5 8 4 7 24 5 6 6 6 23 8 8 5 8 29 
1 4 2 3 3 12 6 4 5 4 19 1 1 2 1 5 
2 1 4 1 0 6 'o 0 1 0 1 4 4 5 4 17 
3 0 1 0 1 2 '2 1 3 0 6 2 1 7 4 14 
4 9 8 7 8 32 3 0 2 2 7 2 5 6 5 18 
5 0 1 2 1 4 0 1 3 2 6 9 10 8 6 33 
6 0 1 0 0 1 5 8 8 8 29 2 3 4 5 14 
7 2 1 1 1 5 0 0 1 1 2 1 5 4 4 14 
8 1 0 0 1 2 6 4 4 5 19 7 11 9 9 36 
9 2 0 3 2 7 1 1 0 1 3 4 9 6 7 26 
0 1 0 1 2 4 2 1 1 1 5 0 0 1 0 1 



~PPENDIX 5.4: EXPERIMENTS I AND II: PASSAGES 1A, 2C AND 38: 'HALF
)ASSAGES' OF THE 50% MOST AND 50% LEAST FREQUENTLY OMITTED CLAUSES 

)assage 1A: least frequently emitted clauses 
I 

Jne day Ernu decided to. hunt the giant armadillo. He went to his grandfather 
:irst and borrowed some of his poison arrows, ,,, After this he walked deep into 
:he forest, where he slep~ the night en some dry leaves in a cave. Early in the 
1crning he was wakened by a noise ••• but eventually noticed a humped shape some 
~ay off , , , quickly he fired several arrows into it • , , and found the fabulous 
trmadillc, b~t it was already quite dead ••• to skin the monster of its tough, 
.egendary hide. Then he h~d to drag the bulk back through the forest, and after 
1any hours reached his tribe's village, He shewed the hide to his grandfather, 
.•• that he gave Ernu a fine• timber hut. 

~assage 1A: most frequently emitted clauses 

•• then visited the village shrine and prayed to his tribe's ancestral spirits 
and crept cut of the cav~ into the moonlight. At first he could see nothing 

txcept the misty river-banks, ••• Suddenly the shape vanished into the forest. 
~rnu ran after it. He plunged into the undergrowth, bow and arrows in hand. He 
:allowed the animal's tracks fer ever half an hour, until he came cut into a 
iwampy clearing. He looked around for a while before espying a shadowy depression 
n the undergrowth: ••• There was a loud roar. He ran over ••• Ernu jumped among 
:he bushes ••• who was so pr~;~ud ••• 

~assage 2C: least frequently,cmitted clauses 

n trying to shave one morning, ••• that the motor made a most distubing grating 
iound ••• I took the back of 'the razor off ••• when a dozen tiny curlicues of 
tetal fell cut ••• I then shewed the razor to a friend, who knew a lot about such 
1atters, ••• and then he took the back off, whereupon some pieces of charred 
1lastic rattled to the floor •••• He gave me a few words of advice1 I should have 
:ound out long ago how to use an electric razor, and hew to manage without th~ 
1cap and razor blades ••• I walked home disheartened getting out an old 
:ut-throat with my left hand and with my right, tossing the battery razor through 
.he window. 

'assage 2C: most frequently omitted clauses 
I 

•• which is always a dismal prospect before breakfast, I found to my surprise, on 
iwitching en, ••. which alar~ed me at first. Indeed I had never heard its like 
1efcre ••• to leek inside fc!r anything amiss, ••• and disappeared into the carpet 
•. or so he let ethers believe. He said he didn't like the lock of the steel 
ragments, ,,, alarming me ~ven mere, because there couldn't have been much left 
nside by then. But my friend placed the razor on the table, where the sunlight 

!listened en the rust ••• which had had such a deleterious effect ••• and went 
tome to have a shave in the bathroom, ••• 



>assage 38: least frequently omitted clauses 

:t was indeed a beautiful house. The decorators had tried their best with the 
lecor; .~. one saw classical, Georgian and ultramodern rooms immediately adjacent. 
The plumbers had installed a solid silver bath and conected it to unbelievably 

1uiet water-piping, ,,, Glittering crystal taps projected from the feet of the 
1ath. The kitchen had been uniquely fitted cut: ••• to enhance the walls by 
:using their surfaces with oxyacetylene torches so that they acquired a glass-like 
:inish, ,,, The architects had chosen the site of the house, ••• so that it netled 
.n its landscaping ,,, The nurserymen had been hired from a botanical gardens, and 
:hey planted many exotic shrubs, ••• Both bride and groom were overjoyed with 
:heir new home. 

~assage 381 most frequently omitted clauses 

•• each room represented a different period: ••• hidden from sight, which was to 
1in an important industrial award ,,, one wall housed a deep-freeze the size of a 
imall room, and the floor was supposedly self-cleaning. The builders had taken 
:rouble ••• and by using blue-tinted concrete. Heating was provided by large 
:eiling panels which were no fire hazard due to their low temperature ••• and had 
1ositioned it carefully in relation to the terrain, ••• as a chick snuggles in a 
1en's nest. The site also provided the maximum protection from the elements 
listributing them in clusters so as to lend an almost subtropical air to the 
letting ••• 



)PENDIX 5.5: EXPERIMENTS I AND II: RECALL CONTINGENCIES 

uisage lA: recall (1) and omission < 0) of c 1 auees 

Clauses 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

bjects 
1 1 1 1 0 0 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 
2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 
3 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 
5 1 1 1 1 1 1 1 1 1 0 1 0 0 0 1 1 0 1 1 0 0 0 1 0 1 1 1 1 1 1 
6 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 
7 1 1 1 1 1 1 1 1 I I I 1 I I I 0 0 1 1 I 1 1 1 1 I 1 1 1 1 1 
8 I 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 I 1 I 1 1 0 1 1 1 1 I 1 
9 1 1 I 1 1 1 1 0 1 0 1 1 1 1 I 1 0 0 1 0 0 I 1 1 1 1 0 1 1 1 
10 1 1 1 0 0 1 1 1 0 1 1 1 0 0 1 1 0 1 1 1 1 1 1 I 1 1 1 1 I 1 
11 1 1 1 1 1 1 1 1 1 1 I 0 0 0 0 0 0 0 1 0 I 1 1 0 1 1 1 1 0 1 
12 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 
13 1 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 0 1 1 0 0 1 1 0 I 1 0 1 1 1 
14 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 
15 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 I 1 1 1 1 1 1 
16 1 1 1 1 1 1 1 1 1 0 I 1 1 0 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 
17 1 1 I 0 1 1 I 1 1 0 I 0 0 0 1 0 1 1 1 I 1 1 1 0 1 1 1 0 0 0 
18 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 
19 1 1 1 1 1 1 1 1 0 0 I 1 0 0 0 0 0 1 1 0 1 1 I 0 1 1 1 1 1 1 
20 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 0 1 0 1 1 1 0 1 1 1 1 1 1 
21 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 1 0 1 I 0 1 0 1 0 1 1 1 1 1 1 
22 1 1 1 1 1 1 0 1 0 0 1 0 0 0 0 0 0 1 1 0 I 1 1 1 1 1 1 1 1 1 
23 1 1 I 1 1 1 I 1 I 0 I 0 0 0 1 1 0 1 0 0 1 1 1 0 I 1 I 1 1 1 
24 1 1 1 1 0 1 1 1 1 0 I 1 1 0 1 1 1 1 1 1 1 0 1 0 1 1 1 1 I 1 
25 1 1 0 0 1 1 1 1 0 0 1 0 0 1 0 0 0 1 1 1 1 0 1 1 I 1 1 1 I I 
26 1 1 1 1 I 1 l I 1 0 1 1 1 1 1 0 0 1 1 0 1 1 1 1 1 I 1 1 1 1 
27 1 0 I 1 1 1 1 1 1 I I 0 1 1 0 1 1 1 1 0 0 1 1 0 l 1 1 1 1 1 
28 1 1 1 1 1 1 1 1 0 1 l 1 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 I 
29 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 1 0 1 l 1 I 1 l 0 1 1 I I l 1 
30 1 0 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 I 1 1 
31 1 1 I 1 1 1 I 1 1 1 I 1 1 1 1 1 1 1 1 I 1 1 1 I 1 1 1 I 1 1 
32 1 I 1 1 1 0 1 I 0 1 1 0 0 0 1 0 0 1 I 1 1 1 1 0 0 1 1 I I 1 
33 1 1 1 1 I 1 1 1 1 1 1 1 I 1 1 I 0 1 I 1 I 1 1 1 1 1 1 1 1 1 
34 0 1 0 1 0 0 I 1 I 0 1 0 0 1 0 0 0 0 I 0 0 1 1 1 1 1 1 1 0 1 
35 1 1 0 0 1 I 1 1 I 1 1 1 l 1 0 0 0 0 1 1 1 1 1 0 I 1 1 1 0 1 
36 1 1 1 I I 0 1 1 l I I 1 1 1 1 1 0 0 1 1 1 I 1 0 1 1 1 I 1 1 
37 1 1 1 1 0 1 1 0 0 0 0 0 0 0 1 0 0 1 1 0 I 1 1 0 0 1 1 1 I 1 
38 1 1 1 0 I 0 I I 0 I 1 0 0 1 0 0 0 1 1 1 0 1 1 1 1 1 0 I 1 0 
39 1 1 0 0 1 1 0 0 0 0 1 1 0 0 0 0 0 1 1 0 1 1 1 1 1 1 1 1 0 1 
40 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 
41 1 1 1 1 1 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 1 1 0 1 1 1 1 1 1 
42 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 1 0 1 1 0 1 0 1 0 1 1 1 1 I I 
43 1 0 0 0 1 I I 1 1 0 I I I 0 0 0 0 1 1 I 0 1 1 0 I 1 1 I I 1 
44 1 1 1 I I 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 
45 1 1 1 1 1 1 1 1 I 1 1 0 0 0 1 0 0 1 1 0 0 1 1 1 1 1 1 0 0 0 
46 1 1 1 1 I 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 
47 1 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 
48 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 0 1 1 0 1 1 1 0 1 1 1 1 1 1 
49 1 1 1 1 0 1 1 1 1 0 0 0 1 1 0 0 0 1 1 0 I 1 1 0 0 1 1 1 1 0 
50 1 1 1 1 1 1 1 1 1 0 0 1 0 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 
51 1 1 1 1 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1 0 0 1 1 0 l 1 0 1 0 1 
52 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 l 0 1 1 1 1 1 1 
53 1 1 1 1 1 1 1 1 0 1 0 .0 0 1 1 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1 
54 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 0 1 1 1 0 1 1 1 1 1 1 

2<t>"5 



usage 1A: contingency coefficients on recall of pairs of clauses 

1 
.6E-1 2 
.7E-1 2.9E-1 3 
.2E-1 2.1E-1 4.8E-1 4 
.JE-1 1.3E-2 l.OE-1 1.6E-1 5 
.2E-1 8.5E-2 1.2E-2 3.2E-2 1.8E-2 6 
.2E-1 1.6E-1 8.6E-2 4.4E-2 5.6E-2 1. 3E-1 7 
.9E-1 6.2E-2 1.9E-1 1.1E-1 1.4E-1 3.2E-2 1.1E-1 8 
.SE-2 5.1E-2 1.3E-1 2.4E-1 5.1E-2 7.4E-2 2.1E-1 3.1E-1 9 
.OE-2 1. SE-2 2.0E-1 1.3E-1 1.8E-1 S.OE-2 1.1E-1 1. SE-1 1.6E-3 10 
.2E-1 8.5E-2 1.2E-2 3.2E-2 1.8E-1 5.5E-2 1.3E-1 3.2E-2 7.4E-2 9.2E-2 11 
.1E-2 3.6E-2 6.6E-3 3.3E-2 1.1E-1 1.1E-1 7.0E-2 4.8E-2 2.1E-1 1.1E-2 1.1E-1 12 
.6E-2 4.6E-2 1.3E-1 1.8E-1 2.6E-2 1. 2E-1 1.4E-1 6.0E-2 3.1E-1 1. 7E-1 1. 2E-1 J.OE-1 13 
.OEO O.OEO 5.9E-2 O.OEO 5.2E-2 7.1E-2 9.8E-2 1. 3E-1 2.1E-1 1. 5E-1 7.1E-2 1.5E-1 2.6E-1 14 
.6E-2 2.1E-1 3.4E-1 1.8E-1 2.6E-2 1. 9E-2 1. 4E-1 6.0E-2 3.1E-1 2.4E-2 1. 9E-2 2.3E-1 4.1E-2 3.8E-2 15 

16 
.SE-1 17 
.JE-2 1.4E-1 18 
.JE-2 2.3E-2 5.6E-2 19 
.OE-1 2.2E-1 2.0E-1 1.2E-1 20 
.4E-2 6.1E·3 2.1E-1 1. 3E-2 1.9E-1 21 
.JE-2 4.1E-2 6.4E-2 8.6E-2 9.8E·2 2.4E-2 22 
.JE-2 2.3E-2 5.6E-2 2.2E-1 1.2E-1 1.3E-2 8.6E-2 23 
.4E-2 1.7E-3 8.0E·2 6.3E-2 9,6E-2 3,5E-2 1.1E-1 6.3E-2 24 
.JE-1 S.SE-2 1.8E-2 l.JE-1 1.0E-1 6.6E-2 1. 2E-2 1. 3E-1 1.6E-1 25 
.OE-2 l.OE-1 1. 3E-1 3.2E-1 1. SE-2 9,1E-2 1. 7E-1 3.2E-1 2.6E-2 2.2E-1 26 
.4E-2 8.2E-2 J.OE-1 1.1E-1 1.6E·1 4.6E-1 1.1E-2 1.1E-1 6.0E·2 3.2E-2 1.9E-1 27 
.lE-1 2.3E-2 5.6E-2 2.2E·1 7.7E·2 1.3E-2 8.6E-2 2.2E-1 6.3E-2 l.JE-1 3.2E-1 1.1E-1 28 
.4E-1 1.0E-2 3.6E-1 7.0E-2 1.5E-1 1. 2E-1 4.9E-2 7.0E-2 3.9E-2 3.9E-3 l.SE-1 2.8E·2 3.4E-1 29 
.JE-1 5.5E-2 1. SE-2 1.3E-1 3.9E-2 1.0E-1 1.2E-2 1, JE-1 1. 9E-2 5.5E-2 2.2E-1 3.2E-2 4.5E-1 2.0E-1 30 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
.OE-2 1. BE-2 3.1E-1 2.3E-1 2.1E-2 9.2E-2 1.1E-1 1. 5E-1 3.2E-1 S.SE-3 2.3E-1 4.0E-1 3.1E-1 1. 5E-1 3.7E-1 H: 
.OE-1 2.2E-2 1.1E-1 4.1E-2 1.7E-2 S.SE-2 2.3E-2 8.2E-2 2.4E-1 5.5E-2 5.5E-2 1.7E-2 9.1E·2 O.OEO 1.BE-1 17 
.JE-1 1.3E-2 2.6E-1 2.3E-2 4.6E-2 1.BE-1 5.6E-2 1.4E-1 S.1E-2 2.1E-2 1.BE-2 1.1E-1 2.6E-2 5.2E-2 2.3E-1 lE 
.2E-1 1.6E-1 8.6E·2 4.4E-2 5.6E-2 1. 3E-1 2.2E-1 1.1E-1 4.1E-3 1.1E-1 1.3E-1 1.3E-1 1.4E-1 9.BE-2 6.3E-2 1Ci 
.SE-2 2.7E-2 2.0E-2 1.5E-1 9.9E-2 3.9E-2 1.2E-1 1. 6E-1 2.4E-2 2.5E-1 3.9E-2 3.7E-1 1.3E-1 3.7E-2 2.0E-1 2C 
.1E-2 3.4E-1 1.6E-1 1.BE-1 9.0E-2 1.0E-1 1.3E-2 2.1E-1 1.4E-1 8.4E-2 6.6E-2 2.1E-1 3.5E-2 4.4E-2 2.3E-1 21 
.7E-1 4.3E-2 1.5E-1 7.9E-2 2.6E-1 1.2E-2 8.6E-2 1.1E·2 7.SE-3 2.0E-1 1.2E-2 1.1E-1 1.3E-1 5.9E-2 6.7E-3 22 
.2E-1 l.6E-1 8.6E-2 4.4E-2 5.6E-2 1. 3E-1 2.2E-l 1.1E-1 4.1E-3 B.JE-2 1. 3E-1 7.0E-2 1.4E-1 9.8E·2 6.3E-2 23 
.6E-2 1.2E-1 6.7E-3 1. 7E-2 B.OE-2 1. 9E-2 1. 4E-1 6.0E-2 1.BE-2 5.2E-2 1. 9E-2 2.1E-1 4.1E-2 1.9E-1 l.lE-1 24 
.2E-1 S.SE-2 1.2E-2 3.2E-2 3.5E-1 5.5E-2 1.3E-1 2.7E-1 2.3E-1 9.2E-2 3.1E-1 2.5E-l 1.2E-l 7.1E-2 1.9E-2 25 
.4E-1 2.6E-1 1.7E-1 1.2E-1 1.3E-1 2.2E-1 3.2E-1 1. 9E-1 7.SE-2 1. OE-2 2.2E-1 2.1E-2 2.6E-2 O.OEO 2.6E-2 26 
.9E-1 6.2E-2 1.1E-2 1.1E-1 4.3E-2 3.2E-2 1.1E-1 2.2E-1 3.1E-1 2.4E-2 3.2E-2 1. 7E-1 6.0E-2 O.OEO 1. 9E-1 27 
.2E-1 1.6E-1 8.6E-2 4.4E-2 5.6E-2 1. 3E-1 2.2E-1 1.1E-1 4.1E-3 S.JE-2 1. JE-1 1.3E-1 1.4E-1 9.BE-2 6.3E-2 213 
.SE-1 2.7E·2 2.9E-1 1.9E-1 7.2E-2 3.9E-3 7.0E-2 2.BE-2 4.0E·2 2.9E-2 3.9E-3 1.7E-1 1.8E-1 O.OEO t.BE-1 29 
.2E-1 B.SE-2 1.2E-2 1.6E-1 l.BE-2 5.5E-2 1. 3E-1 3.2E-2 7.4E-2 S.OE-2 S.SE-2 2.5E-1 1.2E-1 7.1E-2 l. 9E-2 30 



lssage 1 A: 1-tailed Fisher probabilities on rec:all of pairs of clauses 

1 
.OEO 2 
.lE-1 3.0E-2 3 
.OEO 6.9E-2 2.2E-4 4 
.5E-1 3.9E-1 2.1E-1 1.2E-1 5 
.4E-2 l.OEO 3.BE-1 5,3E-1 4.BE-1 6 
.OEO l.OEO 2.1E-1 3.1E-1 l.OEO l.OEO 7 
.OEO 2.6E-1 B.9E-2 1. 9E-1 1. 5E-1 l.OEO 1. BE-1 8 
.OEO 6.0E-1 1.7E-1 4.1E-2 3.4E-1 2.7E-1 6.4E-2 1.3E-2 9 
.6E-1 4.4E-1 6.7E-2 1.6E-1 B.4E-2 9.2E-1 2.1E-1 1. 3E-1 4.9E-1 10 
.OEO l.OEO 1.0EO l.OEO 1.0E-1 l.OEO l.OEO 3.3E-l 2.7E-l 2.5E-1 11 
.JE-1 3.9E-l 5.1E-l 5.9E-1 2.0E-1 2.0E-1 6.BE-1 7.2E-1 5.6E-2 5.3E-1 2.0E-1 12 
.1E-1 B.OE-1 1.BE-1 B.BE-2 4.2E-1 1. BE-l 1.6E-1 3.2E-1 B.3E-3 9.9E-2 1. BE-l l.OE-2 13 
.OEO S.OE-1 6.7E-l S.OE-1 6.5E-1 9.4E-1 2.5E-1 l.BE-1 5.9E-2 1.4E-1 9.4E-1 1.4E-1 2.6E-2 14 
.lE-1 6.2E-2 2.9E-3 B.BE-2 4.2E-l 5.4E-1 1. 6E-1 3.2E-l B.3E-3 4.3E-l 5.4E-1 4.0E-2 3.BE-1 6.1E-1 15 

16 
.4E-1 17 
.7E-1 1.4E-l 18 
.2E-1 6,3E-1 2.BE-1 19 
,2E-1 4.9E-2 6.7E-2 1.9E-1 20 
.7E-1 5.4E-1 6.3E-2 4.0E-1 7.7E-2 21 
.7E-1 6.5E-1 6.4E-l 2.1E-1 2.3E-1 4.0E-1 22 
.2E-1 9.6E-1 2.BE-1 7.3E-2 1.9E-1 4.0E-1 2.1E-l 23 
.7E-1 4.9E·l 2.BE-1 3.5E-1 2.4E-1 4.0E-1 2.1E-1 B.4E-1 24 
.OE-2 3.9E-1 4.BE-1 1.4E-1 2.3E-1 6.5E-1 3.BE-1 1.4E-1 l.lE-1 25 
.6E-1 B.OE-1 1. SE-1 3.7E-2 4.4E-1 2.2E-l l.lE-1 3.7E-2 5.9E-1 7.4E-2 26 
.JE-1 J.OE-1 1.9E-2 1. BE-l 1.1E-1 2.5E-4 4.6E-1 l.BE-1 6.BE-1 3.3E-1 9.3E-2 27 
.tE-l 9.6E-1 l.OEO l.OEO 7.0E·l 4.0E-1 l.OEO l.OEO B.4E-l l.OEO l.OEO l.OEO 28 
,2E-2 5.6E-l 6.3E-3 l.OEO l.JE-1 l.BE-1 l.OEO l.OEO 7.1E-l l.OEO l.OEO 5.1E-1 1.5E-2 29 
,OE-2 B.2E-l l.OEO l.OEO 6.1E-1 2.1E-1 l.OEO l.OEO B.2E-1 2.7E-1 l.OEO 3.3E-1 4.2E-3 7.7E-2 30 

L 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
6E-l 4.4E-1 6.9E-3 4.3E-2 5.6E-l 2.5E-l 2.1E-1 1.3E-1 5.7E-3 5.2E-1 4.0E-2 5.3E-4 B.OE-3 1.4E-1 1. 4E-3 16 
.OE-1 9.0E-1 2.4E-1 7.4E-1 B.OE-1 3.9E-1 6.3E-1 J.OE-1 2.4E-2 3.5E-1 3.9E-1 4.5E-1 2.5E-1 7.5£-1 B.4E-2 17 
5E-1 3.9E-1 3.6E-2 4.0E-1 3.4E-1 1. OE-1 1.0EO l.SE-1 6.BE-1 5.6E-1 1.0EO 2.0E-1 7.2E-1 B.7E·l 4.1E-2 18 
OEO 1.1E-1 2.1E-1 3.1E-1 2.BE-1 l.OEO l.OEO 1. BE-l 4.5E-1 2.1E-1 l.OEO 1. BE-l 1.6E-1 2.5E-1 6.5E-1 19 
4E-1 4.2E-1 5.5E-1 9.7E-1 2.3E-1 9.1E-1 1.9E-1 l.lE-1 4.3E-1 3.1E-2 6.1E-1 1. 6E-3 1. 7E-1 3.9E-1 6.5E-2 20 
2E-1 B.9E-3 1.2E-1 9.BE-2 2.4E-1 2.1E-1 l.OEO 6.7E-2 1.5E-1 2.7E-1 l.OEO 5.7E-2 6.0E-1 6.3E-1 4.2E-2 21 
OEO 3.0E-1 1.3E-1 2.6E-1 3.6E-2 1.0EO l.OEO 4.6E-1 4.9E-1 6.7E-2 1.0EO 2.0E-1 l.BE-1 3.3E-1 4.7E-1 22 
OEO 1.1E-l 2.1E-l 3.1E-1 2.BE-1 l.OEO 1.0EO l.BE-1 4.5E-1 7.2E-l l.OEO 6.BE-l 1.6E-1 7.5E-1 6.5E-1 23 
OEO 2.0E-1 B.2E-1 7.3E-1 2.BE-1 B.2E-1 l.OEO 6.BE-1 6.9E-1 3.5E-1 4.6E-1 5.3E-2 B.lE-1 B.3E-2 2.1E-1 24 
OEO 2.1E-1 3.BE-1 5.3E-1 B.4E-3 2.7E-1 l.OEO 3.9E-2 4.9E-2 2.5E-1 2.4E-2 2.BE-2 l.BE-1 3.1E-1 5.4E-1 25 
OEO 5.6E-2 l.lE-1 1. 7E-1 1, 5E-1 l.OEO l.OEO 9.3E-2 2.6E-1 4.6E-1 l.OEO 4.3E-1 4.1E-1 5.0E-1 4.1E-1 26 
OEO 2.6E-1 4.6E-1 1.9E-1 5.7E-1 3.3E-1 l.OEO 6.2E-2 1. 3E-2 4.3E-1 l.OEO 9.7E-2 6.9E-1 B.2E-1 B.2E-2 27 
OEO l.OEO l.OEO 3.1E-1 l.OEO l.OEO l.OEO l.OEO l.OEO 7.2E-1 l.OEO l.BE-1 1.6E-1 2.5E-1 l.OEO 28 
3E-1 1.0EO 2.3E-2 B.lE-2 7.0E-1 4.4E-1 2.4E-1 5.1E-1 5.9E-1 4.1E-1 l.OEO l.lE-1 B.SE-2 5.0E-1 B.BE-2 29 
OEO l.OEO l.OEO l.JE-1 4.8E-1 2.7E-1 l.OEO l.OEO 7 .lE-1 6.4E-1 2.7E-1 2.8E-2 l.BE-1 6.9E-1 5.4E-1 30 



lssage 1AI 'simplified' contingency coefficients 

1 
0 2 

16 28 3 
0 21 48 4 

13 1 10 16 5 
21 0 1 0 1 6 
0 0 a 4 0 0 1 
0 6 18 11 13 0 10 8 
0 0 12 23 5 7 21 30 9 
1 1 19 13 18 0 11 15 0 10 
0 0 0 0 17 0 0 3 7 9 11 
2 3 0 0 11 11 0 0 21 0 11 12 
2 0 12 18 2 12 13 6 31 17 12 30 13 
0 0 0 0 0 0 9 12 20 14 0 14 25 14 
2 20 34 18 2 0 13 6 31 2 0 23 4 0 15 
1 1 30 22 0 9 11 15 32 0 22 40 31 14 37 1 6 
0 0 10 0 0 5 0 8 23 5 5 1 9 0 18 14 1 7 

13 1 25 2 4 17 0 13 0 0 0 11 0 0 23 8 14 18 
0 16 8 4 5 0 0 10 0 11 0 12 13 9 0 0 0 5 19 
1 2 0 0 9 0 11 16 2 24 0 36 12 3 20 10 21 19 11 2 0 
9 33 16 17 9 10 0 20 13 8 0 21 0 0 23 8 0 21 1 19 21 
0 4 15 7 25 0 0 1 0 19 0 11 12 5 0 0 0 0 8 9 2 22 
0 16 8 4 5 0 0 10 0 0 0 0 13 0 0 0 0 5 21 11 1 8 23 
0 11 0 0 8 0 0 0 0 5 1 21 0 18 11 0 0 8 6 9 3 11 0 24 
0 8 1 0 35 5 0 26 22 9 30 24 12 7 0 22 5 1 13 10 0 1 13 16 25 
0 25 16 12 13 0 0 18 7 1 0 2 2 0 2 1 0 13 31 1 9 16 31 0 21 26 
0 6 1 11 0 3 0 22 30 2 0 17 0 0 18 2 8 30 10 16 46 1 10 0 3 18 27 
0 0 0 4 0 0 0 0 0 0 0 12 13 9 0 11 0 0 0 0 1 0 0 0 0 0 0 28 

14 0 28 19 0 0 7 0 0 2 :O 16 18 0 18 24 0 35 0 15 12 0 0 0 0 0 0 34 29 
0 0 0 15 1 5 0 0 0 0 5 24 12 0 0 22 0 0 0 0 10 0 0 0 5 0 3 45 20 30 



1ssage 2C: rec:all (1) and om~ssion (0) ot c:lauses 

Clauses 
1 2 3 4 3 h 7 B 9 10 1~ 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

1jects 
I I 0 I 0 1 0 0 1 1 1 0 1 1 1 0 1 I 0 0 1 I 1 0 0 I 0 1 1 1 1 
2 1 1 1 1 1 1 1 1 0 1 1. 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 
3 1 1 0 0 1 I I 1 0 1 1 : 1 I 1 1 1 1 1 I I I 1 I 1 I I 1 I I I 
4 1 0 I 0 1 0 0 I 0 1 I : I 

I 
1 1 0 1 1 I 1 0 0 I 0 1 1 0 1 I 1 I 

5 1 1 I 0 1 1 0 1 1 I I '. 1 I 1 0 1 1 1 1 1 1 1 l 1 1 1 1 1 1 1 
I 

6 1 1 1 1 1 1 1 1 0 1 11 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 
7 1 1 0 1 1 1 1 0 0 1 I i 1 1 1 0 1 1 I 1 I 1 1 1 I 1 0 1 0 I I 
8 1 0 I 0 1 1 0 I I 1 I ' 1 1 1 I I I I I 0 0 I I 0 I I 1 1 I I 

I 

9 1 I 0 0 I 0 0 I 0 I 1 : 1 1 I 0 1 1 0 1 1 I 1 1 I I I I 1 I I 
10 1 I 0 1 1 0 0 I 1 1 1[ 1 1 1 0 1 I 1 1 I 0 I 1 I 1 I 1 0 I 1 
11 1 1 1 1 1 0 0 0 1 I I 1 1 1 0 I I 0 0 0 0 1 1 0 I 0 I I I 0 
12 1 0 1 0 1 1 0 1 0 1 1 '. 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 I 1 1 
13 1 1 0 1 1 I 1 1 0 I 1 : 1 I I 0 I I I I 1 I 1 I I I I I 0 I I 
14 I 1 1 0 1 0 1 1 0 1 I 1 1 1 0 1 1 1 1 1 I I 1 1 I 1 1 0 I I 
15 1 1 1 0 1 1 1 1 1 1 1 1: 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
16 1 1 1 0 1 0 1 1 0 1 I : 1 1 1 0 1 1 1 0 1 1 1 1 1 1 0 I 0 0 0 
17 1 I I 0 1 I 0 1 1 1 1 : 1 1 1 0 1 1 1 1 1 I I 1 I I I 1 I I 1 
18 1 1 0 0 1 0 0 I 0 0 0 : 1 0 0 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 
19 1 I 1 1 1 1 0 1 0 I 1 ; I I 1 1 I 1 I 0 I I 1 1 I I I I I I 1 
20 I 0 0 0 1 1 I 1 0 I 1 1 I 0 0 I 1 I I 1 1 I I 1 I 0 I I I 1 
21 1 0 I 0 I 0 0 1 I 1 0 ! 1 I 1 0 1 I 0 0 1 1 1 1 1 I 0 1 0 I I 
22 1 1 0 0 1 0 1 I 0 1 1 : 1 1 1 1 1 1 1 0 1 1 1 1 I 1 0 1 1 1 I 
23 1 1 0 1 1 0 0 1 0 1 0 ' 1 0 0 1 1 1 0 0 0 0 1 1 I 0 0 I 0 1 1 
24 I 1 1 0 1 0 0 I 0 1 I I 1 0 0 1 1 1 1 1 1 1 1 1 1 I 1 0 1 1 
25 1 1 0 1 1 0 0 1 0 I 1 I 1 I 0 1 I 1 0 0 0 I 1 1 I 1 1 1 .1 1 
26 1 1 0 0 1 I 0 I 0 I 1 I 1 I I 0 I I I 1 0 0 1 1 1 1 0 1 I I I 
27 1 0 I 1 1 1 0 1 1 1 1 : 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 0 1 1 
28 1 1 0 1 1 0 0 1 1 1 1\1 

I 
1 0 0 1 1 0 0 1 1 1 0 1 1 0 1 1 0 1 

29 1 1 1 I 1 1 0 1 0 1 1 : 1 1 1 0 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 
30 1 1 1 0 1 0 0 1 0 1 0 ,j 1 0 0 1 1 1 0 0 1 1 1 1 1 0 1 1 1 0 
31 1 1 0 1 1 1 1 1 1 1 1 i 1 1 1 0 1 1 I 1 1 I 1 1 0 1 0 1 0 1 I 
32 1 0 1 0 1 0 0 1 0 1 0 I 1 0 0 0 1 1 1 1 0 0 1 1 1 1 0 1 0 I I 
33 1 1 I 0 1 0 I I I I 1 I 1 1 0 0 1 1 1 1 I I 1 1 I 1 0 1 I I 1 
34 I 1 0 0 1 I 0 0 0 1 I : 1 1 1 1 1 1 1 1 0 1 I 0 1 1 1 1 I 1 1 
35 I 1 0 1 1 1 I 0 0 I I 1 I I 0 I 1 1 0 I I I I 1 I 0 1 1 I I 
36 I 1 1 0 1 I 0 I 1 1 1 i 1 1 1 1 I 1 I 1 1 0 I 1 1 1 0 1 0 1 I 
37 1 1 I 1 1 1 0 1 0 1 1 : I 1 I 0 1 l I I I l 1 1 1 0 0 1 I 1 1 
38 1 1 0 0 1 0 0 0 1 1 0 :1 1 0 1 1 1 1 1 0 0 1 1 I 0 0 1 I 1 0 
39 1 1 1 1 1 1 1 1 1 1 1 i 1 I 1 0 1 I 1 1 1 I 1 I 1 I 0 I 0 1 1 
40 I I I I I 0 0 I 0 I I ' I I 1 0 1 1 1 I 0 1 0 I 0 I 1 I I I 1 
41 1 1 1 0 1 0 1 1 0 1 1 11 1 1 0 1 1 0 0 0 0 1 0 1 0 1 1 1 1 1 
42 1 I 0 0 l 1 0 I I I I :I 1 1 1 1 1 1 1 0 0 1 0 l 1 1 0 1 1 1 
43 1 I 0 0 1 I 0 1 0 I 1 i 1 I 1 1 1 I 1 1 I I I 1 I I 0 1 1 1 1 

.JL 1 1 J t 1 1 .. 0 I .... 0 .... 1 ... LJ1 J L 0 J 1 1 0 0 L 1 1 1 1 1 1 0 1 1 
45 1 0 0 1 1 0 1 1 1 1 1 : 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 
46 1 1 1 1 1 1 0 1 1 1 1 : 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 I 1 1 
47 1 1 1 0 1 0 0 1 0 1 0 1 1 1 1 1 I 1 1 1 1 1 1 1 I 0 1 0 1 1 
48 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 I 1 1 
49 1 1 0 1 1 0 1 1 1 I 0 1 1 0 I 1 1 1 1 0 0 1 1 l 0 0 1 1 1 1 
50 1 1 1 0 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 
51 1 1 1 1 1 0 0 1 1 l 1 1 1 1 0 1 1 1 1 1 1 1 1 I 1 0 1 1 1 1 
52 l 1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 
53 1 0 0 1 0 0 0 1 0 I 1 1 1 1 1 1 I 1 1 0 I 1 1 0 I 0 1 1 0 0 
54 1 1 0 1 l 0 0 1 0 1 1 1 1 1 0 1 1 0 0 0 1 0 l 1 1 0 l 0 1 1 



1ssage 2C: contingency c:oeHic:ients on recall of pairs of c: 1 a uses 

1 
.OEO 2 
.OEO 5.6E-2 3 
.OEO 1. 2E-l 6.8E-2 4 
.OEO 1.1E-1 2.6E·2 5.1E-3 5 I 

.OEO 6.5E-2 6.8E·2 7.5E-2 5.1E-3 6 

.OEO 8.4E-2 9.3E-2 1. JE-2 4.9E-2 9l1E-2 7 

.OEO 7.0E-2 1.9E-1 1. 2E-2 1, 9E-t t.2E-2 2.3E-2 8 

.OEO 6.0E-2 8.1E-2 J.OE-2 3.1E-2 J~OE-2 4.0E-2 5.8E-2 9 

.OEO 1.1E-1 2.6E-2 5.1E-3 4.4E-1 5~1E-3 4.9E-2 1. 9E-1 3.1£-2 10 

.OEO 1.1E-1 1.7E-2 1.8E-1 1.2E-1 J~SE-1 1.6E-1 5.7E-2 O.OEO 1.2E-t 11 

.OEO O.OEO O.OEO O.OEO O.OEO oloEo O.OEO O.OEO O.OEO O.OEO O.OEO 12 

.OEO 1.2E-2 4.6E-2 9.0E-3 2.6E-1 1; 7E-1 8.5E-2 6.2E-2 1.1E-1 2.6E-1 4.0E-1 O.OEO 13 

.OEO 4.3E-2 1.4E-1 1.2E-1 
I 

1.1E-1 3;3E-1 1. 7E-2 7.0E-2 3.8E-2 1.1E-1 4.4E-1 O.OEO 3.8E-1 14 
.OEO 3.6E-2 2.0E·1 2.5E-2 5.5E-2 s;sE-2 1.4E-2 1. OE-2 7.3E-2 5.5E·2 7.1E-2 O.OEO 7.7E-2 3.6E-2 15 

16 
,OEO 17 
.OEO O.OEO 18 
,OEO O.OEO 4.5E-1 19 
,OEO O.OEO 9.8E-3 9.3E-2 20 
,OEO O.OEO 1.8E-2 4.4E-2 5.3E-1 21 
.OEO O.OEO 5.6E-2 1.2E-2 1.3E-1 J.:sE-2 22 
,OEO O.OEO 2.6E-1 1.1E-1 1.1E-1 6.·2E-2 

I 
8.6E-2 23 

OEO O.OEO 7.2E-2 5.5E-2 5.8E-2 1.:9E-2 7.0E-2 4.9E-2 24 
OEO O.OEO 1.0E-1 1.1E-l 2.3E-1 J,,OE-1 8.6E-2 3.1E-2 4.9E-2 25 
OEO O.OEO 1.2E-1 2.0E-1 1.1E-2 1.1,3E-2 S.JE-2 3.3E-2 8.2E-2 1. 5E-1 26 
OEO O.OEO 5.6E-2 1.2E-2 1. JE-1 1 ,7E-1 2.2E-1 8.6E-2 7.0E-2 8.6E-2 8.3E-2 27 
OEO O.OEO 3.4E-2 1.9E-2 2.0E-1 6.[8E-2 4.2E-2 1.9E-1 4.3E-3 7.5E-2 2.3E-2 4.2E-2 28 
OEO O.OEO 1.3E-2 1.2E-1 3.6E-2 B.l5E-2 1.6E-1 4.3E-2 2.7E-2 4.3E-2 1.4E-1 1.6£-1 7.5E-2 29 
OEO O.OEO 4.3E-2 1.6E-1 1.7E-1 2,IJE-2 1.1E-1 1.1E-2 1.6E-1 1.1£-2 2.3£-1 1.1E-1 3,5E-2 3.2E-1 30 

L 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 16 
OEO O.OEO O.OEO O.OEO O.OEO O.QEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 17 
OEO 2.5E-3 2.6E-2 3.7E-2 1.3E-1 J.~E-1 1. 3E-1 4.3E-2 4.2E-2 1.3E-1 1.6E-1 O.OEO 1.3E-2 2.5E-3 1.1E-1 18 
OEO J.OE-2 3.3E-2 1.1E-1 6.8E-2 3.~E-l 4.4E-2 1. 6E-2 2.8E-2 6.8E-2 1.1E-1 O.OEO 6.0E-2 3.0E-2 2.0E-2 19 
OEO 2.1E-1 8.6E-2 3.2E-2 2.1E-2 1. ~E-1 2.4E-1 4.8E-2 3.4E-2 2.1E-2 1.7E-1 O.OEO 2.0E-1 1. 2E-1 1. OE-1 20 
OEO 2.1E-1 1. JE-2 l.JE-2 4.9E-2 6.5E-2 1.2E-1 2.3E-2 2.0E-1 4.9E-2 5.3E-2 O.OEO B.5E-2 1.7E-2 1.5E-1 21 
OEO 3.3E-2 6.3E-2 l.OE-1 3.2E-1 1. OE-1 J.SE-2 1.1E-l 5.6E-2 3.2E-1 4.4E-2 O.OEO 1.6E-1 3.3E-2 2.7E-2 22 
OEO 5.9E-2 6.7E-3 1. 6E-1 1. 7E-1 7.2E-2 6.2E-2 1.1E-2 2.0E-2 1.7E-1 7.9E-2 O.OEO 4.3E-2 5.9E-2 4.9E-2 23 
OEO 1.7E-1 3.9E-2 1.2E-1 1.5E-1 1.4E-2 9.7E-2 2.8E-2 S.SE-2 1.SE-1 4.9E-2 O.OEO 2.7E-2 1.1E-1 3.5E-2 24 
OEO 5.9£-2 1.3E-1 7.2E-2 1.7E-1 1. 9E-1 6.2E-2 l.tE-2 2.0E-2 1.7E-1 2.3E-1 O.OEO 4.3E-2 2.1E-1 2.0E-1 25 
OEO 1.1E-1 2.0E-1 3.4E-2 1.0E-2 3.2E-1 1. JE-2 1.0E-1 1. 7E-2 1.0E-2 J.4E-1 O.OEO 1.4E-l 2.9E-l J.OE-2 26 
OEO 3.3E-2 1.4E-l 9.0E-2 3.2E-l 9.9E-2 3.5E-2 1.1E-1 1. 4E·1 3.2E-1 4.4E-2 O.OEO 1.6E-1 3.3E-2 1.8E-1 27 
OEO 1.8E-3 9.7E-2 t.OE-1 4.3E-2 2.7E-2 9.6E-2 3.5E-2 7 .tE-2 4.3E-2 3.5E-2 O.OEO 7.5E-2 1.8E-3 1.2E-1 28 
OEO 1.2E-2 4.6E-2 9.0E-3 2.6E-1 1. ?E-1 8.5E-2 6.2E-2 5.5E·2 2.6E-1 O.OEO O.OEO 1.2E-1 1.2E-2 7.7E-2 29 
OEO 7.0E-2 6.0E-2 1.2E-2 1. 9E-1 2.6E-I 2.3E-2 2.2E-I S.SE-2 1.9E-I 1.1E-1 O.OEO 6.2E-2 9.4E-2 1. OE-2 30 



.ssage 2C: !-tailed Fisher probabilities on recall of pair sot clauses 

1 
.OEO 2 
.OEO 8.7E-1 3 
.OEO 1. BE-1 8.5E-1 4 
.OEO 1.9E-1 4.1E-1 1.0EO 5 
OEO 3.2E-1 3.1E-1 2.9E-1 4.BE-1 6 
OEO 2.7E-1 9,0E-1 5.4E-1 6.7E-1 2.5E-1 7 
OEO LOEO 8.2E-2 8.5E-1 1.0EO B.OE-1 B.OE-1 8 
OEO B.BE-1 2.BE-1 4.1E-1 6.1E-1 ~.9E-1 B.IE-1 7.1E-1 9 
OEO 1.0EO 4.1E-1 5.2E-1 l.OEO 4.BE-1 6.7E-1 l.OEO 6.1E-1 10 
OEO 2.1E-1 5.4E-1 B.9E-2 1.0EO 5.9E-4 1. 2E-1 6.1E-1 7.7E-1 1. 7E-1 11 
OEO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 12 
OEO 4.7E-1 3.6E-1 5.3E-1 1.0EO 1. OE-1 2.9E-1 1.0EO 2.2E·1 5.6E-2 3.4E-3 1.0EO 13 
OEO 6,0E-1 1. 5E-1 1.BE-1 1.0EO 3.9E-3 5.6E-1 6.6E-1 6.7E-1 1. 9E-1 5.4E-4 1.0EO 4.8E-3 14 
OEO 6.1E-1 9.BE-1 6.6E-1 l.OEO 3.4E-1 7.6E-1 B.JE-1 2.9E-1 6.9E-1 9.0E-1 1.0EO 7.7E-1 6.1E-1 15 

16 
OEO 17 
OEO 1.0EO 18 
OEO 1.0EO 2.5E-4 19 
OEO l.OEO 4.7E-1 2.5E-1 20 
OEO 1.0EO 5.4E-1 6.2E-1 1.2E-6 21 
OEO 1.0EO 2.8E-1 4.8E-1 1.BE-1 1.0EO 22 
OEO l.OEO 3.6E-2 2.0E-1 2.0E-1 3.1E-1 1.0EO 23 
OEO 1.0EO 2.7E-1 6.4E-1 3.3E-1 7.5E-1 2.4E-1 5.BE-1 24 
OEO 1.0EO 2.1E-1 2.0E-1 4.4E-2 1. 3E-2 1.0EO 5.2E-1 1.0EO 25 
OEO 1.0EO 1. BE-1 6.7E-2 6.BE-1 7.5E-1 7.9E-1 7.3E-1 2.BE-1 1. 3E-1 26 
OEO 1.0EO 1.0EO 4.BE-1 1. BE-1 1.1E-1 1.0EO 2.1E·1 1.0EO 2.1E·1 7.9E·1 27 
OEO 1.0EO 5.9E-1 6.9E-1 9.BE-1 e.7E-1 5.BE-1 1.0EO 7.9E-1 9.4E-1 4.3E-1 1.0EO 28 
OEO 1.0EO 3.9E-1 1.BE-1 B.2E-1 1.0EO 1.0EO 3.0E-1 3.5E-1 1.0EO 1.5E-1 1.0EO 7.4E-1 29 
OEO 1.0EO 5.7E-1 1. 2E-1 9.7E-2 5.5E-1 1.0EO 1.0EO 1. 2E-1 4.6E-1 3.BE-2 1.0EO 9.0E-1 2.0E·2 30 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 
OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 16 
OEO LOEO 1.0EO 1.0EO 1.0EO LOEO 1.0EO 1.0EO l.OEO 1.0EO LOEO l.OEO l.OEO LOEO 1.0EO 17 
OEO 4.6E-1 4.2E-1 6.9E-1 1.0EO 1.5E-3 1. 7E-1 5.7E-1 B.6E-1 1.0EO 1.2E-1 l.OEO 3.9E-1 4.6E-1 2.1E-1 18 
OEO 5.7E-1 4.0E-1 9.2E-1 1.0EO '4,1E-3 6.3E-1 4.3E-1 4.2E-1 l.OEO 2.0E-1 1.0EO 6.3E-1 5.7E-1 4.5E-1 19 
OEO 5.7E-2 2.6E-1 7.BE-1 4.3E-1 9.1E-2 3.1E-2 3.6E-I 4.0E-1 4.3E-1 1.1E-1 1.0EO 7.1E·2 1. 9E-1 9.1E-1 20 
OEO 5.6E-2 4.6E-1 6.8E-1 LOEO 3.2E-1 1.BE-1 5.5E-1 9.BE-1 1.0EO 3.4E-1 1.0EO 2.5E-1 4.4E-1 9.6E·1 21 
OEO l.OEO 6.5E-1 1.0EO l.OEO 2.3E-1 4.4E-1 1.0EO 3.7E·1 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 4.7E-1 22 
OEO 3.1E-1 4.7E-1 1.1E-1 1.0EO J.OE-1 3.4E-l 4.6E-1 B.5E-1 1.0EO 6.8E-1 1.0EO 1.0EO 7.3E-1 7.2E-1 23 
OEO 1.1E-1 B.7E-1 9.6E-l 1.3E-1 4.6E-1 2.5E-1 5.1E-1 9.3E-1 l.OEO 7.4E-1 1.0EO l.OEO l.OEO 6.2E-1 24 
OEO 7.3E-1 l.BE-1 9.2E-l 1.0EO B.OE-2 9,1E-l 4.6E-1 B.5E-1 1.0EO 5.1E-2 l.OEO 3.0E-l 7.0E-2 9.9E-1 25 
OEO 2.2E-1 6.7E-2 6.2E-1 5.4E-1 6.2E-3 6.BE-1 2.3E-1 7.5E-1 5,4E-1 1. 9E-3 1.0EO 1.5E-1 1.1E-2 5.8E-1 26 
OEO 3.4E-1 1.6E-1 7.7E-1 1.0EO :7.4E-1 B.9E-1 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 27 
OEO 7.7E-1 9.0E-1 9.1E-1 1.0EO 6.4E-1 9.0E-1 9.0E-1 J.OE-1 1.0EO 3.9E-1 l.OEO 2.8E-1 7.7E-1 1. BE-l 28 
)EO 4.7E-1 3.6E-1 9.0E-1 5.6E-2 1.0E-1 7.5E-1 1.0EO 6.7E-1 1.0EO l.OEO 1.0EO l.OEO 4.7E-1 7.7E-1 29 
lEO 6.6E-1 6.9E-1 5.4E-1 9.3E-2 :2.1E-2 4.5E-1 6.2E-2 7 .1E-1 1.0EO 1. 9E-1 1.0EO 1.0EO 2.3E-1 8.3E-1 30 



ssage 2C: 'simplified' ccnt~ngency coefficients 

L 
0 2 
0 0 3 
0 12 0 4 
0 11 2 0 s 
0 6 6 7 0 6 
0 8 0 0 0 9 7 
0 0 18 0 0 0 0 8 
0 0 8 2 0 0 0 0 9 
0 0 2 0 0 0 0 0 0 10 
0 10 0 17 0 38 15 0 0 12 '11 
0 0 0 0 0 0 0 0 0 0 '0 12 
0 1 4 0 0 16 8 0 10 25 39 0 13 
0 0 13 12 0 33 0 0 0 11 44 0 37 14 
0 0 0 0 0 5 0 0 7 0 . 0 0 0 0 1 s 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 
0 0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 17 
0 0 2 0 0 35 12 0 0 0 16 0 1 0 11 0 0 18 
0 0 3 0 0 33 0 1 2 0 11 0 0 0 1 0 0 44 19 
0 21 8 0 2 17 24 4 3 2 '16 0 19 11 0 0 0 0 9 20 
0 21 1 0 0 6 12 0 0 0 5 0 8 1 0 0 0 0 0 52 21 
0 0 0 0 0 10 3 0 5 0 . 0 0 0 0 2 0 0 5 1 12 0 22 
0 5 0 16 0 7 6 1 0 0 I 0 0 0 0 0 0 0 25 10 11 6 0 23 
0 16 0 0 14 1 9 0 0 0 ' 0 0 0 0 0 0 0 7 0 5 0 7 0 24 
0 0 12 0 0 18 0 1 0 0 23 0 4 20 0 0 0 10 10 22 29 0 0 0 25 
0 10 19 0 0 31 0 10 0 0 34 0 14 28 0 0 0 12 19 0 0 0 0 8 14 26 
0 3 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 12 17 0 8 0 8 0 27 
0 0 0 0 0 0 0 0 7 0 3 0 7 0 12 0 0 0 0 0 0 0 0 0 0 2 0 28 
0 1 4 0 25 16 0 0 0 0 0 0 0 1 0 0 0 1 11 0 0 0 4 2 0 14 0 0 29 
0 0 0 0 18 25 2 22 0 0 11 0 0 9 0 0 0 0 15 17 0 0 0 15 1 22 0 0 32 30 



ssage 381 recall ( 1) and omission (0) of clauses 

Clauses 
1 2 3 4 3 6 7 8 9 10 1'1 12 13 14 13 16 17 18 19 20 21 22 23 24 23 26 27 28 29 30 

tjects 
1 1 1 1 1 1 1 0 0 1 1 1. 1 0 1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 
2 1 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 1 1 0 1 1 1 1 1 
3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 
4 1 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 
5 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 
6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 1 1 
7 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 
8 1 1 0 1 1 1 0 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 
9 0 0 0 1 1 1 0 0 1 1 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 0 1 1 
10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
11 1 1 1 1 1 0 0 0 1 0 0 1 1 1 1 1 1 1 0 0 1 1 1 1 0 0 1 0 1 1 
12 1 1 1 1 1 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0 1 1 1 0 0 1 1 1 0 1 
13 1 1 0 1 1 0 0 0 1 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 0 1 
14 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
15 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 
16 1 1 0 0 1 1 0 0 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 
17 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 1 1 
18 1 1 1 1 1 1 1 1 1 1 ~ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
19 1 1 1 1 1 0 0 1 1 1 1 1 0 1 1 1 1 0 0 0 1 1 1 1 0 1 1 0 1 1 
20 1 0 1 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 1 1 
21 1 0 0 0 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 
22 1 0 1 1 1 1 0 0 0 1 0 0 1 0 1 0 1 1 1 1 1 0 1 0 0 0 0 0 0 1 
23 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 1 1 0 0 1 
24 1 0 1 1 1 1 0 0 1 1 0 0 0 1 1 0 0 1 0 0 1 1 1 0 0 1 0 0 0 1 
25 1 1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 1 0 0 1 
26 0 1 0 1 1 1 0 0 1 0 1 0 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 0 0 1 
27 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 0 0 0 1 
28 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 0 0 1 
29 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
30 1 0 0 1 1 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 
31 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 1 
32 1 0 0 0 0 1 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
33 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 0 1 1 1 1 0 1 1 0 1 1 
34 1 0 1 1 1 1 0 0 1 1 't 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 1 0 1 1 
35 1 1 1 1 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 
36 1 1 0 1 0 0 0 0 1 1 0 1 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 
37 1 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 1 0 1 1 
38 1 1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 0 1 1 0 0 1 
39 1 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 1 
40 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 
41 1 1 0 1 1 1 0 0 0 1 0 1 0 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 1 
42 1 0 1 1 1 1 1 1 1 1 .1 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
43 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 1 0 0 0 0 1 
44 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 1 0 0 1 
45 1 1 1 1 1 1 0 0 1 1 1 0 0 1 1 0 1 0 0 0 1 1 0 1 0 1 1 0 0 1 
46 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 0 1 1 
47 1 1 1 1 1 0 0 0 0 1 ·0 0 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 0 1 1 
48 1 1 1 1 1 0 0 1 1 1 ; 1 1 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 0 0 1 
49 1 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 0 0 0 0 1 
50 1 1 1 1 1 1 0 0 1 1 '0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 
51 1 1 1 1 0 0 0 0 0 1 10 1 1 1 1 0 1 0 0 0 1 1 1 1 1 1 1 1 0 1 
52 1 1 0 1 1 1 1 1 1 1 : 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 
53 1 1 1 1 1 1 0 0 1 1 '1 1 0 1 1 1 0 1 0 0 1 1 1 1 0 1 1 1 1 1 
54 1 1 1 1 1 1 0 0 1 1 ; 1 0 0 1 1 1 0 1 1 1 1 0 0 0 1 0 1 0 1 1 



.nage 381 c:cntinganc:y 
I 

c:cmfHc:ienh en recall cf pair!i cf C:lilHHH1 

L 
1E·3 2 

,9£-1 2.1£-1 3 
bE-1 1.3£-1 2.7£-1 4 
3E·1 7.4£-2 4.9E·2 8,5E·2 5 
3E·2 3.9£-2 5.4E-3 3.2£-2 1. OE-1 :6 
OE-2 1.5£-1 2.0E·1 6.9E-2 1.1E-1 2.9E·1 7 
3E-2 3.2£-1 3.0E·1 1.4E·1 5.0£-2 

I 

1. SE-1 4.4E·1 8 
6£-2 5.1E-2 1.3£·1 1.3E-2 t.SE-1 9.0E-2 9.9£-2 2.2E·1 9 
6E·2 5.1E·2 1.3£-1 1.3E-2 1.8E-2 3.5£-2 1.5£-2 2.1£-2 4.6E-2 10 

I 

2E-2 5.BE-2 1.8E-1 1.2E-1 6.1E-2 2.1E-1 1. 7E-1 J.5E-1 3.6£-1 2.6E-1 11 
9E-2 1.1E-1 4.8E·2 2.3E·1 2.7E-3 1.8E·1 3.6£-2 1. JE-1 5.0E-2 1. 6E-1 1. 6E-1 12 
OE-2 1.9E-1 1.8E·1 1.5E-1 6.0E-2 ~.5E-1 6.4E-2 1.1E-1 3.7£-2 3.7E-2 2.3£-2 2.3£-1 13 
4E-2 l.JE-1 2.9£·1 2.1£-1 1.6£-1 6.0E·2 1. SE-2 6.6£-2 1.6E-1 2.3£-2 2.2E-1 1.2£-1 1.8£-1 14 
6E-2 7.5E-3 9.3E·2 4.3E-2 1.2£-2 2.4£-2 3.6£-2 3.3E·2 6.4E-2 1.0E-1 1.1E-1 3.4£-2 2.7E-1 4.SE·1 15 

I 

l6 
SE-1 17 
4E-1 4.0E·2 18 
2£-1 2.2£-1 5.6£-1 19 
6E·1 1. 7E·1 5.3E·1 6.7E-1 20 

I 

1E-1 5.8E-2 1.1E·1 O.OEO 1.0E·1 121 
9E-2 9.1E-3 1.4E·2 7.9E-2 S.OE-2 3. 7E-1 22 
4E·1 9.1E-2 7.4E·2 4.2E·2 1.6E·3 4.2E-1 1. 9E-1 23 

I 

1E·1 1. 2E-1 1.2E·1 3.9E-2 6,6E·2 3.6£-1 3.1E-1 4.0£-1 24 
1E-1 5.2E·2 1.2E·1 2.9E-1 3.4£-1 1.9£-1 9.1£-3 4.8E-3 2.0£-1 25 
9E-2 1. BE-1 7.4E·2 2. 1E-1 1. 7E-1 3. OE-2 1.9£-1 8.4£-2 2.5£·1 S.2E·2 26 
4E·1 2.6£-1 1.6E·1 2.SE-1 2.4£-1 1.7£-1 1. 9E-1 8.4E·2 3.2£·1 1. 7E-1 6.0E·1 27 
4E·1 2,0£·1 2.0E·1 2.7£-1 3.1E·1 1. 6E·1 9.SE-2 1. OE-1 2.BE·1 2.7E·1 3.5E·1 J.SE-1 28 

I 

9E·1 3.2£-1 2.2E·l 3.2£-1 2.5E-1 1. 4E-1 1. OE-1 .2.0£-2 2.9£-1 1.9E-1 3.7E-1 S.OE-1 J.BE-1 29 
1£-2 3.1E·2 4.9E·2 O.OEO 1. OE-2 1.9E·1 5.5E·2 7.5E·2 4.9E-2 3.1E-2 7.5E·2 7.5E·2 4.9£-2 5.1E·3 30 

2 3 4 5 :6 7 8 9 10 11 12 13 14 15 
JE-2 2.4E·1 9.2E·2 1.6E-1 1.0£-1 1.8E-2 2.0£-1 1.8E-1 2.1E-1 9.0£-2 2.1E-1 1. 9E-1 2.BE·1 4.7E-1 5.1£-1 16 
4E-1 9.1E-2 4.6E·1 5.5E-2 s.1E-3 7.6E-2 1.4E-1 1. 7E-1 1.5E-1 2.5E·1 2.2E-1 5.7E-2 2.6E-1 2.9E-1 2.5E-1 17 
5E-2 7.4E·2 1.8E·1 8.5£-2 1.7£-1 2.3E-1 1.6E-1 6,6£-2 9.2E-2 1.8E-2 1. JE-1 1.4E-2 1.4£-1 5.3£-2 6.2£-2 18 

I 

BE-2 4.2E-2 4.1£-2 O.OEO 7.1E·2 4.4E-1 2.0E·1 1.5E·1 1.5E-1 5.2E·2 2.4E-1 J.8E·2 1.1E-1 9.9E·2 5.9£-2 19 
1E·1 B.JE-2 7.5E·J l.BE-2 5.0E-2 4.1E·1 1. 7E·1 2.1E·1 1.2E·1 2.1E·2 2.0E·1 9.5E-2 4.0E·2 6.6£-2 1.5£·1 20 

I 

1E·1 J.OE-2 2.6E-3 6.2E·2 2.7£-1 9.3E·2 1. 4E-1 1. OE-1 4.3£-2 4.3E·2 1.6E·2 8.5£-2 1. 2E-1 5.7£-2 1.1£-2 21 
7E-2 9.9E-2 4.7E·2 7.7E-2 1. 9E·1 2.1£-1 4.0£-2 5.0£·2 2.1E-3 2.1£·3 2.0£-2 9.9E·2 2.5£-2 7.1E-2 4.9£-2 22 

I 

lE-3 1. 2E·2 3.3E·2 5.1E-2 2.3£-1 ~.6E-1 1.5£·1 1. 7E·1 5.1£-2 1. 7E-1 3.7E·2 2.8E·1 1. 9E·1 1.9E·2 7.5E·3 23 
5E·2 2.5E·1 1.4£-2 8.5E·2 1.7E·l 4.7E·2 2.4E·1 2.2E·l 1.BE·2 1.8E·2 4.4E·2 1.5E-1 1.3£-2 2.5E-1 l.BE-1 24 

I 

6E-2 1.7E·l 1.4E·1 1.1E-t 8.1£-3 2.8£-1 4.0E·1 4.0£·1 6.5£-2 4.2£·2 t. 9E-1 2.2£-2 1.BE·l 1,0£-1 2.0£-2 25 
I 

1E·3 1.2£-2 3.3£-2 5.1E-2 7.4£-2 2.4E·1 2.4E·1 1. 7E·1 5.1£-2 5.1E·2 2.4E·1 2.8E·2 6.4£-2 1.3E·1 7.5£-3 26 
1E-3 1.8E·1 1.2E·1 5.1£-2 7.4£-2 i.4E·1 2.4£-1 1. 7£-1 5.1£-2 5.1E·2 2.4E-1 1.1E·1 2.0E·2 1.3E·1 7.5E·3 27 
5E-2 1. 9E -1 1.6E·l 8,5£·2 2.5£·2 1.4E·1 1.BE·1 3.1E·1 1. JE-1 1.8E·2 1.3E·1 1. 4E·2 1.3£-2 1. 6£-1 6.2£-2 28 
OE·2 6.4£-2 2.2E·1 9,0£·3 2.2E·1 2.4E·1 2.5E·1 2.5E·1 1.7£-1 6.7E·2 1. 9E-1 6.7E·2 1.4E·3 3. 8£-1 1.9E·1 29 

I 

2E-1 7.5£-2 6.1E·2 2.6E-1 2.2£-1 9.1E·2 6.1E·2 1.0£·2 1. 3£-1 1. 3E·1 6.BE-2 3.7E·2 5.1E·3 1. 2E·1 1.7£-1 30 
I 
I 



1ssage 3B: 1-tailed Fisher probabilities on recall of pairs of c: 1 a uses 

1 
.SE-1 2 
.4E-2 5.7E-2 3 
.OEO 1.6E-1 2.3E-2 4 
.OEO 7.1E-1 3.4E-1 2.1E-1 5 
.OEO 6.6E-1 5.0E-1 5.4E-1 2.1E-1 6 
.9E-1 1.3E-1 6,8E-2 3.4E-1 2.3E-1 7 •. 9E-3 7 
SE-1 5.3E-3 8.6E-3 1.5E-1 3.6E-1 8.7E-2 9.0E-5 8 
OEO 3.4E-1 1.7E-1 3.9E-1 1.0E-1 2.4E-1 2.4E-1 4.2E-2 9 
SE-1 6.8E-1 1. 7E-1 1.0EO 1.0EO S.SE-1 5.6E-1 4.4E-1 3.4E-1 10 
SE-1 3.3E-1 S.SE-2 1.8E-1 3.1E-1 6.iOE-2 9.5E-2 2.6E-3 3.8E-3 3.0E-2 11 
lE-1 2.0E-1 3.6E-1 4.6E-2 8.5E-1 9.8E-1 6.4E-1 1.6E-1 6.3E-1 1.1E-1 1.1E-1 12 
7E-1 8.1E-2 9.4E-2 1. 3E-1 7.2E-1 9.6E-1 3.2E-1 2.1E-1 6.9E-1 4.0E-1 5.7E-1 3.8E-2 13 
OEO 1. 6E-1 1. 4E-2 6.9E-2 1.3E-1 3.1E-1 4.6E-1 3.2E-1 1.2E-1 4.0E-1 5.6E-2 1. 9E-1 8.9E-2 14 
OEO 4.9E-1 2.4E-1 3.0E-1 1.0EO 4.0E-1 4.2E-1 7.3E-1 6.4E-1 2.1E·1 2.0E·1 7.3E·1 1.5E·2 2.2E-4 15 

L6 
OE-2 17 
5E-1 3.8E-1 18 
OE-2 4.6E-2 4.8E-S 19 
OE-2 1.1E-1 3.6E-7 2.1£-13 20 
7E-2 6.5E-1 2.0£-1 5.0E-1 2.3E-1 21 
OE-1 7.5E-1 7.6E-1 S.SE-1 8.3£-1 2.0E-3 22 
5E-1 2.5E-1 2.9£-1 8.2E-1 7.4E-1 6.3£-4 S.3E-2 23 
6E-3 1.9E-1 1.8E-1 3.9E-1 3.2E-1 2.7£-3 9.2£-3 S.7E-4 24 
2E-1 3.5E-1 1.9E-1 1.2E-2 3.5E-3 7 .. 5£-2 7.1E-1 7.5£-1 6.8E·2 25 
6E-1 9.6E-2 2.9E-1 5.9£-2 1.1E-1 3.9E-1 S.3E-2 2.6E-1 3,3£-2 2.8£-1 26 
5E-1 2.7E-2 1.1£-1 1.4E-2 3.0£-2 1. OE-1 8.3E-2 2.6£-1 6.SE-3 1.1E-1 2.2E-8 27 
5E-1 6,8£-2 6.0£-2 2.1£-2 7.6£-3 1.2E·1 2.4E-1 2.2£-1 1. 3E-2 1. 9E-2 1. 2E-3 1. 2E-3 28 
6E-4 6.7E-3 5.0£-2 6.7£-3 2.6£-2 1. 5E-1 2.2E-1 5.6£-1 1. 3E-2 7.2E-2 1. 2E-3 3.0£-6 1.1E·3 29 
2E-1 3.9£-1 3.3E-1 5.0E-1 5.4E-1 9.3E-2 3.1E-1 2.6E-1 3.3E-1 6.1E-1 1.0EO 1.0EO 6.7E-1 4.8E-1 30 

2 3 4 5 6 7 8 9 10 11 12 13 14 15 
OEO 4. 1E-2 2o4E-1 1.2E-1 2.1E-1 S.3E-1 6.4E-2 8.7E-2 6.3E-2 2.4E-1 6.0E-2 8.3E·2 1.4E·2 1.3E-4 3,6£-5 16 
SE-1 2.5E-1 5.6E-5 3.3E-1 5.1E-1 2.9£-1 1. SE-1 1.1E-1 1, 4E-1 3.1E-2 4.9£-2 3.4E-1 2.1E-2 1. 3E-2 2.8E-2 17 
OEO 2.9E-1 S.7E-2 2.5£-1 1. OE-1 4.4£-2 1. 2E-1 3.2£-1 2.4E-1 5.4E-1 1. 7E-1 7.6£-1 9.5E-1 3.4E-1 6.6£-1 18 
~EO 3.8£-1 3.8E-1 S.OE-1 3,1£-1 5.1E-5 6.7E-2 1.4E-1 l.3E·1 3.5E-1 3.3£-2 8.0E-1 9 .1E-1 2.3E-1 3.3E-1 19 
~EO 2.7E-1 5.2E-1 5.6E-1 3.6E-1 1.5E-4 1.1E-1 5.4£-2 1.8E-1 4.4E-1 6.7E·2 9.0E·1 S.OE-1 3.2E-1 1.3E-1 20 
lEO 3.9E-1 4.7E-1 2.6£-1 3.9E-2 1.0EO 1.6E-1 2.3E-1 5.7E-1 5.7E-1 8.2E-1 2.6E-1 2.0E-1 6.1E-1 4.6E-1 21 
OEO 2.3E-1 8.4E-1 6.9E-1 8.7E-2 9,9E-1 8.3E-1 8.3E-1 4.9E-1 7.9E-1 7.9E-1 2.3E-1 5.7E-1 2.9E·1 6.2E-1 22 
~EO 5.2E-1 4.0E-1 6.0£-1 4.9E-2 9.8E-1 1. 3E-1 l.1E-1 6.8E-1 1.1E-1 6.0E-1 1. 7E-2 8.1E-2 4.3£-1 4.9E-1 23 
)EO 3.3E-2 7.0£-1 2.5E-1 1. OE-1 3.6E-1 3.3E-2 4.9£-2 8.3E-1 8.3E-1 3.7E-1 1.4E·1 4.6E-1 2.9E-2 8.7E-2 24 
7E-1 1.1E-1 1.5E-1 2.2E-1 4.9E-1 1.3E-2 6.3E-4 5,2£-4 3.2E-1 6.3E-1 7.1E-2 6.6E·1 9.1E-2 2.3E-1 5.7E-1 25 
lEO 5.2E-1 4.0E-1 6.0E-1 2.7E-1 4.1E-2 3.0E-2 1.1E-1 6.8E-1 6.8E·1 3.8E-2 4.1E-1 8.6E·1 I. 6E-1 4.9E-1 26 
lEO 9.5£-2 1.8E-1 6,0E-1 2.7E-1 '1.5E-1 3.0E-2 1.1E-1 6.8E-1 6.8E-I 3.8E-2 2.0E-1 6.8E-1 I. 6E -1 4.9E-1 27 
JE-1 7.3E-2 1.2E-1 7.5£-1 5.9E-1 1. 5E-1 8.7E-2 7.6E-3 1. 7E-1 4.6E-1 1.7E-1 4.6E-1 5.4E-1 1.2E-1 3.4E·1 28 
JE-1 3.2E-1 4.7E-2 4.7E-1 4.7E-2 ·3,6E-2 2.7E-2 2.6E-2 1. OE-1 3.1E-1 8.3E-2 3.1E-1 7.0E-1 3.9E·4 S.OE-2 29 
lEO 2.6E-1 3.0E-1 5.6E-2 7.4E-2 1.0EO 7.0E-1 5.4E-1 1.5E-1 1.0EO l.OEO 3.7E-1 5.2E-1 1. 7E-1 1.0EO 30 



.ssage 3BI 'simplified' contingency cceHicients 

L 
0 2 
,9 21 3 
0 13 27 4 
0 0 4 8 5 
0 0 0 0 10 6 
1 15 19 6 10 28 7 
8 31 30 14 4 18 44 8 
0 5 12 1 17 9 9 22 9 
5 0 12 0 0 0 0 2 4 10 
1 5 18 11 6 21 17 34 35 25 11 
0 11 4 22 0 0 0 13 0 16 16 12 
0 18 17 15 0 0 6 10 0 3 0 23 13 
0 13 29 21 15 5 1 6 16 2 21 11 17 14 
0 0 9 4 0 2 3 0 0 10 10 0 27 48 15 
0 23 9 15 10 0 19 18 21 9 21 18 28 47 50 16 
4 9 46 5 0 7 14 16 14 24 22 5 26 29 25 25 1 7 
0 7 18 8 17 22 15 6 9 0 13 0 0 5 0 14 4 18 
0 4 4 0 7 44 19 14 15 5 24 0 0 9 5 21 22 55 19 
0 8 0 0 4 41 16 21 12 2 19 0 0 6 14 26 16 52 66 2 0 
0 2 0 6 26 0 13 10 0 0 0 8 11 0 1 20 0 11 0 10 21 
0 9 0 0 18 0 0 0 0 0 0 9 0 7 0 6 0 0 0 0 37 22 
0 0 3 0 22 0 15 16 0 16 0 27 18 1 0 13 9 7 0 0 42 18 23 
0 24 0 8 17 4 23 21 0 0 4 14 1 25 18 31 12 12 3 6 35 30 39 24 
5 16 14 10 0 27 40 40 6 0 19 0 17 10 0 10 5 12 29 34 18 0 0 19 25 
0 0 3 0 7 23 23 16 0 0 23 2 0 13 0 0 17 7 20 16 2 18 B 24 8 26 
0 17 12 0 7 13 23 16 0 0 23 11 0 13 0 13 25 16 28 24 17 18 8 32 16 60 27 
3 19 15 0 0 14 18 31 12 1 13 1 0 15 6 14 19 20 26 31 15 9 1 0 27 27 34 34 2 8 
0 6 22 0 21 23 25 25 16 6 .18 6 0 38 18 38 31 21 31 25 13 10 0 28 19 37 49 37 2 9 
0 7 6 25 21 0 0 0 13 0 0 3 0 12 0 9 3 4 0 0 18 5 7 4 0 0 0 0 0 30 



APPENDIX 5.61 EXPERIMENTS I AND II: PASSAGES 1A, 2C AND 38: 

QUALITATIVE ANALYSIS OF CLAUSE ASSOCIATIONS 

The following list of clause pairs (from Tables 6.4-6.6) 1 indicated by the 
serial numbers of the two clauses involved, attempts to describe for each pair 
the likely relationship, if any, connecting the clauses. Broadly speaking, 
the main categorisation is in terms of causal and non-causal thematic, with a 
bias towards counting a relation as causal in borderline cases. Certain 
subdivisions within these two groupings have been indicated, though these have 
little status, and an additional category 'consecutive' has been developed for 
Passage 1A. The various distinctions are described as follows: 

CAUSAL: these clause pair~ usually show either a CAUSE-EFFECT relation <more 
or less necessary) or a LIKELY relation (where one clause specifies a 
possible but by no m~ans necessary outcome of the event in the other). 
The cause is not necessarily contained in the earlier clause of the pair. 
A third, INDIRECT, type of causal link is also indicated in a few cases: 
this is where some sort of causal relation exists between the two clauses 
only if another clau•e is taken into account. Some INDIRECT associations 
may be statistical artefacts caused by two of the pairings of three 
clauses having high contingency coefficients which then produces a 
spurious coefficient for the third pairing. 

THEMATIC: these relatidns are thematic ones that are not obviously causal. 
There is always repetition of topic or content, either explicit or 
implicit, and agairi several types were distinguished. REPETITION types 
contain roughly the same information, albeit in a different context. 
SIMILARITY relations are like REPETITION's, but with much reduced actual 
repetition; they are often very tentative. In QUALIFICATION relations one 
clause simply adds to, refines or describes further the content of the 
other clause. Finally, in COMPONENTS relations the two clauses each 
describe a different :aspect of the same object, activity etc. 

CONSECUTIVE relations we~e a peculiar type that occurred only for Passage 1A. 
These relations were described between two clauses which formed 
consecutive elements in a sequence of events, and though their order was 
usually but not always unambiguous, it was difficult to assert that one 
was causally dependent upon the other in any way. In all cases there were 
several clauses between the CONSECUTIVE ones which may sometimes have 
given a weak INDIRECT CAUSAL relation to the pair. Alternatively, it 
would net be difficult to place a weak COMPONENTS THEMATIC relation 
between many of these clauses. 

UNKNOWN: these clause pairs seemed to the Experimenter to have no obvious 
relation connecting them, except by the application of unjustifiable 
amounts of imagination. Most are probably the products of random factors 
or odd associations between other clauses. 

In the table below, an attempt has been made to assign each clause pair as far 
as possible to one of the above categories. Uncertainty is indicated by 
question marks and the ~uggestion of a less favoured alternative in brackets. 
Some of the difficulty in this task is illustrated by the very large numbers 
of clauses in Passages 1A and 2C which all contain the same main object or 
actor: in Passage 1A, 'Ernu' is mentioned explicitly or implicitly in all but 
4 clauses and the armadillo in about 15 clauses; in Passage 2C, the narrator 
is referred to in perhaps 17 of the 30 clauses. 

* indicates adjacent clauses 

+ indicates 1 or 2 intervening clauses 



PASSAGE 1A 

Clauses 

2/21: 
* 3/4: 

3/15: 
3/161 
5/25: 

* 8/9: 
9/13: 
9/15: 
9/161 
9/271 

11/25: 
* 12/13: 

12/16: 
12/20: 

+ 13/16: 
* 15/16: 

18/27: 
19/29: 
19/26: 
21/27: 

+ 23/26: 
* 28/29: 
+ 29/30: 

PASSAGE 2C 

Clauses 

6/11: 
6/14: 
6/18: 
6/19: 
6/26: 

+ 11113: 
* 11/14: 

11126: 
* 13/14: 
* 18/19: 
* 20/21: 
* 29/30: 

Type ot relationship 

UNKNOWN 
? THEMATIC <COMPONENTS) 
UNKNOWN 
UNKNOWN 
UNKNOWN 
CAUSAL (LIKELY) 
CONSECUTIVE 
CONSECUTIVE 
CONSECUTIVE 
UNKNOWN 
UNKNOWN 
CAUSAL (CAUSE-EFFECT) 
CONSECUTIVE; ? CAUSAL (LIKELY) 
UNKNOWN 
CONSECUTIVE 
? CAUSAL (LIKELY>; ? CONSECUTIVE 
UNKNOWN 
UNKNOWN 
? CAUSAL (CAUSE-EFFECT> 
? CONSECUTIVE; ? CAUSAL (LIKELY> 
? CONSECUTIVE; ? CAUSAL (LIKELY) 
CAUSAL (CAUSE-EFFECT> 
CAUSAL <CAUSE-EFFECT) 

Type ot relationship 

UNKNOWN 
UNKNOWN 
THEMATIC <REPETITION) 
UNKNOWN 
? THEMATIC (SIMILARITY> 
UNKNOWN 
UNKNOWN 
UNKNOWN 
THEMATIC (QUALIFICATION) 
? CAUSAL <CAUSE-EFFECT> 
? CAUSAL (LIKELY>; ? THEMATIC (COMPONENTS) 
? THEMATIC <COMPONENTS>; ? CAUSAL (LIKELY> 



PASSAGE 3B 

Clauses Type cf relationship 

2/8: UNKNOWN 
3/81 UNKNOWN 

3/17: ? THEMATIC (SIMILARITY) 
6/19: ? CAUSAL !CAUSE-EFFECTl 
6/20~ UNKNOWN 

* 7/8: ? THEMATIC <COMPONENTS>; ? CAUSAL (LIKELY) 
7/25: UNKNOWN 

+ 8/11: UNKNOWN 
8/25: UNKNOWN 
8/28: UNKNOWN 

+ 9/11: ? THEMATIC <SIMILARITY> 

* 14/15: CAUSAL !CAUSE-EFFECT>; 
+ 14/16: ? THEMATIC <SIMILARITY>; ? CAUSAL <INDIRECT! 

14/29: UNKNOWN 
* 15/16: CAUSAL <CAUSE-EFFECT) 

16/24: UNKNOWN 
16/29: UNKNOWN 
17/29: UNKNOWN 

* 18/19: ? THEMATIC (QUALIFICATION) i ? CAUSAL (I ND I RECTl 
+ 18/20: ? THEMATIC (QUALIFICATION!; ? CAUSAL <INDIRECT! 
* 19/20: CAUSAL !CAUSE-EFFECT> 

19/29: ? THEMATIC <SIMILARITY! 
20/25: UNKNOWN 
20/28: UNKNOWN 

* 21/22: ? THEMATIC <REPETITION!; ? CAUSAL <? LIKELY3 ? INDIRECT! 
+ 21/23: CAUSAL <LIKELY) 
+ 21/24: ? CAUSAL <INDIRECT) 
+ 22/24: ? CAUSAL <INDIRECT> 

* 23/24: ? THEMATIC (QUALIFICATION) 
+ 24/27: UNKNOWN 
* 26/27: CAUSAL <LIKELY) 
+ 26/28: CAUSAL <INDIRECT) 
+ 26/29: ? CAUSAL (LIKELY) 

* 27/28: THEMATIC (? REPETITION; ? QUALIFICATION) 
+ 27/29: CAUSAL <CAUSE-EFFECT) 
* 28/29: CAUSAL (CAUSE-EFFECT) 



APPENDIX 5.7: COMPUTER PROGRAM FOR CLUSTER ANALYSIS OF CLAUSE RECALL 

This program is written for a BBC Model B microcomputer COS 1.2, BASIC Il 
and an Epson FX80 printer. Its presentation here is for readability, and 
there are many ways in which it can be made more efficient or more compact, 
for example by using byte arrays and more efficient use of • The principles 
on which it is based are explained in Chapter 61 and explanatory comments are 
spread throughout the listing. Data is entered from the keyboard as two digit 
numbers between 00 and 99 1 corresponding to values of the contingency 
coefficient of between .00 and .99 1 and is ordered by reading across the data 
matrix (see Appendix 5.5 or 5.9). 

10 REM Clause cluster analysis - Version 6 
20 
30 REM 
40 REM 
50 REM 
60 REM 
70 REM 
80 REM 
90 REM 

100 

This analysis uses a decreasing clustering criterion, the 
contingency coefficient CC/Cl on the recall of clause pairs. 
It involves calculating the mean C/C between a clause and a 
cluster of clauses, within a cluster and between two clusters. 
Each clause is' assumed to belong to a single cluster, decided 
by the mean C/C between the clause and the rest of the cluster 
or by the mean, C/C of the cluster were the clause added to it. 

110 REM val:< 
120 REM mY. 
130 REM clus:< 
140 REM memX 
150 REM mean 
160 

'simplified' contingency coefficients for clauses 
serial number of cluster to which each clause belongs 
serial numbers of clauses in each cluster 
number of clauses in each cluster 
mean contingency coefficient within each cluster 

170 
180 
190 
200 

MODE7: PROCstart 
DIM val%(30,30) 1 m%(30) 1 clus%(15,30) 1 mem%(15) 1 mean(15l 
next% = 1 

210 REM Main program 
220 PROCinput 
230 FOR G:< = 1 TO 2 
240 FOR H:< = 70 TO 10 STEP -1 
250 check:< = FALSE 
260 FOR IX = 1 TO CX - 1 
270 FOR JX = IX TO CX 
280 IF val%CIX,J%) >= HX THEN PROCcompareCIX,JXl 
290 NEXT 
300 NEXT 
310 IF check% THEN PROCprint 
320 NEXT 
330 PROCprinter_ona CLS: PROCprinter_off 
340 PROCclear 
350 NEXT 
360 PROCend 
370 
380 DEF PROCstart 
390 *FX14 1 6 
400 @X = 10: VDU 12,23;8202;0;0;0; 
410 ENDPROC 
420 
430 DEF PROCend 
440 PROCprinter_off 
450 *FX13,6 
460 CLS: @% = 10 
470 END 
480 ENDPROC 



490 
500 DEF PROeinput 
510 REM Input number of clauses and contingency coefficients. 
520 REPEAT 
530 eLS: *FX15,1 
540 INPUT TAB<0,8l "E~ter number of clauses: " ex 
550 IF cr. < 2 OR e IF ex < 2 560 UNTIL ex > 1 AND ex < 31 

I 570 PROetone(5l: PROepa~se(50l: @X= 4 
580 FOR IX = 2 TO CX 
590 eLS: PRINT TAB!0,6l "LINE "I IX 
600 PRINT I "Enter coefficients (00 to 99):" 
610 PRINT I "Press ID: to reenter number" 
620 PRINT I "Press IHI to reenter line" I 
630 FOR JX = 1 TO IX ~ 1 
640 FOR KX = 1 TO 2 
650 *FX15,1 
660 REPEAT A$ = GET$: UNTIL !A$ >= "0" AND A$ <= "9"l OR A$ = "H" 

OR A$ = "D" 
670 IF A$ = "D" THEN PROedo_D 
680 IF A$ = "H" THEN IX = IX - 1: VDU7: GOTO 790 
690 IF K/. = 1 THE~ B$ = A$ 
700 PRINT A$;: IF K% = 2 THEN PRINT" "; 
710 NEXT 
720 LX= 10 * VAL(B$l + VAL!A$li valX!JX,IX) =LX 
730 PROCpause(30): PROCtone<3l 
740 NEXT 
750 PROCtone(5) 
760 PRINT I I I "Press SPACE to continue" I I "Press IHI to reenter line" 
770 REPEAT A$ = GET$: UNTIL A$ = " " OR A$ = "H" 
780 IF A$ = "H" THEN IX = IX - 1: VDU7 
790 IF IX < 1 THEN I% = 1 
BOO NEXT IX 
810 eLS: PRINT TAB<7,Bl ·"Calculations in progress" 
820 ENDPROC 
830 
840 DEF PROedo_D 
850 A$ = "" 
860 IF KX = 2 THEN VDU 127 
870 IF KX = 1 AND JX > 1 THEN J/. = Jl.- 1: VDU 127,127,127,127 
880 VDU7: KY. = 0 
890 ENDPROC 
900 
910 DEF PROepause<ZXl 
920 ZZ% = TIME 
930 REPEAT UNTIL TIME - ZZI. = Zl. 
940 ENDPROC 
950 
960 DEF PROCtone<TI.l 
970 SOUND 1,-(2 * T% + 2) ,200,T/. 
980 SOUND 2,-<2 * Tl. + 2l,200,T/. 
990 ENDPROC 

1000 
1010 DEF PROecompare!AX,BXl 
1020 REM If a contingency coefficient is greater than the current criterion, 
1030 REM a check is mad~ to see if either or both of the clauses is already 
1040 REM a member of a cluster: three courses of action are then open. 
1050 CLS: PRINT TAB<7,8l "Calculations in progress" 
1060 PROCtone(2) , 
1070 IF m/.!AXl = 0 AND mX<BXl = 0 THEN PROCcreate 
1080 IF mX(Af.) > 0 AND m%!BXl = 0 THEN PROCtryl(AX,BXl 
1090 IF mf.(AXl = 0 AND mX<BX> > 0 THEN PROetry1<Bt.,AXl 

i 



1100 IF m/.(A%l > 0 AND m/.(B/.l > 0 THEN IF m%(A/.l 0 m%(Bf.l THEN PROCtry2 
1110 ENDPROC 
1120 
1130 DEF PROCcreate 
1140 REM If neither clause is a member of a cluster, they 
1150 REM are combined to form a new cluster. 
1160 mi.(AY.l = next:<: mX(BXl = neKtl. 
1170 clus/.(nextx,1l =A%: clus/.(nexti. 1 2l = B%: mem%(nextxl = 2 
1180 mean(nextf.l = val%(A%,B%l 
1190 next% = next% + 1: check% = TRUE 
1200 ENDPROC 
1210 
1220 DEF PROCtry1<AX,Bt.l 
1230 REM If only one clause is already a member of a cluster, 
1240 REM the criterion for adding the other is calculated. 
1250 LOCAL I:< 
1260 NAX = mX(Af.l: noAX ~ memX<NAXl: sum= 0 
1270 FOR I% = 1 TO neAt. 
12 8 0 a% = c 1 us X ( N A r. , IX :l : b r. = B r. 
1290 IF a% > b/. THEN eX = at.: at. = bX: b/. = eX 
1300 sum = sum + val/.(af.,b/.l 
1310 NEXT 
1320 IF GX = 1 THEN ave ~ sum I noA% 
1330 IF G% = 2 THEN sum :: sum + mean <NA/.l * neAt. * (noA% - 1) I 2: 

ave = sum * 2 I (noAX * (noAX + 1)) 
1340 IF ave >=HI. THEN PROCadd(Ai.,B/.l 
1350 ENDPROC 
1360 
1370 DEF PROCadd(Af.,B%) 
1380 REM If the single clause can be added to the cluster, this is done. 
1390 mf.(B/.l = NAi. 
1400 memt.<NAI.l = mem/.(NA/.l + 1: noA% = mem/.(NA/.l 
1410 clusf.(NAi.,noAXl = B/. 
1420 mean<NA/.l =ave 
1430 check% = TRUE 
1440 ENDPROC 
1450 
1460 DEF PROCtry2 
1470 REM If both clauses are already members of (different) clusters, 
1480 REM the effect on'the overall mean contingency coefficient of 
1490 REM combining the two clusters is calculated, 
1500 LOCAL IX, Ji. 
1510 NAt.= m/.(AY.l: NB% = m%(8%): noAX = memX<NAXl: noB/.= memX<NBXl 
1520 ncAi. = noAi. * (noAi. - 1) I 2: ncB% = noB% * (noB% - 1) I 2 
1530 net. = neAt. + ncB/. + noAX * noB/. 
1540 sum = 0 
1550 FOR IX = 1 TO noAX 
1560 FOR J/. = 1 TO noB/. 
1570 at.= clus/.(NAX 1 It.l: bX = clusX<NBX,J/.) 
1580 IF aX > bX TH~N eX = aX: aX = b/.: bX = eX 
1590 sum = sum + val/.(aX,bXl 
1600 NEXT 
1610 NEXT 
1620 IF G% = 1 THEN ave = sum I <neAt. * noBt.l 
1630 IF GX = 2 THEN sum =sum + mean<NA/.l * ncAX + mean<NB%) *ncB%: 

ave = sum I net. 
1640 IF ave >= HX THEN PROCmerge 
1650 ENDPROC 
1660 
1670 DEF PROCmerge 
1680 REM If necessary~ the two clusters are combined. 

'bOO 



1690 LOCAL Ii. 
1700 FOR Ii. = 1 TO noB% 
1710 mi.(clusi.(NBi.,I%ll = mi.<Ai.l 
1720 clusX<NAX,noAX + IXl = clusi.<NBX,Ii.l: clusi.(NBX,Ii.l = 0 
1730 NEXT 
1740 mean <NAi.l = ave: mean <NBXl = 0 
1750 memi.<NAf.l = noAf. + noB%: memi.<NBf.l = 0 
1760 checkf. = TRUE 
1770 ENDPROC 
1780 
1790 DEF PROCprint 
1800 REM The results are printed out, clusters with their members first, 
1810 REM then any isolated clauses. 
1820 PROCprinter_on 
1830 VDU27,33 1 0 
1840 PRINT "CLUSTER ANALYSIS TYPE "; 6%; " ON CLAUSE RECALL DATA AT 

CRITERION LEVEL "; HX 
1850 PRINT "Clusters formed at this level!" 
1860 FOR IX = 1 TO 15 
1870 IF memi.<IX> > 0 THEN PROCprint_cluster<IX> 
1880 NEXT 
1890 PRINT "Clauses net in any cluster:"; 
1900 FOR IX = 1 TO CX 
1910 IF mi.(li.) = 0 THEN PRINT I%; 
1920 NEXT 
1930 IF Hi. = 10 THEN CLS: ELSE PRINT I 

1940 PROCprinter_cff 
1950 ENDPROC 
1960 
1970 OEF PROCprint_cluster<Ii.l 
1980 PRINT" Cluster,nc. 11

; I'X.; 11 "I 
1990 FOR Ji. = 1 TO memi.<IXl 
2000 PRINT clusi.(IX,JXl; 
2010 NEXT 
2020 PRINT 
2030 ENDPROC 
2040 
2050 DEF PROCprinter_cn 
2060 CLS: PRINT TAB(9 1 12l "Printing in prcgress 11 

2070 *FX3,10 
2080 vou 27,33,0,27,10815,27,78,6: @% = 3 
2090 ENDPROC 
2100 
2110 OEF PROCprinter_cff 
2120 vou 27,33,0,27,108,0,27,78,0 
2130 *FX3 
2140 ENDPROC 
2150 
2160 DEF PROCclear 
2170 REM Clears all arrays except val% fer second analysis. 
2180 CLS: PRINT TAB<7,8l 11 Calculaticns in prcgress 11 

2190 FOR IX = 1 TO 15 
2200 FOR J% = 1 TO 30 
2210 clus%<IX 1 Ji.) = 0: mi.(Ji.) = 0 
2220 NEXT 
2230 memi.(Ii.) = 01 m~an(Ii.) = 0 
2240 NEXT 
2250 nex ti. = 
2260 ENOPROC 

~01 



APPENDIX 5.8: EXPERIMENTS I AND II: PASSAGES 1A, 2C AND 38: 

QUALITATIVE ANALYSIS OF CLAUSE CLUSTERS 

The ~allowing clust~rs o~ clauses are taken ~rom Tables 6.8-6.10 1 and 
include all clusters ~ormed at a sec criterion level 0~ 0.25, by either 
method, with occasional re~erence to clauses added at slightly lower criteria. 

The comments attempt where possible to describe the basis on which the 
cluster might have been ~armed, and there~ore extend to the analysis o~ clause 
recall contingencies presented in Appendix 5.6. 

PASSAGE 1A 

As previously noted, most clauses in this passage contain re~erences to the 
main actor, and about hal~ to the main object. This means there is a good 
chance that some sort o~ thematic or even causal relation could be invented 
~or any pairing of clauses taken at random. All reasons suggested ~or clause 
clustering must there~ore· re~er to more substantial ~eatures. 

Clauses 2, 3, 4, 15: 

Clauses 3 and 4 represent. a possibly thematic coupling, to which 2 is only 
distantly connected <th~ugh causally related to 3), Clause 15 only clusters 
with this group under the second method, ~or no discernable reason. 

Clauses 5, 11, 25: 

Nothing extra can be added to the UNKNOWN verdict on the relation between 5 
and 25. 

Clauses 9, 12, 13, 14, 15, 16 

0~ these clauses, 12 and 16 are the most closely related, an association 
previously called CONSECUTIVE. With the omission o~ clauses 10 and 11 
<arguably inessential), these ~orm a continuous sequence, though the group 
(minus 14) only barely ~orms under method one, and 15 is not a member under 
method two. 0~ the central ~our clauses (9 1 12 1 13 1 16) only 12 and 13 can be 
argued to be causally related; together the group is more like the components 
o~ a single activity (a chase sequence) 1 than cause·e~~ect sequences or 
goal-action-outcome episodes. 

Clauses 18, 29 

Again, the UNKNOWN comment on this pairing must stand. 

Clauses 19, 23, 26 

These three clauses do seem interrelated on causal grounds: 19/23 and 23/26 
were both labeled CAUSAL <LIKELY) be~ore. Another interpretation would make 
them components o~ a highly predictable action sequence (shooting, killing, 
retrieving), which, although it might be described in <essentially abstract) 
goal-oriented terms, could equally be argued to represent a (script-organised) 
piece o~ general knowledge. 

Clauses 21, 27: 

This pairing was described be~ore as CONSECUTIVE, to which nothing further can 
be added. Distant relations with 8 (~irst method) seem unexplained, as do 
relations with 18 and 29' (second method). 

Clauses 28, 30 

A simple CAUSAL interpretation probably su~~ices ~or this pairing. 



PASSAGE 2C 

The most noticeable thing: about the clustering results on this passage is the 
dearth of clusters, but the two methods of analysis are again in good 
agreement. 

Clauses 5, 29, 30 

The relation between 29 and 30 was described before as THEMATIC: the two 
clauses represent components of the same overall action with no causal or 
goal-oriented factors visibly present. There is no obvious reason for 
associating clause 5 with.them, however, 

Clauses 6, 18, 19, 23 

The pairing of clauses 6:and 18 was described as THEMATIC and of 18 and 19 as 
CAUSAL. These separate linkings may have helped grouped the three together. 
Clustering these with 23 is a product of the second clustering method only and 
does not seem to have any;obvious rationale. 

Clauses 11, 13, 14, 26 

While 13/14 was previously described as THEMATIC, the association of clause 11 
with either of them could not be explained (though it is obviously close to 
them in the passage). Similarly, no convincing reason suggests itself for the 
association of clause 26 with the other three. 

Clauses 20, 21, 25 

The association of 20/21 has been labelled CAUSAL though this is rather weak 
and a THEMATIC interpretation is also possible. Despite being quite close in 
the passage, there is no $pecial reason why 25 should be associated with the 
others. 

PASSAGE 38 
I 

The large amount of clustering within this passage, and the extent to which 
these analyses manage to 'retrieve' a majority of its subdivisions are the 
most remarkable features about this passage. One curious aspect of the 
composition of the clusters for this passage is the way an otherwise coherent 
set of clauses has had an extra clause from the beginning of the passage 
unexpectedly added to it; this occurred three times: (3, 13 1 14 1 15 9 16,17) 1 (6 1 

18 1 1, 2 0) 1 ( 5 1 211 .2 2 1 2 3 1 2 4) • 

Clauses 2, 7, 8, 25 

Of the six possible cl~use pa1r1ngs present in the cluster, four were large 
enough to be discussed earlier. Of the four, three were judged UNKNOWN and 
one, 7/8 1 was regarded' as THEMATIC. There is no reason to question the 
reality of the 7/8 pairing, but the all other aspects of this group suggest a 
spurious formation. · 

Clauses 3, 13, 14, 15, 16• 17 

Except for Clause 31 these obviously constitute a consecutive set. The 
pairings 3/17 and 14/16 w~re tentatively identified as THEMATIC and 14/15 and 
15/16 as CAUSAL. With the exception of clause 31 a complete subsection of the 
passage is included he~e: a single, five-clause sentence about what the 
builders did to the walls .and why. It is therefore full of causal and 
noncausal relations. Tne association of 3 with the others may be chance or 
because subjects consider~d them all to refer to the way rooms were decorated. 
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Clauses 4, 30 

There seems little cause for the distant association of these two clauses, 
which is best considered spurious. 

Clauses 5, 21, 22, 23, 24 

This cluster consists of four consecutive clauses from the five in the 
subdivision concerning the choice of the site for the house. The linking cf 5 
with the other clauses looks like another chance effect. Of the six possible 
pairings of clauses 21-24 1 five were SCC's of 0.3 or more of which two were 
perhaps THEMATIC, one CAUSAL and two INDIRECT CAUSAL, ie weakly causal. 
Though causal relations could be read into the subdivision as a whole, the 
main principle of cohesion seems more <noncausal) thematic, centring on the 
site of the house. 

Clauses 6, 18, 19, 20, 26, 27, 28, 29 

This large cluster really decomposes into two. Clauses 18, 19 and 20 
summarise the complete section on the special heating provision for the house, 
among which simple thematic relations (all discussing the central heating) 
predominate over causal ones (low temperature causes no fire hazard). The 
association of 6 with these three is interesting: 6/19 and 6/20 were 
previously described as possibly CAUSAL, and UNKNOWN respectively, but taking 
18, 19 and 20 together, the association with 6 seems quite likely to be 
mediated by the idea of central heating, which both might be claimed to be 
describing• this is noncausal thematic again. Clauses 26 1 27 1 28 and 29 form 
another complete sequence, about the gardeners and what they did to the 
garden. All six pa1r1ngs of these clauses featured in the contingency 
analyses, five being described as CAUSAL, one as plain THEMATIC. The strong 
presence of goals, actions and outcomes makes noncausal thematic 
interpretation difficult. In stark contrast with the observations so far, no 
plausible reason suggests itself for the clustering of the two main groups of 
clauses here. 

Clauses 9, 11 

Despite their proximity, there is little apparent relation between these two 
clauses, though some THEMATIC connection, mediated by the image or concept of 
cold and ice might be suggested, 



'PENDIX 5.9: EXPERIMENT V1 RECALL CONTINGENCIES 

1ssage F: recall ( 1 ) and omission (0) of clauses 

Clauses 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

1jects 
1 0 1 0 1 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 0 1 0 1 1 1 1 1 0 
2 1 1 0 1 0 0 0 1 1 0 1 0 0 1 0 0 1 0 1 0 0 1 1 1 1 0 0 1 1 1 
3 1 1 0 1 1 0 1 1 1 1 1 1 0 1 0 1 1 0 1 1 0 0 1 1 1 0 0 1 1 1 
4 1 1 0 1 1 0 1 1 1 1 1 0 0 1 0 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 
5 1 1 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 1 1 0 1 1 0 l 1 0 l 1 1 
6 1 1 0 0 1 0 0 0 1 1 1 1 1 1 0 0 1 1 0 1 1 0 1 1 1 0 0 1 1 1 
7 1 1 0 0 1 0 0 1 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 1 1 1 1 l 1 1 
8 0 0 0 1 1 0 0 1 1 0 1 0 0 1 0 1 1 0 1 1 l 1 l 1 1 1 1 1 1 1 
9 1 1 0 0 1 0 0 1 1 1 l 1 l 1 0 0 1 0 0 1 0 1 1 0 1 1 1 1 l 1 
10 1 1 0 0 1 0 0 1 l l l 1 0 0 0 0 1 0 0 0 1 1 1 1 0 0 6 l l 0 
11 1 1 0 1 1 0 0 1 1 1 l 1 0 1 1 1 I 1 1 1 l 1 1 I I 1 0 1 l 1 
12 I 1 0 0 1 0 1 0 I 1 1 1 0 1 0 1 I 1 0 1 0 1 I 1 1 0 0 1 1 1 
13 1 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 0 1 
14 1 1 0 0 1 0 0 1 1 1 0 1 1 0 0 0 1 0 0 1 0 1 I 1 1 0 0 I 1 0 
15 1 1 0 1 0 0 1 1 I 1 1 1 0 I I 1 1 1 I 1 1 1 1 0 1 0 0 1 1 1 
16 1 1 0 1 1 0 0 1 1 1 1 1 0 1 0 1 0 0 0 1 0 1 1 1 1 0 0 1 l 0 
17 1 1 0 1 1 0 0 1 1 1 0 1 0 1 0 0 1 0 0 0 0 1 1 1 1 0 0 1 1 1 
18 1 1 0 0 1 0 0 1 1 0 0 0 1 1 0 1 1 1 0 1 0 1 1 1 1 0 0 1 1 1 
19 1 1 0 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1 1 0 1 1 1 
20 1 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 0 0 1 0 0 1 1 1 1 0 0 1 1 1 
21 1 0 1 1 1 0 0 1 1 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1 0 0 1 1 1 
22 1 0 0 1 1 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 0 1 1 1 1 1 1 1 1 1 
23 1 1 0 0 1 0 1 1 1 1 1 0 1 1 0 0 0 0 0 1 0 1 1 1 1 1 l 1 I 1 
24 1 0 0 0 1 0 0 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 0 1 l 0 
25 1 1 0 1 1 0 0 1 1 0 0 0 1 0 0 0 1 0 0 1 0 1 1 1 1 1 0 1 1 1 
26 1 1 0 1 1 0 0 0 1 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1 1 0 1 1 l 1 
27 0 1 0 1 1 0 0 1 1 1 1 1 1 0 0 0 1 0 1 1 1 1 1 0 1 1 1 1 1 0 
28 1 1 0 1 0 0 0 1 1 0 1 0 0 1 1 1 0 0 0 1 0 1 1 1 1 1 0 1 1 1 
29 1 1 0 1 1 0 0 0 1 0 1 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 l 1 1 0 
30 1 1 0 0 1 0 0 0 1 1 1 1 1 1 0 1 1 0 0 1 0 1 1 l 1 0 l 1 l 1 
31 l l 0 l 0 0 0 1 1 0 1 1 1 0 1 0 1 0 0 1 0 1 1 1 1 0 0 1 1 1 
32 1 1 0 0 1 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 1 0 1 1 1 1 
33 1 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 1 1 1 1 1 1 0 0 1 1 1 
34 1 1 0 1 1 0 1 0 0 0 l 0 0 1 0 1 0 0 1 1 0 1 1 0 l 0 1 1 1 1 
35 1 1 0 0 0 0 0 1 1 0 0 1 1 1 0 1 0 0 1 1 0 1 1 1 l 1 1 1 1 1 
36 1 1 0 0 1 0 0 1 1 1 1 0 0 1 0 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 
37 1 1 0 1 1 0 0 1 1 1 0 1 1 1 0 1 1 0 0 1 0 1 1 1 1 0 0 l 1 1 
38 1 1 0 l 0 0 0 1 1 1 0 1 1 1 0 0 l 0 1 1 0 l 1 1 0 0 0 1 1 1 
39 0 1 0 1 0 0 1 1 1 0 0 0 l 1 0 0 0 0 0 0 0 1 I 1 I 0 0 1 1 1 
40 1 1 0 1 1 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 I 1 1 1 0 1 1 I 1 1 
41 1 1 0 1 1 0 0 1 1 1 1 1 1 1 0 0 I 0 I 1 1 1 1 1 I 1 0 1 1 1 
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Clauses 
31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 

Jjects 
1 1 0 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0 1 1 1 1 0 1 0 1 
2 1 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 0 1 1 1 1 1 0 1 1 
3 1 0 1 1 1 1 0 0 1 0 0 0 1 1 1 0 0 1 1 1 1 1 0 0 0 
4 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 I 1 1 0 0 0 
5 1 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 1 1 1 1 0 1 
6 1 0 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 I 1 0 0 0 
7 0 1 1 1 1 1 1 0 1 1 0 0 1 1 0 0 0 1 I 1 I 0 1 0 I 
8 I 1 I I 1 1 0 0 1 1 0 0 1 1 1 0 1 1 1 1 1 0 1 0 1 
9 1 0 I 1 1 1 0 0 1 1 0 1 0 1 0 0 0 1 1 1 1 1 0 0 I 
10 I I I I 0 0 0 0 0 0 0 I 1 1 0 1 0 1 1 1 1 1 0 0 0 
11 1 0 1 1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 1 1 1 0 0 0 1 
12 1 0 1 1 1 1 0 0 1 0 0 0 1 0 1 0 0 1 1 1 1 1 0 0 1 
13 0 0 1 1 1 0 1 1 1 1 0 0 0 1 0 0 0 1 1 1 1 1 0 0 1 
14 1 0 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 1 1 1 1 I 0 0 I 
15 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 0 0 1 1 1 1 1 1 0 1 
16 1 0 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 1 1 1 0 1 1 
17 1 0 1 1 1 1 0 0 1 0 0 1 0 1 0 0 0 1 1 1 1 0 0 0 0 
18 1 1 1 1 1 1 0 0 1 0 0 0 0 0 1 0 0 1 I 1 1 1 0 0 0 
19 1 1 1 1 I 1 0 0 0 1 0 0 0 1 1 0 I 1 1 1 I 0 1 0 I 
20 1 0 1 1 1 1 1 1 I 1 0 0 0 1 0 0 0 1 1 1 1 I 0 0 1 
21 I 1 1 1 1 1 0 0 1 1 0 0 1 0 I 0 0 1 1 1 1 1 1 1 0 
22 0 0 0 1 0 0 0 0 0 0 0 0 I 1 0 0 0 0 0 1 1 0 0 0 0 
23 0 0 1 1 1 1 I 0 1 1 0 0 0 0 1 0 0 1 1 1 I 1 1 0 1 
24 I 1 1 1 1 1 0 0 0 1 0 1 1 1 0 0 0 1 1 1 1 1 0 0 I 
25 1 I I 1 I 1 1 0 1 1 0 1 0 1 1 0 0 1 1 1 1 0 0 1 0 
26 1 1 1 1 1 0 0 0 1 I 0 0 1 1 0 0 0 1 1 1 1 1 0 0 I 
27 1 1 1 1 I I I 0 I 1 0 I 1 1 I 0 I I 1 1 I 1 0 0 I 
28 1 0 1 1 1 1 1 0 1 1 0 0 1 1 0 0 0 1 1 1 1 0 0 0 1 
29 0 1 I 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 0 0 1 
30 1 0 1 1 1 1 1 1 1 0 0 1 1 1 1 0 1 1 1 1 1 1 0 0 1 
31 1 0 1 1 1 1 1 1 0 1 0 0 0 1 1 0 1 1 1 1 I 0 0 1 1 
32 1 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 0 1 1 1 1 0 0 0 1 
33 1 0 1 1 1 0 0 0 1 1 0 0 1 1 1 0 0 1 1 1 1 1 0 0 1 
34 0 0 1 1 1 0 1 0 1 1 0 0 1 1 1 1 1 1 1 1 I 1 0 0 0 
35 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 0 I I 1 1 0 0 0 0 
36 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 1 I 0 0 1 
37 1 1 1 1 1 0 0 0 0 1 0 0 1 1 0 0 0 1 1 1 1 0 0 0 1 
38 1 1 1 1 1 1 1 0 1 0 0 1 1 1 1 0 1 1 1 1 1 0 0 0 1 
39 1 0 1 1 1 1 0 0 1 0 0 0 1 1 0 0 0 1 1 1 1 0 0 1 1 
40 1 1 1 1 1 0 1 0 0 1 0 0 1 1 0 0 0 1 1 1 1 0 0 0 1 
41 1 1 1 1 1 0 1 1 1 1 0 1 0 1 1 1 0 1 1 1 1 0 0 0 0 
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nage F1 contingency coefficients on recall of pairB 0 f c:l iHI!Hl S 

L 
1E-3 2 
1E-1 1.8E-1 3 
9E-I 6.4E-2 2.7E-2 4 
OE-1 1.2E-1 9.4E-2 7.4E-2 5 
IE-I 1.8E-1 4.4E-1 2.7E-2 9.4E-2 6 
2E-1 I. IE-I 1.1E-I 1.5E-I 4.2E-2 I. IE-I 7 
OE-2 7.0E-2 1.4E-I 5.3E-2 1.8E-I 1.4E-1 5.7E·3 8 
2E·I e.eE-2 3.1E-1 7.5E-2 3.2E·3 3.1E-1 1.7E·2 4.8E-2 9 
OE·2 8.4E-2 3.6E-2 1. 4E·2 l.SE-1 3.6E·2 1. 2E·l 3.1E-2 1.6E·1 10 
lE-2 1.4E-2 6.2E-2 1.2E-2 4.0E-2 6.2E-2 1. 7E·l 1. OE·l 3.3E-2 2.5E·1 11 
6E-2 6.4E·2 2.7E·2 4.5E·2 4.1E·2 2.7E-2 2.8E·2 5.3E·2 1. 5E·1 5.1E-1 1.2E·I 12 
2E·2 4.6E-2 1.9E-2 9.6E·2 1.3E·2 1.9E-2 6.5E·2 5.6E-2 1.4E·I 4.8E·2 3.2E-1 2.0E·1 13 
9E·2 2.7E-2 8.2E-2 2.1E-I 2.3E·2 8.2E-2 2.5E·l 2.0E·I 9.3E-3 1.3E-I 1.2E·I 1.0E·l 3.6E·2 14 
OE-2 7.0E-2 1.4E-I 1. BE-l 1.2E-1 1.4E·I 5.7E-3 5.2E-2 4.8E-2 3.1E·2 1. OE·I 5.3E·2 5.6E-2 5.5E·2 15 

l 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
SE-2 2.7E-2 1.2E-2 3.8E-2 1. 3E-1 I. 2E-2 3.9E-2 1.6E-1 9.6E·2 8.6E·3 1.6E-1 3.BE-2 2.1E·1 4.5E-1 1. 6E·I :!.6 
IE-2 1.4E-2 6.2E-2 1. 2E-1 4.0E-2 6.2E·2 4.5E·2 3.9E-2 3.3E-2 2.5E·I 1.5E-1 4.0E·1 8,3E-2 1. 2E·1 3.9E-2 :!.7 
8E·2 8.9E·2 1.2E-1 2.3E-2 6.5E-2 1. 2E-1 2.5E·I 1. 8E·1 3.1E·2 7.8E-2 1.4E-1 2.3E-2 1.2E·1 2.2E·1 2.2E-2 :!.8 
4E-2 1.4E·I 3.9E·3 2.1E·1 1.5E-1 3.9E-3 1. 3E·2 1.1E-2 1.1E·I 3.0E·2 2.2E-1 2.1E·2 1.2E·l 1. 5E ·2 1. 2E·1 19 
OE-2 4.9E-2 1.6E·1 1.7E-3 5.9E·3 1. 6E·I 3.0E·2 9.6E·2 6.6E·2 1.6E·I s.eE-2 1.4E·l 1.2E·I 1.4E·I 9.6E-2 20 
4E-I 6.4E·2 2.7E-2 5.5E-2 7.4E·2 2.7E·2 2.8E-2 7.8E-2 7.5E-2 2.1E-I 3.8E-1 5.5E·2 3.6E·3 1.2E·1 2.1E·l 21 
OE-2 3.1E-3 2.1E-I 2.6E-2 9.1E·2 2.1E-1 1. 2E-I 4.0E·2 1.2E-1 l.OE-2 4.1E-2 2.6E-2 4.2E·2 7.9E·2 4.0E·2 22 
OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 23 
lE-I 4.9E-2 1. 6E·I 1. 7E-3 1. 6E-1 1.6E·1 1.9E·1 8.7E·2 6.6E-2 1.2E·I 6.0E·2 1.7E-3 1.9E·2 1.7E-2 8.7E·2 24 
OE-2 3.1E·3 2.1E-I 2.6E-2 9.1E·2 2.1E-I 7.5E-2 4.0E·2 1. 2E-I 1. SE·I 4.1E-2 2.6E-2 4.2E-2 7.9E·2 4.0E-2 25 
2E·I 4.6E-2 1.9E·2 9.6E·2 1.3E·2 I. 9E·2 5.3E-2 7.5E·2 8.6E·2 5.3E·2 1.3E-I 3.6E-3 1.4E·1 1.5E·I 5.6E·2 26 
7E·1 5.1E-2 4.4E-2 2.9E-2 1.4E·1 4.4E·2 2.5E-2 2.5E-1 5.4E·2 6.7E-2 2.8E·2 2.9E·2 2.1E·1 1. 7E·1 8.2E-3 27 
OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 28 
IE-I I.SE-1 4.4E-1 2.7E-2 9.4E·2 4.4E-I I.IE·I 1.4E-1 3.1E-I 3.6E-2 6.2E-2 2.7E·2 1. 9E-2 8.2E·2 1.4E-1 29 
SE-1 7.0E-2 I. 4E-1 5.3E·2 3.1E-2 1.4E-I 5.7E-3 5.2E·2 4.8E-2 1.6E-I I.OE·I 1.8E-I 5.6E·2 9.1E·2 5.2E-2 30 

~6 

5E-2 17 
2E-I 2.6E·l 18 
3E·2 I. 7E-2 4.9E-2 19 
OE-1 e.eE-2 I. 2E-1 7.9E-2 20 
2E-2 2.9E·I 2.6E-1 3.5E-1 1.4E-I 21 
SE-2 4.1E-2 1.5E-I 7.4E-2 2.0E·2 2.6E·2 22 
OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 23 
9E-2 6.0E·2 5.7E·2 1.9E·1 7.4E·2 1.7E·3 2.0E·2 O.OEO 24 
SE-2 1.3E·1 5.8E-2 7.4E-2 2.0E·2 1.4E·1 3.0E-2 O.OEO 2.0E-2 25 
IE-1 2.2E·2 1.5E-3 1.2E-1 2.8E·1 2.9E·I 4.2E-2 O.OEO 1.2E·1 4.2E·2 26 
6E-1 S.IE-2 5.4E-2 8.2E-2 9.9E-2 1. 3E-1 6.2E·3 O.OEO 1. SE-1 6.2E-3 3.7E·1 27 
OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 28 
2E-2 6.2E-2 1. 2E-1 3.9E-3 1.6E-l 2.7E-2 2.1E-I O.OEO 1.6E-1 2.1E·1 1.9E-2 4.4E-2 O.OEO 29 
3E-2 I. OE -I 2.2E-2 1.1E-2 8.7E-2 2.1E-I 4.0E-2 O.OEO 8.7E·2 4.0E·2 5.6E-2 8.2E·3 O.OEO 1.4E·1 30 
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1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 
.OE-2 4.9E-2 1.6E-I I. 7E-3 1.5E-I 1. 6E-1 3.0E-2 8.7E-2 6.6E-2 1.6H 6.0E-2 1.4£-1 I. 9E·2 I. 7E·2 9.6E-2 31 
.BE-2 2.7E-2 1.2E-2 1.4E-I I. 3E-1 1. 2E-2 7.9E-2 3.3E-2 9.6E-2 9.1E-2 5.0E·2 J.BE-2 e.JE-2 6.6£-2 3,3E-2 3:2 
.2E·1 S.BE-2 3.1E-1 7.5E·2 3.2E-3 3.1E·1 1. 7E-2 4.8E·2 2.1E-I I. 6E-1 3.3E·2 7.5E-2 8.6E-2 9.3E-3 4.8E-2 3:S 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 3-t! 
.2E·1 B.BE-2 3.1E-1 7.5E-2 3.2E·3 3.1E·1 I. 7E·2 4.8E-2 2.1E-1 6.5E-2 3.3E-2 7.5E-2 B.6E·2 9.3E·3 4.8E-2 3S 
.IE-I 2.7E-2 8.2E-2 6.8E-3 2.3E-2 8.2E·2 1. 2E-1 9.1E-2 2.4E·1 1.3E·I 2.3E·1 1. OE-1 3.6E-2 1. 9E-1 5.5E·2 36 
.2E-2 1. 9E-1 1.9E·2 3.6E·3 1. OE-1 1.9E-2 5.3E·2 5.6E-2 8.6E·2 4.8£·2 1. 9E-1 3.6E-3 4.0E-2 3.6E-2 7.5E-2 37 
.1E-2 1.4E·2 6.2E-2 1.2E-2 4.0E-2 6.2E-2 4.5E·2 3.9E·2 3.3E-2 6.1E·2 1.8£-1 1.2E-2 8.3E·2 I. 4E -3 3.9E·2 38 
.BE-2 9.8E·2 1.2E-1 1.0E·1 6.5E-2 1.2E-1 J.BE-2 2.2E-2 3.1E-2 7.8E·2 4.8E-3 2.2E-I 1. 2E·I 4.9E·2 I.SE-1 3c; 
.1E-2 1.4E-2 6.2E-2 1.2E-2 4.0E-2 6.2E-2 2.0E-1 3.9E-2 3.3E-2 6.1E-2 1. 5E-1 9.4E-2 8.3E-2 l. 2E-1 I.OE-1 40 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 41 
.OE-2 6.9E-2 3.6E-2 1.4E-2 4.7E-2 3.6E-2 1.2E-I 3.1E-2 6.5E-2 2.7E-I 4.6E-2 I.IE-1 4.8E-2 2.3E·2 3.1E-2 42 
.IE-2 1.4E-2 6.2E-2 1.2E-2 4.0E-2 6.2E-2 4.5E-2 2.3E-1 3.3E-2 1.5E-1 4.3E-2 1. 2E·I 1. JE-1 I. 2E-I I.OE-1 43 
.1E-3 2.5E-2 1.BE-1 2.1E-1 1.2E-1 I.BE-1 7.2E-2 7.0E-2 B.SE-2 6.9E-2 1.4E-2 6.4E-2 4.6E-2 2.7E-2 7.0E-2 44 
.6E-2 6.4E-2 2.7E-2 4.5E-2 4.1E-2 2.7E-2 2.8E-2 5.3E-2 7.5E-2 1. 4E-2 1. 2E-1 4.5E-2 3.6E-3 6.8E·3 7.8E-2 45 

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
,9E-2 B.BE-2 5.7E-2 7.9E-2 7.4E-2 1. 7E-3 2.0E-2 O.OEO 7.4E-2 2.0E-2 1.2E-1 3.1E-1 O.OEO 1. 6E-l 8.7E·2 31 
.6E-1 1.6E-1 2.6E-2 2.6E-1 1.7E-I 4.2E-1 2.2E-1 O.OEO 3.9E-2 2.6E-I 2.1E-l 5.6E-2 O.OEO I. 2E-2 3.3E-2 32 
,6E-2 3.3E-2 J.lE-2 l.IE-1 6.6E-2 7.5E-2 1.2E-I O.OEO 6.6E-2 I. 2E-I 8.6E-2 5.4E-2 O.OEO J.lE-1 4.8E-2 33 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 3.t! 
.6E-2 3.3E-2 3.1E-2 1.2E-1 6.6E-2 7.5E-2 1.2E-1 O.OEO 6.6E-2 1.2E-I 8.6E-2 5.4E-2 O.OEO 3.1E-1 4.8E-2 3::i 
.6E-2 1.2E-1 2.2E-1 1. 5E-2 1.7E-2 6.BE-3 7.9E-2 O.OEO 1.7E-2 7.9E-2 3.6E-2 5.4E-2 O.OEO 8.2E-2 5.5E-2 36 
.6E-2 2.2E-2 1.5E-3 2.8E-2 1.2E-1 3.6E-3 4.2E-2 O.OEO 1. 9E-2 4.2E-2 1.4E-I 8.7E-3 O.OEO 1. 9E-2 5.6E-2 37 
.OE-2 4.3E-2 2.5E-1 1. 7E-2 6.0E-2 1.2E-1 2.1E-I O.OEO 6.0E-2 4.1E-2 2.2E-2 2.8E-2 O.OEO 6.2E-2 1.8E-1 38 
.7E-2 2.6E-1 9.5E-3 7.3E-2 5.7E-2 1.5E-1 5.BE-2 O.OEO 1.2E-I 3.4E-I 1. 5E-3 5.4E-2 O.OEO 1. 2E·I 2.2E-2 39 
.OE-2 2.8E-1 1.3E-1 2.2E-1 2.3E-1 2.0E-1 4.1E-2 O.OEO 6.0E-2 2.1E-I 3.2E-1 2.4E-1 O.OEO 6.2E-2 3.9E-2 40 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 41 
.6E-3 6.1E-2 4.8E-2 J.OE-2 2.2E-2 S.SE-2 1. BE-l O.OEO 1.6E-1 1.6E-I 1.5E-1 3.7E-2 O.OEO 3.6E·2 2.3E-1 42 
,JE-1 4.3E-2 4.8E-3 1.2E-1 2.3E-1 2.0E-1 4.1E-2 O.OEO 6.0E-2 I.JE-1 2.2E-2 2.8E-2 O.OEO 6.2E-2 l.OE-1 43 
,7E-2 1.4E-1 9.8E-2 9.1E-3 4.9E·2 8.6E-2 3.1E·3 O.OEO 4.9E·2 3.1E-3 4.6E-2 5.1E-2 O.OEO 1. BE-1 7.0E-2 44 
.SE-2 1. 2E-2 2.3E-2 1.2E-1 1.4E-1 4.5E-2 2.6E-.2 O.OEO 1.7E-3 I. 4E-1 I.OE-1 2.9E·2 O.OEO 2.7E-2 7.8E-2 4S 

31 
,9E-2 32 
.6E-2 9.6E-2 33 
.OEO O.OEO O.OEO 34 
.6E-2 9.6E-2 2.1E-1 O.OEO 35 
.4E-1 4.4E-2 9.3E-3 O.OEO 2.4E-1 36 
.9E-2 1.6E-2 8.6E-2 O.OEO 1.4E-1 1.8E-1 37 
.OE-2 5.5E·2 3.3E-2 O.OEO 3.3E-2 1. 2E-1 4.1E-1 38 
.7E-2 2.2E-1 3.1E-2 O.OEO 3.0E-1 1. SE-1 1. 2E-1 4.8E-3 39 
,OE-2 5.5E-2 2.1E-1 O.OEO 2.1E-1 1. 2E-1 8.3E-2 4.3E-2 4.8E-3 40 
,OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 41 
.2E-1 J.OE-1 6.5E-2 O.OEO 6.5E-2 8.9E-2 5.3E-2 1.5E-I 4.8E-2 4.6E-2 O.OEO 42 
.OE-2 1.6E-1 3.3E-2 O.OEO 3.3E-2 1.4E-3 2.2E-2 4.3E-2 4.BE-3 7.0E-2 O.OEO 6.1E-2 43 
.9E-2 2.7E-2 B.BE-2 O.OEO B.BE-2 1. 4E-1 4.6E-2 1. 4E-2 8.9E-2 1.4E-2 O.OEO 6.9E-2 1.4E-2 44 
,4E-1 J.BE-2 7.5E-2 O.OEO 1.5E-1 2.1E-1 2.0E-1 1. 2E·2 2.6E-I 1.2E-2 O.OEO 1.4E-2 1.2E-2 2.3E-1 45 



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
.OE-2 7.0E-2 I. 4E-I 5.3E-2 3.1E-2 I. 4E-1 5.7E-3 2.2E-1 4.8E-2 3.1E-2 1.0E-1 5.3E-2 5.6E-2 5.5E-2 S.2E-2 41!: 
.5E-1 8.9E-2 1. 2E-1 2.2E-1 6.5E-2 1.2E-1 3.8E-2 1.8E-1 3.1E-2 4.8E-2 1.4E-1 2.3E-2 1.5E-3 4.9E-2 2.2E-2 4i 
.1E-1 I.SE-1 4.4E-1 2.7E-2 9.4E-2 4.4E-1 1.1E-1 1.4E-1 3.1E-1 3.6E-2 6.2E-2 2.7E-2 1.9E-2 8.2E-2 1. 4E-1 4E 
.1E-1 1.8E-1 4.4E-1 2.7E-2 9.4E-2 4.4E-1 1.1E-1 1. 4E-1 3.1E-1 3.6E-2 6.2E-2 2.7E-2 I. 9E -2 8.2E-2 1. 4E-1 4t; 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 5C 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 51 
.4E-1 6,4E-2 2.7E-2 3.4E-1 1. 5E-1 2.7E-2 2.8E-2 1. BE-1 7.SE-2 S.SE-2 2.2E-1 1.5E-1 2.8E-1 1.2E-1 7.8E-2 5:!: 
.SE-1 9.8E-2 1.2E-1 2.3E-2 7.8E-2 1. 2E-1 2.5E-1 1.4E-1 3.1E-2 2.0E-1 1.4E-1 2.3E-2 1.5E-3 4.9E-2 2.2E-2 53 
.OE-2 4.9E-2 1.6E-1 2.7E-1 1.6E-1 1. 6E-1 3.0E-2 9.6E-2 6.6E-2 1.6E-1 6.0E-2 1.7E-3 1.9E-2 1. 4E-1 8.7E-2 54 
.2E-1 6.0E-3 7.2E-2 5.2E-2 1.8E-1 7.2E-2 1. 7E-2 6.4E-2 2.1E-2 2.0E-2 S.OE-2 5.2E-2 2.5E-2 3.4E-2 2.2E-1 5~ 

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
.3E-2 3.9E-2 1.8E-1 1. 2E-1 B.7E-2 2.1E-1 4.0E-2 O.OEO B.7E-2 4.0E-2 5.6£-2 8.2E-3 O.OEO 1. 4E-I 5.2E-2 4~ 

,6£-2 1. 4E-1 9.5E-3 1.7E-1 1. 2E-1 2.3E-2 5.BE-2 O.OEO 5.7E-2 5.BE-2 1.5E-3 2.0E-1 O.OEO 1.2E-1 2.2E-2 4i 
.2E-2 6.2E-2 1.2E-1 3.9E-3 1.6E-1 2.7E-2 2.1E-I O.OEO 1.6E-1 2.1E-1 1.9E-2 4.4E-2 O.OEO 4.4£-1 1.4E-1 4E 
.2E-2 6.2E-2 1.2E-1 3.9E-3 1.6E-1 2.7E-2 2.1E-1 O.OEO 1.6E-1 2.1E-1 1.9E-2 4.4E-2 O.OEO 4.4E·1 1.4E-1 4t; 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 5C 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 51 
.BE-2 9.4E-2 1.0E-1 2.1E-2 I. 7E-3 4.5E-2 2.6E·2 O.OEO 1. 4£-1 2.6E-2 2.9E-1 2.9E-2 O.OEO 2.7E-2 I.BE-1 5~ 

.6E-2 4.BE-3 9.5E-3 1.7E-1 1. 2E-1 1.5E-1 S.BE-2 O.OEO 2.3E-1 S.BE-2 2.4E-1 7.3E-2 O.OEO 1.2E-1 2.2E-2 5:::! 
,7£-1 B.BE-2 1.2E-1 7.9E-2 1.2E-1 2.7E-1 2.0E-2 O.OEO 7.4E-2 2.0E-2 1. 6E·1 2.4E-I O.OEO 1. 6E -I B.7E·2 54 
.6E-3 3.5E-2 2.1E-2 6,9E-2 3.9E-2 S.2E-2 5.9E-2 O.OEO 3.9E-2 5.9E-2 2.5E-2 9.9E-2 O.OEO 7.2E-2 7.BE-2 5~ 

:S1 32 33 34 35 36 37 38 39 40 41 42 43 44 45 
,7E-2 3.3E-2 4.BE-2 O.OEO 4.BE-2 9.1E-2 7.5E-2 3,9£-2 2.2E-2 l.OE-1 O.OEO l.OE-1 I.OE-1 7.0E-2 5.3E-2 46 
.7E-2 9.7E-2 3.1E-2 O.OEO 3.1E-2 8.9E-2 I. SE-3 4.BE-3 9.5E-3 4.BE-3 O.OEO 4.BE-2 4.BE-3 8.9E-2 2.2E-I 4i 
,6E-1 1.2E-2 3.1E-1 O.OEO 3.1E-I B.2E-2 1. 9E-2 6.2E-2 1.2E-I 6.2E-2 O.OEO 3.6E-2 6.2£-2 l. BE-l 2.7E-2 48 
.6E-1 1.2E-2 3.1E-I O.OEO 3.1E-1 B.2E-2 1.9E-2 6.2E-2 1.2E-1 6.2E-2 O.OEO 3.6E-2 6.2E-2 I.BE-1 2.7E-2 411 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 5C 
.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO O.OEO 51 
.7E-3 6.2E-2 7.5E-2 O.OEO 7.5E-2 6.BE-3 3.6E-3 2.0E-I I.SE-1 9.4E-2 O.OEO l.IE-1 1.2E-1 2.3E-1 4.5E-2 52 
.7E-2 9.7E-2 3.1E-2 O.OEO 3.1E-2 B.9E-2 1.5E-3 4.BE-3 9.5E-3 1.4E-1 O.OEO 7.8E-2 4.BE-3 9.BE-2 2.3E-2 5::3 
.4E-2 3.9E-2 6.6E-2 O.OEO 6.6E-2 I. 7E-1 1.9E-2 6.0E-2 5.7E-2 6.0E-2 O.OEO 2.2E-2 B.SE-2 4.9E-2 1.4E-1 54 
,9£-2 I. OE-1 2.1E-2 O.OEO 2.2E-1 3.4E-2 2.5E-2 3.5E-2 2.1E-2 1.9E-1 O.OEO B.9E-2 3.5E-2 6.0E-3 5.2E-2 5~ 

q.6 
,2£-2 47 
,4£-1 1.2E-1 48 
.4E-1 1.2E-1 4.4E-1 49 
.OEO O.OEO O.OEO O.OEO so 
.OEO O.OEO O.OEO O.OEO O.OEO 51 
.3E-2 2.3E-2 2.7E-2 2.7E-2 O.OEO O.OEO 52 
.4E-1 9.5E-3 1.2E-1 1. 2E-1 O.OEO O.OEO 2.3E-2 53 
.6E-2 5.7E-2 1. 6E -1 1.6E-1 O.OEO O.OEO 1.7E-3 5.7E-2 54 
.3E-1 1.1E-1 7.2E-2 7.2E-2 O.OEO O.OEO 5.2E-2 l.1E-1 3.9E-2 55 



ISSage F: 1-tailed Fisher probabilities on recall of pairs of clauses 

1 
.2E·1 2 
.OE-1 1.0EO 3 
.OEO 7.0E·1 5.9E·1 4 
.SE-1 1.0EO 7.6E·1 8.9E-1 5 
.OE-1 S.SE-1 l.OEO 5.9E·1 7.6E-1 6 
.7E·1 2.7E·1 1.0EO 1. 7E-1 8.7E-1 2.2E-1 7 
,OEO 1.0EO 8.3E-1 6.3E·1 1.0EO 8.3E-1 8.3E-1 8 
.OEO 1.0EO 9.5E·1 6.6E·1 4.3E-1 9.5E-1 9.6E·1 3.2E·1 9 
.1E·1 2.9E-1 6.1E-1 7.7E-1 1.2E-1 6.1E·1 2.2E-1 5.7E-1 1. 5E-1 10 
,OE-1 8.7E-1 6,8E·1 4.7E·1 3.9E-1 6.8E-1 1. 4E-1 9.5E·1 1.0EO 4.8E-2 11 
.6E·1 7.0E·1 5.9E·1 3.8E-1 3.9E-1 5.9E-1 7.2E·1 6.3E·1 1.7E-1 4.9E-5 2.2E-1 12 
.1E·1 3.8E·1 1.0EO 9.0E-1 7.4E-1 5.6E-1 S.SE-1 6.8E-1 1. 9E-1 3.8E·1 1.0EO 9,7E-2 13 
,JE-1 4.1E-1 1.0EO 8.3E-2 5.5E-1 7.3E·1 4.1E·2 l.OEO 4.7E-1 1. 9E·1 2.2E-1 2.5E-1 5.9E·1 14 
,6E-1 S.OE-1 1.0EO 1. 2E-1 9.5E-1 1.0EO 8.5E-1 9.2E·1 6,8E-1 7.5E·1 2.7E-1 3.7E·1 6.4E-1 J.BE-1 15 

l 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
6E-1 8.7E-1 1.0EO 4.1E-1 2.1E-1 1.0EO 4.0E-1 9.7E-1 7.9E-1 5.2E-1 1. SE-1 4.1E-1 9.8E-1 2.2E·4 1.5E·1 16 

.OE-1 5.1E-1 1.0EO 2.2E·1 3.9E·1 6.8E-1 7.1E-1 7.3E-1 5.4E·1 4.8E-2 1.6E-1 2.4E-3 3.0E-1 2.2E-1 6.1E-1 17 
4E-1 3.2E-1 1.0EO 5.6E-1 7.0E·1 1.0EO 5.4E-2 9.8E-1 6.4E-1 3.1E·1 1. 9E-1 5.6E-1 9.4E-1 6.1E-2 4.2E-1 18 
4E·1 9.7E-1 5.1E·1 S.OE-2 9.6E·1 5.1E-1 5.3E-1 7.7E-1 1.0EO 5.8E-1 7.3E-2 6.9E-1 9.2E-1 4.6E·1 2.3E-1 19 
SE-1 5.7E-1 8.5E-1 4.9E-1 4.6E-1 8.5E-1 6.0E-1 l.OEO 1.0EO 1. 5E-1 2.8E-1 1.8E-1 2.2E·1 1.8E-1 3.0E-1 20 
SE-1 6.7E-1 1.0EO 3.6E-1 3.2E·1 4.1E·1 5.6E-1 9.1E·1 S.JE-1 8.2E-2 2.8E·3 3.6E·1 7.5E·1 2.3E-1 9.0E·2 21 
5E-1 1.0EO 9.0E-1 5.6E-1 6.9E·1 9.0E-1 9.7E-1 5.4E-1 1.0EO S.SE-1 S.OE-1 9.0E-1 6.0E·1 7.3E-1 4.6E·1 22 
OEO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 23 
5E-2 1.0EO 8.5E·1 8.1E-1 1.4E-1 S.SE-1 9,9E·1 7.0E·1 2.7E·1 9.6E-1 9.2E-1 8.1E-1 8.4E-1 5.2E-1 7.3E·1 24 
OEO 1.0EO 9.0E-1 9.0E-1 6.9E-1 9.0E-1 S.OE-1 5.4E·1 1.0EO l.OEO S.OE-1 9.0E·1 6.0E-1 7.3E-1 8.7E-1 25 
.7E-1 6.2E-1 l.OEO 2.7E·1 5.4E-l 4.4E-1 6.3E-1 3.2E-1 3.1E-1 3.7E-1 2.1E-1 7.5E-1 l.9E-l 1.7E-1 6.8E·1 26 
.9E-1 7.5E-l l.OEO S.OE-1 1, 9E-1 1.0EO 7.3E-1 9.9E-1 8.7E·1 8.6E-1 4.3E·1 S.OE-1 8.6E-2 1.3E·1 8.2E-1 27 
OEO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 28 
OEO 1.0EO 9.8E-1 4.1E-1 1.0EO 9.8E-1 7.8E-1 1.0EO 1.0EO 3.9E-1 3.2E-1 4.1E-1 4.4E-1 2.7E-1 S.JE-1 29 
.3E-1 6.3E-1 8.3E-1 6.3E-1 S.SE-1 8.3E-1 5.1E·1 7.6E-1 1.0EO 9.8E-1 9.5E-1 9.8E-1 6.8E·1 2.7E-1 6.6E·1 30 

L6 
6E-1 17 
SE-2 3.3E-2 18 
6E-1 7.1E-1 6.8E-1 19 
7E-2 2.8E-1 2.5E-1 3.1E-1 20 
5E-1 2.2E-2 4.1E·2 7.4E-3 1.9E-1 21 
6E-1 S.OE-1 9.8E-1 6.8E-1 1.0EO 8.2E-1 22 
OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 23 
1E-1 6.3E-1 9,2E-1 9.9E-1 1.0EO 8.2E-1 4.8E-1 1.0EO 24 
5E-1 1.0EO 8.4E·1 6.8E-1 4.8E-1 9.8E·1 1.0EO 1.0EO l.OEO 25 
3E-1 4.5E-1 5.0E·1 2.1E-1 2.2E-2 2.6E-2 4.0E·1 1.0EO 9.5E-1 7.8E-1 26 
6E-1 8.9E·1 S.SE-1 3.0E-1 2.7E-1 2.0E-1 5.3E-1 1.0EO 9.BE·1 5.3E-1 5.0E-3 27 
OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 28 
4E·1 3.2E-1 S.OE-1 4.9E-1 1.0EO 5.9E-1 9.8E·2 1.0EO 1.0EO 1.0EO 5.6E-1 6.3E-1 l.OEO 29 
9E-1 9.5E-1 B.BE-1 7.7E-1 7.0E-1 9.9E-1 5;4E·1 1.0EO 2.7E·1 5.4E-1 6.4E-1 7.9E-1 l.OEO l.OEO 30 

310 



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
.OEO 5.7E-1 8.5E-1 4.9E-1 1.0EO 8.5E-1 8.9E-1 2.7E-1 2.7E-1 1.5E-1 6.3E·I 1.BE -1 5.4E-1 8. 7E-1 l.OE-1 31 
.5E-1 8.7E-1 4.6E-1 1.9E-1 2.1E-1 4.6E-1 9.0E-1 5.9E-1 2.8E-1 2.8E-1 6.3E-1 4.1E-1 l.OE-1 3.4E-1 4.1E-1 32 
.OEO 2.3E-1 9.5E-1 1.0EO 4.3E-1 9.5E-1 6.0E-1 1.0EO 1.0EO 1.5E-1 5.4E-1 6.6E-1 6.9E-1 I.OEO 6.8E-1 33 
.OEO l.OEO l.OEO l.OEO l.OEO l.OEO l.OEO 1.0EO l.OEO l.OEO LOEO l.OEO l.OEO l.OEO 1.0EO 341 
.OEO 2.3E-1 9.5E-1 6.6E-1 1.0EO 9.5E-1 6.0E-1 1.0EO 1.0EO 6.3E-1 5.4E-1 1.0EO 6.9E-1 4.7E-1 6.8E-1 3~ 

.OEO B.1E-1 7.3E-1 5.1E-1 S.JE-1 7.3E-1 2.2E-1 2.7E-1 6.7E-2 1.9E-1 6.6E-2 2.5E-1 8.3E-1 1.1E-1 7.3E-1 36 

.OE-1 1.1E-1 1.0EO 4.9E-1 9.2E-1 1.0EO 6.6E-1 6.8E-1 6.9E-1 l.BE-1 1.1E-1 4.9E-1 6.0E-1 5.9E-1 3.2E-1 37 

.2E-1 4.9E-1 1.0EO 7.BE-1 6.1E-1 1.0EO 6.0E-1 B.7E-1 4.6E-1 3.5E-1 1.2E-1 S.JE-1 8.9E-1 7.8E-1 7.3E-1 38 

.OEO 2.5E-1 B.OE-1 9.3E-1 9.2E-1 1.0EO 7.7E-1 8.1E-1 1.0EO 9.1E-1 B.IE-1 9.9E-1 9.5E-1 7.0E-1 9.8E-1 39 

.OE-1 8.7E-1 6.BE-1 7.3E-1 3.9E-1 6.8E-1 9.8E-l 7.3E-1 1.0EO 8.6E-1 1.6E-1 9.0E-1 l.OE-1 9.4E-l 2.7E-1 40 

.OEO 1.0EO 1.0EO l.OEO 1.0EO LOEO 1.0EO 1.0EO 1.0EO l.OEO l.OEO 1.0EO 1.0EO l.OEO l.OEO 41 

.9E-1 3.4E-1 1.0EO 7.1E-1 6.BE-1 1.0EO 9.4E-1 4.3E-1 3.7E-1 3.4E-2 6.2E-1 2.3E-1 6.2E-1 5.6E-1 8.5E-1 42 

.OE-1 8.7E-1 6.8E-1 4.7E-1 6.9E-1 LOEO 7.1E-1 1.0EO 1.0EO 1. 6E-1 3.9E-1 2.2E·1 9.3E-1 2.2E-1 2.7E-1 43 

.OEO S.OE-1 l.OEO 8,4E-2 l.OEO B.BE-1 9.4E·1 6.3E-1 l.OEO 9.3E·1 8.7E-1 3.3E-1 3.8E-1 8.1E·1 3.7E-1 44 

.6E-1 3.3E-1 5.9E-1 6.4E-1 6.8E-1 5.9E-1 4.4E-1 6.3E-1 1.0EO 5.3E-1 2.2E-1 l.BE-1 7.3E-1 7.7E-1 9.1E-1 45 

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
,4E-1 2.BE-1 6.7E-1 3.1E-1 1.0EO 5.1E-1 4.8E-1 1.0EO 6.4E-1 I.OEO 9.5E-1 1.0EO 1.0EO 1. SE-1 7.0E-1 31 
,4E-1 1.5E-1 5.6E-1 4. 1E-2 1.3E-1 1.4E-3 7.2E-2 1.0EO 4.1E·1 1.0EO 8.6E·2 3.6E-1 1.0EO 5.4E-1 8.5E·1 32 
,9E-1 1.0EO 6.4E-1 7.4E-1 2.7E·1 3.4E-1 1.0EO 1.0EO l.OEO 1.0EO 8.1E-1 8.7E-1 I.OEO 1.0EO 1.0EO 3::S 
,OEO 1.0EO 1.0EO l.OEO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO I.OEO I.OEO 1.0EO l.OEO 34 
,9E-1 1.0EO 6.4E-1 2.3E-1 2.7E-1 B.JE-1 1.0EO l.OEO 1.0EO 1.9E-1 8.1E-1 8.7E-1 I.OEO l.OEO 3.2E-1 3:5 
.4E-1 2.2E-1 6.1E-2 7.3E-1 5.2E-1 7.5E-1 7.3E-1 1.0EO 5.2E-1 2.9E-1 4.1E-1 8.6E-1 I.OEO 2.7E·1 9. 1E·1 36 
.4E-1 7.9E-1 S.OE-1 5.7E-1 2.2E-1 5.1E-1 9.1E-1 1.0EO 8.4E-1 9.1E-1 1. 9E-1 4.8E·I 1.0EO l.OEO 6.BE·1 37 
,4E-1 6.1E-1 S.IE-2 7.8E-1 3,7E-1 2.2E-1 9,9E-1 1.0EO 7.2E-1 6.2E-1 7.9E-1 8.1E·I 1.0EO I.OEO 9,8E-1 38 
,2E-1 1.0EO S.OE-1 3.2E-1 7.5E-1 9.6E-1 1.0EO 1.0EO 1.0EO 1. 9E-2 7.8E-1 3.7E·1 I.OEO 1.0EO 4.2E-1 39 
,4E-1 l.OEO 9.5E-1 7.3E-2 6.9E-2 9.BE-2 B.OE-1 l.OEO 9.2E-1 8,6E-2 1.3E·2 5.5E·2 I.OEO l.OEO 7.3E-1 40 
,OEO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO l.OEO 1.0EO 1.0EO 1.0EO l.OEO I.OEO 1.0EO 1.0EO l.OEO 41 
,SE-1 3.5E-1 6.9E-1 4.2E-1 5.7E-1 2.9E-1 1.2E-1 1.0EO 9.7E-1 9.8E-1 1.7E-1 5.9E-1 1.0EO 6.1E·1 9.9E-1 42 
,JE-4 6.7E-1 S.OE-1 2.2E-1 6.9E-2 9.8E-2 l.BE-1 l.OEO 6.3E-1 l.OEO 7.0E·I 4.3E-1 1.0EO 3.2E-1 9.5E-1 43 
,7E-1 1.7E-1 9.6E-1 4.8E-1 l.OEO 3.0E-1 1.0EO 1.0EO 1.0EO l.OEO 6.2E-1 7.5E-1 I.OEO I.OEO l.OEO 44 
,5E-1 4.7E-1 5.6E-1 2.2E-1 1.BE-1 8.2E-1 5.6E-1 1.0EO 4.9E-1 1. BE-1 9.0E-1 a.oE-1 I.OEO 4.1E-1 l.OE-1 45 

31 
, 1E-1 32 
, 7E-1 2.BE-1 33 
OEO 1.0EO 1.0EO 34 
7E-1 7.9E-1 9.6E-2 1.0EO 35 
BE-1 6.1E-1 4.7E':'1 1.0EO 6.7E-2 36 
.4E-1 7.7E-1 6.9E-1 1.0EO 1. 9E-1 1.2E-1 37 
,2E-1 B.SE-1 4.6E-1 1.0EO 4.6E-1 2.3E-1 1.4E-3 38 
.SE-1 9.9E-1 3.6E-1 1.0EO 3.4E-2 1.2E-1 2.2E-1 S.OE-1 39 
.2E-1 3.6E-1 9.5E-2 1.0EO 9.5E-2 9.4E-1 3.0E-1 6. 1E-1 S.OE-1 40 
.OEO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO l.OEO l.OEO 1.0EO 41 
,JE-1 2.3E-2 3.7E-1 1.0EO S.SE-1 2.9E-1 3.7E-1 1.6E-1 6.3E·1 8.4E-1 l.OEO 42 
,JE-1 1.5E-1 5.4E·1 1.0EO 1.0EO 7 ,;7E-1 7.9E-1 8.4E-1 8.1E-1 B.BE-1 I.OEO 3,5E·I 43 
7E-1 8.7E-1 1.0EO 1.0EO 1.0EO l.:OEO 3.8E-1 4.9E-1 1.0EO S.IE-1 I.OEO 3.4E-1 5,1E·1 44 
BE-1 6.5E-1 6.6E-1 l.OEO 1.7E·1 B •. lE-2 9.7E-2 5,3E-1 4.1E-2 7.3E-1 I.OEO 7.1E-1 7.3E·1 I.OEO 45 
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1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 
.6E-1 3.7E-1 1.0EO 7.0E-1 4.4E-1 1.0EO B.SE-1 9.9E-1 9.7E-1 7.SE-1 2.7E-1 3.7E-1 B.BE-1 3.BE·1 7.6E-1 4~ 

.BE-1 7.SE-1 1.0EO 6.9E-2 7.0E·1 2.0E-1 S.7E-1 9.BE-1 9,7E-1 8.7E-1 1.9E-1 S.6E-1 S.OE-1 11.4E·1 8.1E-1 4i 

.OEO 1.2E-1 9.BE-1 1.0EO 1.0EO 9.BE-1 7.BE-1 1.0EO 1.0EO 3.9E-1 3.2E-1 1,0EO 1.0EO 1.0EO B.3E·1 4E 

.OEO 1.2E-1 9.BE-1 1.0EO 1.0EO 9.BE-1 7.BE-1 1.0EO 1.0EO 3.9E-1 3.2E-1 1.0EO 1.0EO 1.0EO S.JE-1 41'i 

.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 5C 

.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO l.OEO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO ~u 

.BE-l 7.0E-1 S.9E-1 1.0EO 1.6E-1 l.OEO 4.4E-1 9,8E-1 1.0EO 2.9E-1 7.6E-2 9.SE-1 l.OEO 9.3E-1 9,1E-1 5~ 

.BE-1 9.6E-1 2.0E-1 S.6E-1 9.2E-1 2.0E-1 S.4E-2 1.9E-1 6.4E-1 9.2E-2 1.9E-1 5.6E-1 5.0E-1 6.4E-1 8.1E-1 s::: 

.OE-1 B.SE-1 1.SE-1 3.0E-2 9.BE-1 l.OEO B.OE-1 3.0E-1 7.3E-1 9.7E-1 7.2E-1 8.2E-1 7.BE-1 9.6E-1 7.0E-1 5~ 

.OEO 4.6E-1 1.0EO B.SE-1 9.BE-1 7.1E-1 7.7E-1 6.BE-1 S.OE-1 S.SE-1 3.0E-1 S.SE-1 4.3E-1 7.0E-1 6.9E-2 s; 

16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
.1E-1 6,1E-1 1. 2E-1 2.3E-1 7.3E-1 9,0E-2 8.7E-1 1.0EO 7.3E-1 8.7E-1 3.6E-1 S.1E-1 1.0EO B.JE-1 9.2E-1 4~ 

.6E·1 1.9E-1 B.SE-1 1.3E-1 2.SE-1 4.4E-1 4.0E-1 1.0EO 9.2E·1 8.4E-1 S.OE-1 1.0E·1 1.0EO S.OE-1 B.BE-1 4i 

.OEO 1.0EO B.OE-1 4.9E-1 1.0EO S.9E-1 1.0EO l.OEO 1.0EO 1.0EO 1.0EO l.OEO l.OEO 1.0EO 1.0EO 4E 

.OEO 1.0EO B.OE-1 4.9E-1 1.0EO 5.9E-1 1.0EO 1.0EO l.OEO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 4c; 

.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO sc 

.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 51 

.SE-1 9.0E-1 2.6E-1 4.SE-1 4.9E-1 6.2E-1 9.0E-1 l.OEO 9.7E-1 S.6E-1 1.0EO B.OE-1 1.0EO l.OEO 9.BE-1 5~ 

.3E-1 B.OE-1 S.OE-1 1.3E-1 2.5E-1 1.7E-1 B.4E-1 1.0EO 9.9E-1 4.0E-1 S.7E-2 3.1E-1 1.0EO B.OE-1 S.BE-1 s::: 

.BE-1 9.3E-1 l.OEO 9.2E-1 9.7E-1 l.OEO S.2E-1 1.0EO 3.6E-1 5.2E-1 9.BE-1 1.0EO 1.0EO 8.5E-1 7.3E-1 s~ 

.4E-1 B.3E-1 8.4E-1 3.3E-1 S.BE-1 3.7E-1 3.3E-1 1.0EO 8.9E-1 3.3E-1 5.7E-1 2.7E-1 1.0EO 1.0EO 9.3E-1 s:: 

31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 
.SE-1 4.1E-1 6.BE-1 1. OEO 9.7E-1 9.3E-1 3.2E-1 3.9E-1 S.BE-1 2.7E-1 1.0EO 2.5E-1 2.7E-1 3.7E-1 3.7E-1 4~ 

.2E-1 2.7E-1 6.4E-1 1.0EO 6.4E-1 3.0E-1 S.OE-1 S.OE-1 8.3E-1 S.OE-1 1.0EO 3.7E-1 5.0E-1 3.2E-1 6.9E-2 4i 

.SE-1 5.4E-1 4.9E-2 1.0EO 4.9E-2 2.7E-1 4.4E-1 6.BE-1 2.0E-1 3.2E-1 1.0EO 6.1E-1 1.0EO I.OEO 4.1E-1 4E 

.SE-1 5.4E-1 4.9E-2 l.OEO 4.9E-2 2.7E-1 4.4E-1 6.BE-1 2.0E-1 3.2E-1 1.0EO 6.1E-1 1.0EO 1.0EO 4.1E-1 4c; 

.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO l.OEO l.OEO 1.0EO l.OEO l.OEO l.OEO 1.0EO sc 

.OEO 1.0EO 1.0EO 1.0EO l.OEO ~.OEO 1.0EO 1.0EO 1.0EO 1.0EO 1.0EO 1,0EO l.OEO 1.0EO 1.0EO 51 

.1E-1 B.SE-1 6.6E-1 l.OEO 6.6E-1 5.1E-1 7.3E-1 9.BE-2 1. 7E-1 9.0E-1 l.OEO 2.3E-1 2.2E-1 1.0EO 3.9E-1 5:;i 

.2E-1 2.7E-1 6.4E-1 1.0EO 6.4E-1 3.0E-1 7.BE-1 B.1E-1 S.OE-1 1.9E-1 l.OEO 9.1E·1 S.OE-1 9.6E-1 5.6E-1 5~ 

.6E-1 8.7E-1 9.BE-1 1.0EO 7.3E·1 1 .• 3E-1 4.6E-1 6.3E·1 6.7E-1 7.2E-1 1.0EO 7.7E·1 9.3E-1 B.SE-1 1.9E-1 5~ 

.BE-1 9.1E-1 S.OE-1 1.0EO B.OE-2 4.0E·1 4.3E-1 4.2E-1 4.3E-1 1.1E-1 l.OEO 9.0E-1 5.8E-1 4.6E-1 8.5E·1 5~ 

46 
.2E·1 47 
.3E·1 B.OE-1 48 
.3E-1 B.OE-1 2.4E-2 49 
.OEO 1.0EO 1.0EO 1.0EO 50 
.OEO 1.0EO 1.0EO 1.0EO 1.0EO ;51 
.OE-1 8.3E-1 4.1E-1 4.1E-1 1.0EO 1.0EO 52 
.OEO S.OE-1 B.OE-1 B.OE-1 1.0EO 1.0EO 8.3E-1 53 
.OEO 7.5E-1 B.SE-1 8.5E-1 1.0EO 110EO 8.2E-1 7.5E-1 54 
.OEO 2.4E-1 2.9E-1 2.9E-1 1.0EO 1,0EO 6.3E-1 2.4E-1 7.7E-1 55 
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1ssage F: 'simplified' contingency coefficients 

1 
0 2 
0 0 3 
0 0 0 4 
9 0 0 0 5 
0 0 0 0 0 6 
0 10 0 14 0 10 7 
0 0 0 0 0 0 0 8 
0 0 0 0 0 0 0 4 9 
0 8 0 0 18 0 12 0 16 10 
0 0 0 1 4 0 16 0 0 25 11 
0 0 0 4 4 0 0 0 15 51 11 12 
0 4 0 0 0 0 0 0 14 4 0 19 13 
0 2 0 21 0 0 24 0 0 13 11 10 0 14 
3 0 0 18 0 0 0 0 0 0 9 5 0 5 15 
5 0 0 3 12 0 3 0 0 0 15 3 0 45 16 16 
0 0 0 11 4 0 0 0 0 25 . 15 40 8 11 0 5 17 
0 8 0 0 0 0 25 0 0 7 13 0 0 22 2 21 26 18 
0 0 0 21 0 0 0 0 0 0 22 0 0 1 11 0 0 0 19 
1 0 0 0 0 0 0 0 0 16 8 14 11 13 9 30 8 11 7 20 
0 0 0 5 7 2 0 0 0 21 38 5 0 11 20 6 29 26 35 13 21 
3 0 0 0 0 0 0 0 0 0 0 0 0 0 3 5 0 0 0 0 0 22 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 23 

!0 0 0 0 16 0 0 0 6 0 0 0 0 0 0 3 0 0 0 0 0 1 0 24 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 25 
0 0 0 9 0 1 0 7 8 5 12 0 13 14 0 11 2 0 12 28 28 4 0 0 0 26 
0 0 0 0 13 0 0 0 0 0 2 0 20 17 0 15 0 0 8 9 13 0 0 0 0 37 27 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 28 
0 0 0 2 0 0 0 0 0 3 6 2 1 8 0 0 6 0 0 0 0 20 0 0 0 0 0 0 29 

l7 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 B 0 0 0 0 0 30 

l 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 29 29 30 
0 0 0 0 0 0 0 8 6 16 0 14 0 0 9 0 8 0 7 0 0 1 0 0 0 0 0 0 15 0 31 
0 0 1 13 12 1 0 0 9 9 :o 3 8 6 3 16 15 0 26 17 41 21 0 3 0 20 5 0 0 0 ::s:;;: 
0 8 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 6 7 0 0 0 0 0 0 0 0 0 3::! 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 34 

0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 6 0 0 0 0 11 0 0 0 0 4 3!:: 

0 0 0 0 0 0 12 9 23 13 23 10 0 18 0 6 11 22 0 0 0 0 0 0 7 3 0 0 8 0 3~ 
0 19 0 0 0 0 0 0 0 4 18 0 0 0 7 0 0 0 0 11 0 0 0 0 0 13 0 0 0 0 37 
0 1 0 0 0 0 0 0 3 6 17 0 0 0 0 0 0 25 0 5 11 0 0 0 0 0 0 0 0 0 3E 
0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 33 0 5 0 0 2 3t; 

0 0 0 0 4 0 0 0 0 0 15 0 8 0 9 0 0 0 22 23 19 0 0 0 21 32 23 0 0 0 40 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 41 
1 6 0 0 0 0 0 3 6 27 0 11 0 0 0 0 6 0 3 0 8 17 0 0 0 14 0 0 0 0 42 
0 0 0 1 0 0 0 0 0 15 4 11 0 11 9 42 0 0 12 23 19 4 0 0 0 0 2 0 6 0 43 
0 2 0 21 0 0 0 0 0 0 ·o 6 4 0 6 0 14 0 0 0 8 0 0 0 0 0 0 0 0 0 44 
0 6 0 0 0 0 2 0 0 0 11 4 0 0 0 0 1 0 11 14 0 0 0 0 13 0 0 0 2 7 4~ 
3 6 0 0 3 0 0 0 0 0 :9 5 0 5 0 3 0 18 11 0 20 0 0 0 0 5 0 0 0 0 46 

0 0 0 22 0 12 0 0 0 0 13 0 0 0 0 0 13 0 17 11 2 5 0 0 0 0 19 0 0 0 47 
0 17 0 0 0 0 0 0 0 3 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 48 
0 17 0 0 0 0 0 0 0 3 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 49 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 51 

l3 0 0 0 15 0 2 0 0 8 21 0 0 0 0 0 0 10 2 0 0 0 0 0 0 0 0 0 0 0 52 

0 0 12 0 0 12 25 14 0 20 13 0 0 0 0 0 0 0 17 11 14 0 0 0 5 23 7 0 0 0 53 
0 0 15 26 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 Soli 

0 0 0 0 0 0 0 0 0 0 7 0 2 0 21 0 0 0 6 0 5 5 0 0 5 0 9 0 0 0 5:5 
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31 
3 32 
6 9 33 
0 0 0 34 
6 0 20 0 35 

l3 0 0 0 23 36 
0 0 0 0 14 18 37 
0 0 3 0 3 11 40 3 8 
0 0 3 0 30 18 12 0 3 9 
0 5 20 0 20 0 8 0 0 4 0 
0 0 0 0 0 0 0 0 0 0 41 

t1 29 6 o o a 5 15 o o o 4 2 
0 15 0 0 0 0 0 0 0 0 . 0 6 4 3 
0 0 0 0 0 0 4 1 0 0 0 6 0 44 

l4 0 0 0 15 21 19 0 26 0 0 0 0 0 45 
0 3 0 0 0 0 7 3 0 9 0 10 9 6 5 46 
o 9 o o o 8 o o o o o 4 o a 22 2 4 7 

l5 0 31 0 31 8 1 0 12 6 0 0 0 0 2 0 0 4 8 
l5 0 31 0 31 8 1 0 12 6 0 0 0 0 2 0 0 43 4 9 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50 
o o o o o o o o o o·o o o o o o o o o o 51 
0 0 0 0 0 0 0 19 14 0 0 11 11 0 4 0 0 2 2 0 0 52 
0 9 0 0 0 8 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 53 
7 0 0 0 0 17 1 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 54 
0 0 0 0 22 3 2 3 2 19 0 0 0 0 0 0 11 7 7 0 0 0 11 0 5 5 
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APPENDIX 5.10: EXPERIMENT V: PASSAGE F: 

QUALITATIVE ANALYSIS OF CLAUSE CLUSTERS 

The overriding characteristic of Passage F was the very low level of 
clustering actually found. The following 'clusters' are based en Table 6.13. 

Clauses 4, 54 

No obvious relationship. 

Clauses 7, 18 

Both mention the donkey, but this may well be coincidence; otherwise, there is 
no particular reason for this association. 

Clauses 10, 12, 17 

These could be interpreted as representing a weak causal chain, but with an 
important link, the f~ilure of the pulling and pushing, omitted. 10 and 12 
are closely associated with each other, perhaps a result of their semantic 
similarity (ie a thematic relationship), though this may be a scoring 
artefact, though both would only be marked recalled if there was evidence from 
both in a script. 

Clauses 14, 16, 43 

Clauses 14 and 16 are closely related thematically, but it could, less 
plausibly, be argued that the content of the second is a likely consequence of 
the first (causal relation). 

Clauses 19, 21, 32 

The two most closely related clauses, 21 and 32 are very similar in content: 
they both imply lazy sleeping. The only connection between 19 and 21 1 eKcept 
their physical proKimity in the original passage, is description of location 
in relation to a building. 

Clauses 25, 39 

There seems to be no plau~ible connection between these clauses. 

Clauses 26, 27, 40 

Distant semantic relations between 40 and the other two clauses seem 
implausible: relationships of this remoteness could be argued for too many 
pairings of clauses in the passage. Clauses 26 and 27 are strongly connected 
by topic as well as being adjacent. 

Clauses 33, 35, 48, 49 

The two most closely associated clauses, 48 and 49 are clearly related 
causally and very predictably given the rest of the story. The content of 33 
is similar to that of 48 (thematic relation) though a causal connection is 
feasible, albeit mediated.by other actions. Apart from forming part of the 
sequence of events betwe~n 33 and 48/49, and this is not an obvious relation, 
clause 35 seems only spuriously included here. 

Clauses 37, 38 

A weak causal relation could be argued, but these two clauses seem most 
clearly related by common topic. 
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APPENDIX 6.11 EXPERIMENT Ic PASSAGES 1A TO 3CI 
QUALITATIVE OBSERVATIONS BY CLAUSES 

The qualitative analyses in this appendix are based on the omiG»ion 
frequency data of Appendix 5.1 and the clauses of the passages as set out and 
numbered in Appendix 1.1. The '01' and '6+' groups of clauses refer to those 
with omission frequencies (across the 18 subjects of Experiment Il of 0 or 11 

and of 6 or more respectively. 

Passage 1A 

Of the '01' clauses, no.1 introduces the story as a whole, and nos. 61 a, 
11 1 19 1 22, 23, 25, 26 1 28 and 30 supply most of the main events. The only 
main events missing from .the list are clauses 12-16 describing the chase, one 
of which (no.14l was the second most omitted clause in the pasage. The 
absence of these clauses from the 01 list may be associated with 9everal 
clauses all describing. similar things, whereas the other main events in the 
passage tend to be rpresented by just one clause. The impression was gained 
that many subjects were confused by this section, which became condensed or 
telescoped. A similar impression of confusion and condensation was gained 
from clauses 10, 11, 17 and 18 1 which dealt with looking for and finding signs 
of the armadillo. 

Clause 7 is not obviously an essential part of the narrative, but relates 
to the way clues of the armadillo were first noticed. There seems less reagan 
for the high recall level of clauses 2 and 31 although 'grandfather' and 
'poison arrows', the main items introduced, are both prominent later in the 
passage, and both clauses may be described as setting the scene or background 
f or t h e a c t i on • A 1 t e r n a:ti v e 1 y 1 c l au ee s 2 1 3 an d 7 may s i m p l y b e i n s t an c e s of 
relatively unimportant detail occurring early in a passage being 
preferentially recalled. Clearer examples of this will be saen in later 
passages. 

Passage 1A gave just 4 6+ clauses, fewer than any other passage. Of 
these, clauses 14 1 and 10 and 17 are associated with the condensation already 
discussed. More problematical is clause 24: an examination of subjects' 
scripts showed that its relationship with surrounding clauses was often 
misunderstood. There was' some confusion with no. 21 and possibly even no. 14. 

Passage 18 

The main plot of Passage lB is almost wholly contained in the 01 list: the 
only other clauses of importance are nos. 9 and 10 1 which do not appear in 
either list. Interestingly, these largely repeat each other, and condensation 
by subjects, affecting recall or marking, may have kept them boh from the 01 
group. In this list, 3 clauses do not seem essential of the story! nos. 2, 3 
and 71 all of which supply background detail that would affe~t the ov~rall 
passage little if it were omitted. These clauses may have been affected by 
their early position in the passage. 

Of the 6+ clauses of Passage 1B 1 nos. 12 1 15 and 16 introduce unimportant 
detail that could be dedu~ed from the surrounding clauses yet which would make 
little difference to the story by being left out. Of the other 6+ clauses, 
all may be said to be of little importance insofar as their omission would 
not affect the overall passage, but they differ somewhat from clauses 12, 15 
and 16 by representing events that might have been assumed had mention of them 
been omitted. In other words, clauses 19 1 20 1 23, 27 1 29 are all to some 
degree inferable from context. Many similar examples can be found in the 6+ 
lists of the other passages. 

Passage 1C 

Passage is notable ~n having very few 01 clauses• 4 at the beginning and 
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2 at the very end. Clause 3 definitely begins the story, and no. 6 is perhaps 
the next important step in the plot, the first of many devoted to what happens 
to some metal to produce a vacuum cleaner. Clause 29 and 30 provide an almout 
'punchline' ending. Although they provide background and justification for 
what follows, the author was uncertain whether clauses 1 and 2 were as 
'important' to the story as many others1 whatever their actual importance, 
their recall may well have been affected by coming early in the passage. 

Among the 6+ clauses, nos. 18-24 form a continuous block, much of which 
subjects seemed not to:fully understand: clauses 21-23 are not further step5 
in the manufacturing process, and might therefore be described a5 particularly 
unimportant. Clause 5 might be expected to have been better recalled becauae 
of the way it sets the scene for the early action. So many activities and 
places were mentioned in the passage, however, that a certain amount of 
confusion among them by subjects was inevitable. For all of clauses 51 91 10 
and 13 there aappears to 'be no special reason for the high omisGion scores, 
but as these are all marginal in terms of group 6+ membership, they are best 
ascribed to chance. 

The higher omission frequencies of clauses 11 and 15 require explanation, 
no. 11 being omitted more often than any other clause in the whole experiment. 
Clause 11 adds little to the passage and is probably highly inferrable from 

context: perhaps it is so likely that something washed will be dried that 
drying hardly deserves mention. Clause 15 is like many others that have to do 
with attachment and pieces of metal (cf nos. 61 14 1 18 1 25) 9 which might have 
led to the sort of confusion among clauses already noted. 

Passage 2A 

Like Passages 1A and 18 1 nearly all the 01 clauses in 2A describe events 
central to the action of the whole passage. The only important clauseG 
missing are nos. 13 and 16: of these it might be argued that 13 repreaents 
partial repetition of earlier material (clause 8l or is an inference from it, 
and perhaps clause 16 is ~mplied by clause 21, but no great confidence can be 
attached to these suggestions. Among the 01 clauses, no. 3 seemo less 
essential than the others~ its inclusion in the list might be due to its early 
position in the passage. 

Of the most frequently omitted clauses, no.8 can probably be inferred from 
context (eg clauses 6 and 11l; no. 14 essentially repeats no.6; and no. 15 is 
implied, inter alia, by no. 14 1 is almost another repeat of no. 6 and is so 
closely tied to no. 14 in' the text that the two clauses might be eKpected to 
be omitted and recalled as one. Clauses 18-20 form a small block that repeats 
or is impled by others such as nos. 11, 12 and 17. Finally, clause 25, by 
stating the outcome of clauses 22 and 23 1 really coneys only information that 
would have deduced by the reader were it to be omitted from the passage 
completely, or simply replaced by 'then', 

Passage 2B 

Of the 01 clauses, nos. 11 3, 25, 27 and 28 certainly represent major 
elements of the plot, ·at the beginning and end of the passage, but between 
these are a number of brief 'episodes' where various toys are seen, and where 
Mrs Taylor waits patiently or moves on. Each of the first 3 episodes is 
represented by one clause in the 01 group (nos. 51 12 and 19l; that these 
include explicit mention of each of the toys in question may be partly a 
marking artefact. The moving on is included too (no. 101 1 but the waiting 
(no. 21l is, curiously, among the least well recalled clauses. Perhaps the 
whole story implies that Mrs Taylor is waiting for her children. 

Of the 6+ clauses, only one (no. 23) was omitted by more than 6 subjects, 
and then only by 8. !All 5 of these clauses may therefore be particularly 
arbitrarily selected. Nevertheless, nos. 9 and 14 contain deacription or 
detail that is distinctly peripheral to the main concerns of the passage, and 
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clauses 23 and 24 seemed to cause subjects special difficult, as if they did 
not understand them or could not eKpress what they recalled in words. 

In retrospect, the central section of Passage 28 (clauses 5-24) 1 like that 
of Passage 1C, appears to be more typical of a 'nodal' passage. It is, 
however, still not clear why so few clauses of Passage 28 were omitted by more 
than a handful of subjects. 

Passage 2C 

As before, most of the plot of this is passage is contained in the 01 
clauses. From earlier findings, one might have eKpected confusion among tho 
rather similar clauses 10, 11 and 17 1 perhaps with the frequent omission of n. 
17 and the contraction of intervening events. This did not happen, posDibly 
because of the importance and resistance to omission of the clauseG b~tween 1 
that they were not in themselves repetitious (unlike clauses 12-16 of Paogage 
1Al 1 and because the two occasions of things dropping from the razor were 
associated with two different people who could not possibly be confused with 
each other. Clauses 8 and 30 might have been eKpected in the 01 list, but 
their higher omission may be just a matter of chance. Clauses 22-26 oKplain 
many of the preceding· events and might also be thought important, but a 
considerable amount of confusion and misunderstanding of this section in 
subjects' scripts was evident, perhaps associated with the unfamiliarity of 
some female subjects with the activity of shaving, or due to a lack of clarity 
in the phrasing of the original passage. 

Another area of confusion was the frequent references to surprise or alarm 
(clauses 31 51 61 7 and 18) 1 some of which were transposed or swapped around 
at recall. Clause 5 is the only one in the 01 group, 6 and 7 appearing in the 
6+ list. The high omi~sion frequency of 7 may be associated with its being 
the third statement about a noise in 3 successive clauses, all of which labour 
its unusualness. Of the remaining 6+ clauses, no. 4 in part duplicates no. 11 

or is sufficiently deduce1ble from clauses 3 and 5 that had itbeen omitted 
originally, there would have been loss of meaning; clause 9 contains one 
obvious justification for the content of clause 8 and is readily inferable 
too, as might be clauses 15 and 21: neither can be easily inferred from its 
conteKt, yet neither would alter the meaning of the rest of the passage were 
it to be omitted. 

Passage 3A 

Passage 3A contains fewer 01 clause than any other pasage - just the first 
clause and no. 9 which introduces the unicorns. There is certainly nothing 
special about nos. 2-4. pne might have eKpected at least to find the dramatic 
conclusion (clause 30) here too, although it does relate directly to little or 
nothin that went before. 

Of the 6+ clauses, 7 form, perhaps fortuitously, one continuous sequence 
which discusses the activities of the uhnicorns and introduces and discusses 
the dragon. If we regard the central section of 3A to be clauses 6-29, then 6 
topicsare introduced, relating tothe a priori stucture of the passage, and 
dealing with serpents, unicorns, the dragon, man, the river and the sky. From 
previous results, one might have expected that the introduction to these 
topics would be better recalled than their discussion. Of the 6 introductory 
clauses (nos. 71 91 14 1 18 1 23 and 26) 1 only no. 14 appears in the 6+ list 
(and barely so), one (no. 9) appears in the 01 list, and 4 are in the 
intermediate category. Eleven of the 12 6+ clauses discuss these topics, 
whereas none of the 01 clauses do (unless nos. 2-4 are included). Thus there 
is some confirmation for the eKpectation. 

Clauses 24 and 29 show particularly high omission frequencies and require 
special attention. No. 24 is another instance of partial repetition (of 
clauses 9 and 10 perhaps), but there seems little special about clause 29, 
unless it is an inference;from 28 1 itself poorly recalled. 



Passage 38 

The 01 list for this passage includes both the introductory and concluding 
clauses, as well as a few early clauses (4 1 5 and 9) and nos. 21 and 27. 
Clause 4 might be taken to provide background for the rest of the passage, and 
clauses 5 and 21 appear to introduce sectons of the passage. Clause 9 can 
only be decribed as prominent detail occurring fairly early in the passage, 
there being no obvious reason for its favoured recall. Similarly, the author 
can see no clear cause of the high recall level of no. 27 1 which actually 
repeats some of the information present in or inferable from surrounding 
clauses. This may be another scoring artefactc for example, many subjects 
might have used the word 'plant' when recalling one or more of clauses 26-29 1 
increasing the tendency for the Experimenter to score what was reproduced as 
coming from clause 27. 

Of the 6+ clauses, all but clause 13 can be argued to represent 
unimportant and largely descriptive material which does not introduce new 
topics or sections. No ,13 1 by introducingthe builders who had done things to 
the walls, is an exception. Examination of subjects' scripts suggests several 
factors that might have been involved! there was considerable confuaion in 
subjects' minds among the actors of the passage (decorators, architects 9 

plumbers etcl 1 'builders' had often been mentioned by subjects before clause 
13; and many subjects assumed the walls belonged to the kitchen, running their 
account straight on between the two topics and leaving no break in which to 
introduce the builders, ie another case of 'contraction' or as many othars in 
the list, but even wh~n it was recalled, subjects seemed unable to express 
properly what they could 'remember. 

Passage 3C 

Again, this passage d~monstrates considerable selection for the ea~liest 
clauses, 6 of the first 8 appearing in the 01 group, of which only nos. 1 and 
2 could be said to introduce or provide background for the rest of the 
passage. The preferential recall of clauses 18 and 24 remain unexplained, 
unless the words 'computer' and 'Hawker Siddeley' were particularly noticeable 
(any reproduction of these would be ascribed to those clauses). 

The 6+ list consists of 16 clauses, 4 more than for any other passage. It 
includes all but 6 of the clauses between nos. 9 and 30. Discussing all of 
them is probably pointless because most have omission frequencies of just 7 or 
8 and may repreent a fa~rly generally depressed level of recall over much of 
the passage. The 3 clauses omitted most often are worth closer scrutinyu nos. 
13 and 15 both discuss the machine's bodywork, already mentioned in other 
clauses, and are to that extent repetitious. The others (nos. 14 1 22 and 29) 
all seem highly inferable in their context: batteries tend to be rechargeable, 
automatic controls may well be more accurate, and academic courses frequently 
end in exams and certificates of some sort. 



APPENDIX 6, 2: EXPERIMENT Iu PASSAGES 1A 1 2C AND 3Bi OVERALL 
OMISSION OF WORDS AVERAGED BY SERIAL BLOCKS OF 9 

-----Omissions-----
Block 
no. 1A 2C 38 mean 

1 1116 419 215 310 
2 2.2 6.7 7.2 514 
3 5~·7 712 512 610 
4 5 "9 919 5. 1 710 
5 41'9 910 717 712 
6 5.2 7. 1 817 710 
7 410 914 710 618 
8 8.8 215 710 6 I 1 
9 9 I 1 213 713 612 

10 712 4. 8 . 5.7 519 
11 1012 1018 10.0 1013 
12 11. 1 13.7 816 11. 1 
13 1016 212 410 516 
14 7.7 619 715 714 
15 918 510 815 7.8 
16 1013 618 810 8.4 
17 514 812 916 717 
18 6.7 513 10.9 716 
19 712 515 413 517 
20 712 7.2 9 I 1 7.8 
21 7.5 512 716 6.8 
22 4.6 519 8.6 614 
23 916 812 919 914 
24 8.4 4.4 9.6 715 
25 41~ 2.8 1.2 217 
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APPENDIX 6.3: EXPERIMENT I: PASSAGES 1A, 2C AND 3B: 
501. OF WORDS MOST AND LEAST FREQUENTLY OMITTED 

Passage 1A (CAPITALS = 5 or fewer omissions; lower case = 6 or more) 

ONE DAY ERNU DECIDED Ta HUNT THE GIANT ARMADILLO. HE WENT TO HIS GRANDFATHER 
FIRST AND BORROWED SOME of his POISON ARROWS, THEN VISITED the village shrine 
AND PRAYED TO his tribe's ancestral SPIRITS. after this HE WALKED deep INTO 
THE FOREST where he SLEPT the night ON some DRY LEAVES IN A CAVE. EARLY IN 
THE MORNING HE was WAKENED by A NOISE, and CREPT OUT of the cave into THE 
moonlight. at first HE could see nothing except THE misty river banks, but 
eventually NOTICED A humped SHAPE some way off, suddenly the shape VANISHED 
into the forest. ernu RAN after it. he plunged into the undergrowth, bow and 
arrows in hand. he FOLLOWED THE animal's tracks FOR over HALF AN HOUR, until 
he came out INTO A swampy clearing. he looked around for a while before 
ESPYING A shadowy DEPRESSION IN THE UNDERGROWTH: quickly HE FIRED SEVERAL 
ARROWS INTO IT, there WAS A loud ROAR. HE RAN OVER and found THE fabulous 
giant ARMADILLO, but it WAS already quite DEAD. ERNU jumped among the bushes 
TO SKIN THE MONSTER of its tough, legendary HIDE. THEN HE had to DRAG THE 
BULK BACK THROUGH the forest, and after many hours reached him tribe's 
VILLAGE. he showed the hide to HIS GRANDFATHER who WAS SO PROUD that HE GAVE 
ERNU A fine TIMBER HUT. 

Passage 2C (CAPITALS = 5 or fewer omissions; lower case = 6 or more) 

in trying TO SHAVE ONE MORNING, which is always A DISMAL PROSPECT before 
breakfast, i FOUND to my surprise, on switching on, that THE MOTOR MADE A most 
DISTURBING GRATING SOUND, which alarmed me at first. indeed i had never heard 
its like before. I TOOK THE BACK of the razor OFF to look inside for anything 
amiss, when A DOZEN tiny CURLICUES of METAL FELL OUT and disappeared INTO THE 
CARPET. I then SHOWED THE RAZOR TO A FRIEND WHO KNEW a lot ABOUT· SUCH 
MATTERS, or so he LET others BELIEVE. he said he did not look the lack of the 
steel fragments, and then HE TOOK THE BACK OFF, WHEREUPON SOME PIECES OF 
CHARRED PLASTIC RATTLED TO the floor, ALARMING me even more, because THERE 
COULDn't HAVE BEEN MUCH LEFT INSIDE by then. but MY FRIEND placed the razor 
on the table, where the sunlight glistened on the rust. HE SAVE ME a few 
WORDS of advice: I SHOULD HAVE FOUND OUT long ago how TO USE AN ELECTRIC RAZOR 
and how to manage WITHOUT the SOAP AND razor blades which HAD had such a 
DELETERIOUS effect. I WALKED HOME disheartened and went to have a shave in 
the bathroom, BETTING OUT AN OLD CUT-THROAT WITH MY LEFT HAND, AND WITH MY 
RIGHT TOSSING THE BATTERY RAZOR THROUGH THE WINDOW. 

Passage 3B (CAPITALS = 7 or fewer omissions; lower case ~ a or moral 
IT WAS INDEED A BEAUTIFUL HOUSE. THE DECORATORS HAD TRIED THEIR BEST with THE 
DECOR. each room represented a different PERIOD: ONE SAW CLASSICAL, GEORGIAN 

I 

AND ULTRAMODERN ROOMS immediately ADJACENT. the plumbers HAD INSTALLED A 
SOLID SILVER BATH AND connected it to unbelievably QUIET water-PIPING, hidden 
from sight, WHICH was TO WIN AN important INDUSTRIAL AWARD. glittering 
CRYSTAL TAPS projected FROM THE FOOT of the bath. THE KITCHEN HAD been 
uniquel~ fitted out1 one wall HOUSED A DEEP-FREEZE THE SIZE OF A SMALL ROOM, 
and THE FLOOR WAS SUPPOSEDLY SELF-CLEANING. the builders had taken trouble to 
enhance THE WALLS by FUSING their surfaces with OXYACETYLENE TORCHES SO THAT 
THEY ACQUIRED A GLASS-LIKE FINISH, and by USING BLUE-tinted CONCRETE. HEATINS 
was provided by large CEILING PANELS which were NO FIRE HAZARD due to their 
low temperature. the ARCHITECTS HAD CHOSEN the site of THE HOUSE and had 
positioned it CAREFULLY in relation to the terrain so that it NESTLED IN ITS 
LANDSCAPING AS A CHICK sn~ggles IN A HEN'S NEST. the site also provided the 
maximum protection from: the elements. the NURSERYMEN HAD been hired FROM A 
BOTANICAL GARDENS, and th~y PLANTED many exotic SHRUBS, distributin~ thom in 
clusters so as to LEND AN almost SUBTROPICAL AIR to the setting. both BRIDE 
AND GROOM WERE OVERJOYED WITH THEIR NEW HOME. 



APPENDIX 6.4: EXPERIMENT I1 PASSAGES 1A, 2C AND 3B: 
THE 30 OR SO WORDS MOST AND LEAST FREQUENTLY OMITTED 

Omission 
frequency Words and clause numbers 

Passage 1A 

0 (1l Ernu decided to hunt the armadillo; (2) he; (3) poison arrows; 
(7) slept; (11). a; (19l fired; (23) dead; (25) skin; <26) drag the 
bulk. 
(2) went to grand-father; (3) borrowed; (4) then; (6) walked; (8) the 
morning he; (22) armadillo; <26) back; (28) grandfather; (30) Ernu a 
hut. · 

13 (4) village; <12) suddenly; (18) before; <25) off; (27) and his; 
<28) shewed the hide; <29l who. 

14 (6) deep; (9) and; (11) some way off; <14) into arrows; (16lout; 
(17) locked around; <28) he. 

15 <27l tribe's, 
16 (14) he plunged in hand; <17) fer a while; (28) to. 
18 (19) quickly. 

Passage 2C 

0 (1) shave; (10) curlicues metal fell; (12) I showed; (13) who knew 
about such matters; (14) let believe; (17) plastic; <25) soap. 
(5) the motor sound; (8) took; (11) into the carpet; <12l the razor to 
a friend; <17) pieces rattled to; <22) gave words; <25) and; (27) I 
walked; <29) a cut-throat; (30) razor. 

13 (8) of; (9) to look; (16) and; (17) the floor; <28) in bathroom. 
14 (7) indeed; (9) anything amiss; <15) he did steel. 
15 (5) most; (15) he said -n't like the look of the fragments. 
16 (9) for; (12) then. 
17 (5) that; (9) iriside; (16) then; (25) now. 
18 (6) at first. 

Passage 3B 

0 (5) si 1 ver bath; (9) taps; (30) bride and groom were over joyed. 
1 (1) was beautifu:l house; (4) classical Georgian and ultramodern; 

(30) home. 
2 <5l a; (9) crystal; (10l kitchen; (14l walls; <21) the house; 

(23) nestled; (24) as a chick in; (30) with. 

13 (10) fitted out;· (13) taken trouble; (15l by; (22l in to; (25) ma:<imum; 
<29) the setting. 

14 (8) importantJ <14l to enhance; <22) it; <28) distributing; 
(29) almost. 

15 (6) it; (7) from sight; (15) surfaces; (18) large; <22l and had; 
<25l the; <27) they exotic. 

16 <27l relation; (28> them. 
18 (29l to. 
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APPENDIX 6.5: EXPERIMENT I: PASSAGES lA, 2C AND 38: 

PARTS OF SPEECH FOR ANAtYSES 

Passage 1A 

Nouns 

Verbs 

day armadillo grandfather arrows poison village shrine tribe's 
spirits forest night leaves cave morning noise cave moonlight 
nothing river banks shape way shape forest arrows hand bow 
undergrowth animal's tracks hair clearing while depression 
undergrowth arrows roar armadillo bushes monster hide bulk forest 
hairs tribe's village hide grandfather timber hut 

decided hunt went borrowed visited prayed walked slept wakened 
crept see n~ticed vanished van plunged followed came looked 
espying fired was ran found was jumped skin drag reached showed 
was gave 

Adjectives one giant poison some ancestral some day early misty humped same 
half swampy shadowy several level fabulous giant dead tough 
legendary many proud fine timber 

Adverbs first deep first eventually suddenly over around quickly already 
quite back so 

Passage 2C 

Nouns 

Verbs 

Adjectives 

Adverbs 

Passage 38 

Nouns 

Verbs 

morning prospect breakfast surprise motor sound like back razor 
anything curlicues metal carpet razor friend matters look 
fragments steel back pieces plastic floor friend razor table 
sunlight rust words advice razor soap razor blades effect home 
shave bathroom cut-threat hand right battery razor window 

trying shave is found switching made grating disturbing alarmed 
heard took look fell disappeared shaved knew let believe said like 
took rattled charred alarming been left placed glistened gave 
found used manage had walked went have getting tossing 

one dismal disturbing grating amiss dozen tiny lot such steel some 
charred much left few electric deleterious disheartened old left 
right 

most first never before inside even more -n't inside long ago such 
home 

house decorators decor room period rooms plumbers bath silver 
water- -pipi~g sight award taps foot bath kitchen wall freeze size 
room floor builders trouble walls surfaces torches glass- finish 
concrete heating ceiling panels fire hazard temperature architects 
site house t~rrain relation landscaping chick hen's nest site 
protection elements nursery- -men gardens shrubs clusers air 
setting bride groom home 

was tried represented saw installed connected hidden win projected 
fitted housed was -cleaning taken enhance fusing acquired using 
-tinted heating provided were due chosen positioned netled 
snuggles provided hired planted distributing lend were 

Adjectives beautiful each different ultramodern adjacent Georgian solid 
silver quiet hidden important industrial glittering crystal one 
deep- small self-cleaning 

Adverbs 

oxyacetylene glass-like blue- -tinted large no low maximum 
botanical many exotic subtropical overjoyed both new 

indeed best unbelievably uniquely supposedly carefully also almost 
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APPENDIX 6.6: EXPERIMENT I~ PASSAGES 1A, 2C AND 38: 
NEAR-VERBATIM RECALL1 WORDS SHOWING 4 OR MORE EXAMPLES 

Overall 
recall 

frequency 

Passage 1A 

15 

18 
12 
18 
18 
16 
17 
18 
11 

Passage 2C 

18 
12 
18 
17 
14 
10 
17 
16 
13 

Passage 38 

12 
11 
11 
12 
15 
15 
14 
11 
11 
15 
11 
6 

Original word 
Clause and verbatim 

no. frequency 

8 

3 
16 
25 
26 

5 
2 
7 
5 

13 
19 
18 

1 
19 
21 
29 

5 
18 

23 
16 
29 

8 
6 

26 
27 
15 
17 
29 
23 
15 

wakened' (3) 

poison (9) 

into (1) 

skin (8) 

drag (7) 

prayed (6) 

grandfather ( 11) 
slept (7) 

tribe's (4) 

knew(5) 
-n · t (3) 

shave (11) 
into (9) 

been (5) 
sunlight (5) 

an ( 12) 
a ( 12) 
alarming <1) 

in (5) 

they (1) 

an <4) 
win (3) 
-piping (7) 
gardens ( 10) 
planted (9) 
fusing (2) 
using (3) 
subtropical <10) 
1 andscap i ng ( 1l 
their (1) 

Near-verbatim forms 
and frequencies 

awoken (4), woke (3) 1 awakened (2) 1 

awoke (1) 1 woken (1) 

poisoned (9) 

to (8) 1 in (1) 

skinned (4) 1 skinning (3) 1 skins (1) 

dragged (6) 1 dragging (2) 

pray (8) 

grandfather's (5) 1 father (1) 

sleep (3) 1 sleeping (2) 9 sleeps (1) 

tribal (4) 1 tribe (1) 

know (8) 1 knows (4) 1 knowledgeable (1) 

net <BJ 
shaving (7) 

in (4), to (3) 

be (5) 

sun (4) 1 sun ... highlighhd (1) 
a (4) 

an (4) 

alarmed (4) 

into (7) 

them (6) 1 their (1) 

a (7) 

wen (6) 
pipes (3) 1 pipe (2) 
garden (4) 1 gardener~:~ (1) 

plant (3) 1 plants (2) 
fused (5) 
used (4), use (1) 

tropical (4) 
1 andscape ( 1l 1 1 and ( 1l 
them <4) 



APPENDIX 6~7: EXPERIMENT I: PASSAGES 1A, 2C AND 38: MEAN 

VERBATIM TENDENCY OF WORDS AND OVERALL RECALL FREQUENCY 

Overall Mean verbatim recall tendencies 
recall 

frequency 1A 2C 38 ALL 

0 0100*+ 0 I 00*+ 01 00*+ 0100*+ 

0 I oou 0.75* o. 00*'11 0.75* 

2 0.75* 0~50* 0.50* 0.67 

3 1. 00* o. 83' 0.63 0.74 

4 0.55 0. 63:* 0154* 0.57 

5 0.72 o. 73* 0.50 0165 

6 0.76* 0.58* 0.81* 0.72 

7 0179 0.61* 0.59 0.68 

8 0.81 0.70* 0.65 0.72 

9 0.76 0.75 0.63 0.71 

10 0.78 0.79 0.65 0.73 

11 0.65 0.70 0.62 0.65 

12 0.79 0.72 0.74 0.76 

13 0.71 0.80 0.75 0.75 

14 0.73 0.67 0.70 0.70 

15 0.76 0.68 0.71 0.71 

16 0.95 0.70 0.88 0.81 

17 0.82 0.72 0.92* 0.83 

18 0.89 0.74 0~87* 0.83 



APPENDIX 6.81 EXPERIMENT In PASSAGES 1A, 2C AND 3Bu 
SOX OF WORDS MOST AND LEAST FREQUENTLY RECALLED VERBATIM 

Words recalled verbatim on at least SOX of occasions in capitals. 

Passage 1A 

ONE DAY ERNU DECIDED TO HUNT THE GIANT ARMADILLO. HE WENT TO HIS GRANDFATHER 
FIRST and borrowed SOME OF HIS POISON ARROWS, THEN visited THE VILLAGE SHRINE 
and PRAYED TO his TRIBE'S ancestral spirits. after this HE walked deep INTO 
THE FOREST where HE slept THE NIGHT ON SOME DRY LEAVES IN A CAVE. EARLY in 
THE MORNING HE WAS WAKENED BY A NOISE, AND crept out of THE CAVE INTO THE 
MOONLIGHT. AT FIRST HE COULD SEE nothing except. THE MISTY RIVER BANKS, but 
eventually noticed A HUMPED shape some way off. suddenly the shape vanished 
INTO THE FOREST. ernu ran after it. HE plunged into THE UNDERGROWTH, BOW AND 
ARROWS in hand. he followed the animal's TRACKS FOR over HALF AN HOUR, until 
HE came out INTO A SWAMPY CLEARING. HE LOOKED AROUND FOR A while before 
espying A shadowy depression IN THE undergrowthi quickly HE fired several 
arrows INTO it. THERE was A loud roar. he ran over AND found THE fabulou~ 
GIANT ARMADILLO, BUT it was ALREADY quite DEAD. ernu jumped among THE BUSHES 
TO SKIN the monster OF ITS tough, LEGENDARY hide. then HE HAD TO DRAG THE 
bulk BACK through THE FOREST, and after many hours reached HIS TRIBE'S 
VILLAGE. HE SHOWED THE HIDE TO HIS GRANDFATHER who WAS SO proud THAT HE gavv 
ernu A FINE timber HUT. 

Passage 2C 

in trying to SHAVE ONE MORNING, WHICH IS ALWAYS A dismal prospect BEFORE 
BREAKFAST, I found to my surprise, on SWITCHING ON, THAT the motor made A most 
disturbing GRATING sound, WHICH alarmed ME at first. indeed I HAD NEVER HEARD 
its like BEFORE. I took THE BACK OF the razor off TO look INSIDE for anything 
amiss, when a dozen tiny curlicues OF METAL FELL out AND disappeared INTO THE 
CARPET. I THEN showed the razor TO A FRIEND WHO KNEW A lot ABOUT such 
matters, OR so HE let oth)rs believe. HE SAID HE did not like THE look OF THE 
steel fragments, and THEN HE took THE BACK off, whereupon some pieces OF 
CHARRED PLASTIC rattled to THE FLOOR, alarming me even more, because THERE 
COULDN'T have been MUCH LEFT INSIDE BY then. but my friend placed the razor 
ON THE TABLE, where THE SUNLIGHT glistened on THE RUST. he gave ME a few 
words OF ADVICE1 I should have found out long ago HOW TO USE AN ELECTRIC RAZOR 
AND how to manage without THE SOAP AND RAZOR BLADES WHICH HAD had such a 
deleterious EFFECT. I walked HOME disheartened AND went TO have a SHAVE in 
THE BATHROOM, getting out AN OLD CUT-THROAT WITH MY LEFT HAND, and WITH MY 
RIGHT tossing THE battery RAZOR through THE WINDOW. 



Passage 3B 

IT WAS indeed A BEAUTIFUL HOUSE. THE decorators HAD tried their best with the 
decor. each ROOM represented a DIFFERENT period: ONE saw CLASSICAL, GEORGIAN 
AND ULTRAMODERN ROOMS immediately adjacent. THE plumber» had installed a 
SOliD SILVER BATH and conn~cted it TO unbelievably quiet water-PIPING, hiddan 
from sight, WHICH was to win AN important INDUSTRIAL AWARD. glittering 
CRYSTAL TAPS projected from THE foot OF THE BATH. THE KITCHEN had been 
uniquely fitted out: ONE WALL housed a DEEP-FREEZE THE SIZE OF A SMALL ROOM, 
AND THE FLOOR WAS supposedly SELF-CLEANING. THE builders HAD TAKEN trouble to 
enhance THE WALLS by fusing THEIR surfaces WITH OXYACETYLENE torches so that 
they acquired A glass-like finish, AND by using BLUE-tinted concrete. HEATING 
was provided by large CEILING PANELS which were no FIRE hazard due to THEIR 
low temperature. THE ARCHITECTS had chosen THE SITE of THE HOUSE AND had 
positioned it carefully IN relation TO the terrain SO THAT it nestled IN its 
landscaping as A CHICK snuggles IN a hen's NEST. the site ALSO provided the 
maximum protection FROM THE elements. the nurserymen HAD BEEN hired FROM a 
BOTANICAL GARDENS, and THEY PLANTED many EXOTIC shrubs, distributing them in 
clusters so as to lend AN almost SUBTROPICAL air to THE setting. BOTH BRIDE 
AND GROOM WERE overjoyed WITH THEIR NEW home. 



APPENDIX 6.9: EXPERIMENT I: PASSAGES 1A 1 2C AND 38: MEAN 

VERBATIM TENDENCY OF WORDS AND SERIAL POSITION 

Block ------------Passages-------------
no. 

(9 words) 1A 2C 3B ALL 

1 0.96 0.76 0.90 0.87 

2 0.87 0.69 0.48 0.68 

3 0.89 o. 64· 0.79 o. 77 

4 0.54 0.64 0.66 0.61 

5 o. 77 0.84 0.64 0.75 

6 0.96 o. 70. 0.63 0.76 

7 0.90 0.45 0.64 0.66 

8 0.82 0.90 0.69 0.80 

9 0.80 o.8~ 0.55 0.72 

10 0.69 0.76 0.95 0.80 

11 0.44 0.69 0.82 0.65 

12 0.66 0.84 o. 77 0.76 

13 0.76 0.67 0.45 0.63 

14 0.78 0.55 o. 77 0.70 

15 0.82 o. 77 o. 73 o. 77 

16 0.58 o. 5,0 0.67 0.58 

17 0.74 0.83 0.72 0.76 

18 0.71 0.76 0.66 0.71 

19 0.80 0.58 0.69 0.69 

20 0.71 0.61 0.58 0.63 

21 0.68 0.84 0.70 0.74 

22 0.82 0.67 0.83 0.77 

23 0.70 0.72 0.41 0.61 

24 0.87 0.89 0.75 0.80 

25 0.83 0.73 0.81 0.79 

overall 0.762 0.696 0.692 0.717 



APPENDIX 6.10: EXPERIMENT I: PASSAGES 1A 1 2C AND 38: WORDS OF 

HIGHEST AND LOWEST VERBATIM TENDENCIES 

Clause numbers in parentheses, 

*no overall recall, so verbatim tendency set to zero. 

Passage 1A: verbatim recall tendency = 1.00 

(1) one day Ernu to giant ~rmadillo; (2) he to his grandfather; (3) some of 
his poison arrows; (4) the village; (6) he into the forest; (7) he night on 
leaves in a; (8) was a; (9) and cave the; (10) at first he could see the river 
banks; (11) a; C12) the; C13l he the bow and arrows; C15l for; C16l he a 
s w amp y 1 ( 1 7 ) h e 1 o o k e d a r o.u n d f or a ; ( 1 9 l h e ; ( 2 2 ) t h e g i an t ; ( 2 3 ) a 1 r sad y ; 
(24) the; (25) of the legendary; C26) he back the; C27l his tribe's village; 
<28) he showed to grandfather; (30) that he a fine. 

Passage 1A: verbatim recal·l tendency <= 0.30 

C4l visited; (5) and; (6) after this walked; C10l nothing except; C11l 
eventually noticed some off; (12) shape vanished; (15) animal's; (16) out; 
(18) before espying shado~y; C19l quickly* ; C24l among; (25) monster; (27) 
many. 

Passage 2C: verbatim recall tendency = 1.00 

Cll shave; C2l which always a breakfast; C3l I; (5) that a grating; C7l I had 
never heard before; (8) I the of; (9) to inside; C10l of metal; (11) and theJ 
(12) I then friend; C13l who knew; C14l or he; C15l he said he the of the; 
C16l then; C17l of plastic the; (19) there left inside by; <20l table; (21) 
the sunlight; (22) me; (23) I; C24l to; (25) and the and razor blades; C27l IJ 
28) shave bathroom; (29) cut-throat hand; (30) with the window. 

Passage 2C: verbatim recall tendency <= 0.30 

(1) in trying; C3l found my surprise; (5) disturbing sound; C6l at* first* ; 
(9) look for anything; (10) when; (13) matters; (14) let; <17) whereupon some 
rattled to; C19l because then; C20l but placed; C23l found out; (25) how to 
manage; <27) walked disheartened; (30) tosing through. 

Passage 38: verbatim recall tendency = 1.00 

(1) it was beautiful house; (2) had; (3) room; (4) Georgian ultramodern 
roooms; (5) solid bath; C8l an; (9) crystal taps of te; C10l the kitchen; C11) 
one wall deep a small room; <12) and was self-cleaning; C13l the hadJ (14) the 
walls; (18) heating; C21l the architects the; <22) and in; C23l in; C24l next; 
(26) botanical gardens; C27l they planted exotic; C29l an the; C30l both and 
were their. 

Passage 38: verbatim rec~ll tendency <= 0.30 

C2l tried best; (3) represented; (4) immediately; (6) unbelievably; (8) was; 
C9l glittering projected from; ClOl been uniquely fitted out; (11) housed a; 
C16l so that acquired; <20) due to; C22l had positioned; C25l site provided; 
C26l nurserymen; (28) dhtributing; C29l lend to* setting; C30l overjoyed. 



APPENDIX 6.11: EXPERIMENT 1: PASSAGES 1A, 2C AND 38: 

ALL WORDS RECALLED NONVERBATIM ON AT LEAST 8 OCCASIONS 

Non verb. 
recall Clause 
freq, no. 

Passage 1A 

15 6 

13 

12 
12 
12 

12 

11 

11 
9 

9 

9 

8 

8 
8 

8 
8 

Passage 2C 

17 

16 

16 

15 
14 
14 
14 

14 
14 
13 
13 
12 
12 

25 

5 
4 

18 

12 

11 

6 
26 

21 

12 

3 

24 
9 

27 
15 

27 

14 

5 

13 
17 
30 
25 

30 
17 

5 
17 
12 
17 

Original word 
and verbatim 
recall freq. 

walked (2) 

monster (0) 

and (3) 

visited (2)· 

espying (1) 

vanished (I) 

noticed (4) 

after this (0) 

bulk (9) 

ran ( 4) 

shape (2) 

borrowed (9) 

Ernu (5) 

crept (4) 

after (4) 

animal's (3) 

walked (1) 

1 et ( 2) 

disturbing (1) 

matters (3) 

r a tt 1 e d ( .3 ) 
tossing (2) 

manage 
without U l 

through ( 1 l 
whereupon (0) 

sound (4) 

some (2) · 

shaved (6) 

to (5) 

Substitutions and frequencies 

went (9) 1 set off (3) 1 leH (1) 1 wanders (1) 1 

proceeded ( 1 l. 
it (4) 1 beast (3) 1 animal (2) 1 armadillo (1) 1 

amtillado (sic) (1) 1 creature (1) 1 him (1) 

to (10) 1 where (2) 

went (11) 1 goes (11) 
saw (6), noticed (4) 1 noticing (4) 1 caught sight 
of ( 1 l 
disappeared (4) 1 moved (2) 1 disappearing (1) 1 

disappear ( 1l 1 run away ( 1l 1 dashed ( 1> 
saw (6) 1 made out (2) 1 seeing (1) 1 perceivrJd 
(1) 1 spread (1) 

then (11) 

animal (2) 1 hide (2) 1 it (2) 1 hulk (1) 1 load 
(1) 1 skin (1) 

went (4) 1 reached (2) 1 going (2) 1 got (1) 1 

sprang ( 1 l 
which (5) 1 animal (1) 1 hump (1) 9 it (1) 1 

monster ( 1 l 
get (3) 1 got (2) 1 gave (1) 1 obtained (1) 1 

collected (1) 

he (8) 

stepped (2) 1 left (2) 1 crawled (1) 1 went (1l 1 

emerges ( 1) 1 dashed ( 1) 
took (3) 1 for (3) 1 when (2) 

it (4) 1 its <2l 1 beast (1) 1 armadillo (1) 

went <12l, returned (3) 1 back at (1) 1 

arrived (1) 

led (4) 1 purported (3) 1 professed (3) 1 would 
have (2) 1 would like (1) 1 liked (1) 1 leads (1) 1 

was supposed ( 1) 

strange (3) 1 peculiar (2) 1 curious (2) 1 horrible 
(2) 1 unusual (2) 1 alarming (2) 1 nasty (1) 1 

terrible (1) 1 unpleasant (1) 

things (13) 1 thing (1) 1 them (1) 
fell (14) 
threw (7) 1 throwing (5) 1 hurled (1) 1 chucked (1) 

do without (2) 1 not using (1) 1 not to use (1) 1 

without using (1) 1 got out of using (1) 1 

relinquished (1) 1 dispensed with (1) 1 given up 
( 1) 1 progressed from ( 1) 1 done away with ( 1) 
out of (12) 1 into (1) 1 away (1) 

and (12) 1 on (1) 1 when (1) 

noise (13) 
several (10) 1 a few (2) 1 lots of (1) 

took (10) sought (1) 1 ask (1) 

out (11l 1 from <1l 



Nonverb. 
recall Clause 
freq. no. 

12 3 

11 22 
11 29 

11 23 
11 10 
10 1 
9 14 

9 22 
9 8 

9 19 

9 19 

9 19 
9 20 
8 5 
8 20 
8 18 

8 

8 3 

Passsage 39 

16 

14 
14 
13 
12 

12 

11 

10 

9 
9 

9 

30 

16 
16 
2 

11 

29 

26 

2 

24 
4 

Original word 
and verbatim 
recall freq; 

found (2) 

words (6) 

getting out (5) 

found out (3) 

when (1) 

in ( 1l 
believe (9) 

gave (9) 

took., .off (8) 

couldn't have 
been (5) 

because (3)r 

then (2) 

placed <1l 
motor (9) 

my friend (7) 

alarming (5) 

trying (3) 

surprise (0) 

over joyed (2) 

acquired ( 1 l 
so that (0) 

tried (1) 

housed ( 1) 

lend (1) 

nurserymen (4) 

their best (4) 

as < 7l 
i mmedi a tel y 
adjacent (6) 

installed (5) 

Substitutions and frequencies 

hear (4) 1 noticed (2) 1 disturbed (2) 1 heard (1) 1 

alarmed (1) 
aaid (4) 1 told (4) 1 some (2) 1 piece (1) 

found (2) 1 took (2) 1 reached for (2) 1 taking out 
(1) 1 took out (1) 1 taking (1) 1 picking up (1) 1 
picked up (1) 

learned (5) 1 learnt (3) 1 knew (2) 1 realised (1) 

and (7) 1 whereupon (3) 1 then (1) 

whilst (3) 1 while (3) 1 on <2l 1 as (1) 1 and (1) 

purported (3) 1 professed (31 1 think (2) 1 was 
supposed ( 1 l 
said (4) 1 told (4) 1 admonished (1) 

opened up (4) 1 opened ( 1 l 1 opening ( l 1 shook 
(1) 1 removed (1) 1 eKamined (1) 
could not be <21 1 c::ouldn't bm (2) 1 c:ca1ld bm (1) 1 

would be (1) 1 must not be (1) 1 was (1) 

as (31 1 for (21 1 since <21 1 whether <11 1 

thinking (1) 

this time (5) 1 now (3) 1 this stage (11 
put (61, laid (3) 
razor <71 1 it (11 
he (8) 

worried (3) 1 great concern (11 1 upset (1) 1 

wonder < 1 l 1 shocked < 1l 1 discouraged ( 11 
started (1) 1 got up (1) 1 about (1), difficulty 
!11 1 attempting (1) 1 preparing (1) 1 deciding 
( 1 I 1 proceeed ( 1l 
disturbed (3) 1 alarned <21 1 amazed (1) 1 startled 
(1) 1 worried (1) 

delighted (6) 1 very pleased (2) 1 well pleased 
(1) 1 most pleased (1) 1 happy (1) 1 certainly 
happy < 11 1 very happy ( 1 l 1 eK tremel y happy ( 1 l 1 

very proud (1) 1 very satisfied (1) 

give <10 1 had (2) 1 render (1) 9 given (1) 
to !11l, due to (1) 1 so as to (1) 1 thus (11 
taken (8) 1 done (31 1 excelled (1) 1 designed (1) 

was (5) 1 occupied (21 1 occupying <11 1 had <ll, 
all doing (11 1 set in (1) 1 took up (1) 

give <41 1 gave (41 1 had (11 1 looked (1) 1 like 
(1) 1 giving (1) 

gardeners (7) 1 workers <ll 1 botanist (1) 1 

expertly <11, professionally (1) 
much pain < 1 l 1 the utmost pain < 1l 1 great care 
( 1l 1 a 1 ot of care ( 1 l 1 every care ( 1l 1 with 
great care < 1 I 1 a good deal of trouble < 1 l 1 

considerable trouble (1) 1 great trouble (1) 1 

excelled themselves (11 
like (9) 

side by side (31 1 next to one another (2) 1 all 
adjacent (2) 1 in juxtaposition (1) 1 next to each 
other (1) 

fitted (41 1 was (3) 1 produced (1) 1 instated (11 

331. 



Nonverb. 
recall Clause 
freq. no. 

9 6 

9 20 
8 27 
8 9 
8 10 
8 9 

8 25 

Original word 
and verbatim 
r e c a 11 f r~e q • 

u n be 1 i e v a!b 1 y 

due to ( 1;l 
shrubs (5) 
from (4l 
had been (4) 
projected: (1) 

provided '(0) 
' 

Substitutions and frequencies 

(2) very (2) 1 amazingly (2) 1 exceptionally (2) 1 

almost ( 1), ultra ( 1), extremely ( 1l 
because of (4) 1 since (3) 1 because (1) 1 thus ( 1) 
plants (6), trees (2) 
at (7) 1 to (1) 
was (8) 
were ( 2 l 1 was ( 1l 1 stood (), attached ( 1 ) I 
adorned ( 1 l 9 protruded ( 1 l 1 poked out ( 1 ) 
was (3) 1 affected (2) 1 gave (1) 1 took ( 1 ) ' 
guarded (1) 



I 

APPENDIX 6.12: EXPERIMENT I: PASSAGES 1A, 2C AND 39: 

NOTABLE INTRUSIONS 

I n t r us i v e w or d s an d p h r u e:s r e p r o d u c e d b y a t 1 ea s t t w o s u b j e c: ts 

Clause 
Passage no. 

1A 1 

2C 

3B 

2 
6 
7 
8 

10 
11 
18 
19 
21 
26 
27 
30 

5 
12 
14 
16 
18 
19 
23 
25 
29 
30 

4 
5 
6 
9 

14 
17 
18 
24 
25 
27 

In t r us i v e: words and phrases (and type l 

set out <:i l 1 go (outl (i l 
of a 11 ( i ;1 
the village (iil 
found <ii'l 
next (il '·outside (iil 
looking/looked (iil 
dark, lar~e, vague <all ii or iii) 
shallow (ivl 
poison/polisoned (iii) 
to where '<i i l 
heavy 1 gr,eat, the vi 11 age (all i i) 

it (iil, he Ciil 
new (ivl 1 as a reward (iil 

with my eilectric razor (ii or iil 1 I went to/into the 
bathroom (iii) 
e 1 e c t r i c :( i i ) 
of mine <iil, decided (i) 

he did (i) 

of the razor (iil 
at/by this (i) 

the razor (ii or iii) 
he said (i) 1 it was (i) 
water (iv:) 
r az or ( i i il 1 c up b oar d ( i v ) 
hand (i), old (iii or ivl 

I 

style/styles (i or ii) 
the bathroom (ii or ivl 
system (i,l 
two ( i i) 
of the robms Ciiil 
also (i) ' 

the house (iii) 1 room/rooms (iii) 
rather ( i) 
house/houses ( i i) 
garden <i.il 



All intrusive phrases of 5 or more words in length 

Clause 
Passage no. 

1A 6 

2C 

39 

a 
11 

19 
21 

25 
26 
30 

1 

19 
23 

2 
5 
8 

12 
14 
26 
27 
29 
30 

I 

Intrusive words and phrases (and type) 

he wande~ed around for a while and thought (vl 
went in ~earch of the armadillo (iii) 
but didn't realise at first that it was the giant armadillo (vl; 
which aft~erwards only proved to be a figment of his 
imaginaUon (v) 
but thought he had missed (vl 
to the place where he had fired his arrows at (iil; to where the 
shape was < i i or iii) 
decided to begin the task (il; the important thing was (ii or ivl 
and becau~e he couldn't carry <vl 
as a reward for this great deed (iil 

I went into/to the bathroom (iiil; I stood before the mirror 
(iv or vl~ I went to the bathroom and took up the electric 
razor (ii'il 
I was beg1nning to doubt (ii) 
he said that it was about time (i) 

so as to ~ake it as convenient as possible (iii or iv) 
the bathrpom was especially impressive (ii or ivl 
the whole, bathroom being a model (ii or ivl 
in one of. the rooms (iii> 
of one of. the rooms (iii l 
to plan the enormous garden (ii or ivl 
also taken trouble over choosing (iii) 
rather like that of a ••• jungle (il 
overall it was a very satisfactory house (i) 



APPENDIX 6.131 EXPERIMENT IIc PASSAGES 1A, 2C AND 3£11 

NOTABLE INTRUSIONS 

All intrusive words and ph•rases of types (iv) and (v) 

Passage 
and Clause · 

Condition no. Intrusive words and phrases 

1A/P 2 hut; sa~ing goodbye 
5 for their protection 
7 camouflaged himself 

23 he need not have bothered 
24 get out his knife; drew his knife 

lAIN 2 to tell him thisJ telling him that 

1A/L 

2C/P 

2C/N 

2C/L 

38/P 

7 in the hut among skins 
8 of grunting 

23 unfortunately 
30 tribal 

2 
3 
4 
7 
8 

11 
14 
25 

26 

5 
8 

11 
12 
20 
29 

1 
12 
21 
27 
28 
29 

4 
12 
13 
15 
20 
22 
25 
26 
27 
29 

9 
14 

house; the hut 
and spears 
in the centre 
of some,tribe; he still hadn't found an armadillo 
rustly; coming from nearby 
away from the trees; silhouetted against the sky 
returned to the cave to fetch; and hastily collecting 
hauled out the body into the open; with his spear; used his 
knife; and took his knife; with his knife 
he wrapped up the hide 

no longer operated; nothing happened 
could get it to work; unplugged it 
but it still didn't operate 
after breakfast 
at the side 
the cupboard; and towel 

open the cupboard door 
decided to temporarily abandon the job 
showed me; pointed out spots; while examining it again 
in my car 
after breakfast 
from the cupboard 

I switcWed the razor off turned it on again 
thinking it best; not knowing what to do for the best 
mend raz:ors 
when I told him about my razor; done to get the razor reworking 
showed ~e; pointed to 
when I a1sked 
and threw away my old one; older method; old-fashioned (2) 
on the s1ki n 
by bus; that morning; that evening 
cabinet; his drawer; from the cupboard 

inlaid 
in the living room; each joint 

355 



Passage 
and 

Condition 

38/N 

38/L 

Clause 
no. Intrusive words and phrases 

16 for stength 
19 very efficient 

6 intricate 
14 get the shades right 
15 on their boundaries 
18 glass chandeliers 
30 honeymoon there 

2 with useful time-saving household equipment 
4 style that is all the rage these days 
6 rested on a marble base 
8 of the kitchen 
9 so as net detract from the overall impression 

16 mottfed 
20 chemical composition 
26 Japanese 

All intrusive phrases of 5 or more words 

Passage 
and 

Condition 

1A/P 

lAIN 

lA/L 

2C/P 

2C/N 

2C/L 

Clause 
no. Intrusive words and phrases 

lived in a little village with his grandfather; was a member of 
a tribe 

23 byt the time he got there; he need not have bothered 
29 with what he had done 

7 in the hut among skins 
20 from out of the hole 
21 to the place where he shot 
22 to look at his find 
25 to take back to his tribe; then he realised he must 
26 when he had done this 
28 and when he got back 

7 he still hadn't found an armadillo 
14 returned to the cave to fetch 
19 and without seeing exactly what it was 
25 hauled out the body into the open; and he took his knife 
26 he wrapped up the hide 
27 as the village was quite far away 

8 could g•t it to work 
11 but it still didn't operate 
16 procee~ed to take the shaver apart 
19 indeed all that one could see were 

12 

1 
2 

I went into the bathroom; open the cupboard door and took out 
my electric razor 
decided to temporarily abandon the job 

I went along to the bathroom; I went into the bathroom 
that plagues certain of us 



Passage 
and 

Condition 

38/P 

38/N 

38/L 

Clause 
no. Intrusive words and phrases 

I switched the razor off turned it on again 
it was such an unusual noise 
I was s~rprised to see 
not knowing what to do for best 

4 
7 

10 
12 
15 
22 
25 

when I told him about my razor; done to get the razor reworking 
what wa~ wrong with it 

5 
9 

11 
22 
25 

2 
5 

30 

2 

and threw away my old one 

particular care had been taken over the bathroom 
and of special interest were 
that it took the space 
the overall picture was magnificent 
to suit .the size of the house 

to get ~he shades right 
the bathroom was a wonder to behold 
who were to move in; thus it wasa wonderful 

to providethe maximum comfort; with useful time-saving 
househo]d equipment 
to give a varied effect 
style that is much the rage these days 

3 
4 
5 done their best to make the bathroom as pleasing as possible in 

appearance 
6 rested on a marble base 
9 so as not to detract from the overall impression 

20 at which they were maintained 

3'67 



APPENDIX 6.14: EXPERIMENT II: PASSAGES 1 A 1 2C AND 38: 

NUMBERS OF NOTABLE INTRUSIIDNS 

Passage lA Passage 2C Passage 38 
5 or 5 or 5 or 

Cond- Subj. types more types more types more 
iti on no. i v' v words. i v' v words i V 1 V words 

p 2 1 0 1 2 0 2 
3 0 0 1 0 1 0 
7 2 0 1 1 1 1 
8 0 1 1 0 2 0 

14 0 1 0 0 0 0 
18 2 1 0 0 1 1 
23 2 0 0 0 0 0 
26 0 0 1 0 0 0 
29 1 1 0 0 0 0 
32 0 0 2 0 0 0 
35 0 0 0 0 0 0 
36 0 1 2 1 0 1 

N 5 0 1 1 0 0 0 
6 0 0 0 0 0 0 
9 1 1 1 0 2 2 

11 1 1 0 0 0 0 
13 1 0 3 3 0 0 
16 1 1 0 0 1 0 
19 1 1 1 0 0 1 
20 0 0 0 0 0 0 
22 1 1 0 0 0 0 
24 0 2 1 0 2 1 
25 0 0 1 0 0 0 
28 0 0 0 0 0 0 

L 1 3 0 2 1 0 0 
4 2 1 2 0 2 0 

10 0 0 1 1 0 0 
12 3 0 3 1 0 0 
15 1 1 1 1 0 0 
17 1 0 0 0 1 0 
21 1 0 3 0 1 1 
27 1 1 3 4 2 4 
30 1 1 0 1 0 0 
31 2 0 1 0 0 1 
33 2 2 3 1 1 1 
34 1 1 1 1 1 

33<3 



APPENDIX 6,15: EXPERIMENT III: PASSAGES 1 AND T: 

ALL INTRUSIONS OF TYPES IV,AND V 

Passage S 

Cond- Clause 
iticn 

2R 

2N 

Passage T 

no. 

10 
11 
21 
23 
27 

1 
3 
4 
5 

11 
14 
17 
19 
21 
25 
26 
28 

2 
3 
5 
6 
a 
9 

12 
15 

16 
17 
23 

25 

28 

29 

Ccnd- Clause 
iticn 

1 

no. 

1 
7 

16 
18 
19 

Intrusive ;words and phrases 

fluttering towards the tree 
began to sing 
like an idiot 
in doing so made a noise 
all at once the quintessence of beauty 

went cut into the country 
drying out 
around a tree 
which was reported to be in the area 
perched on a branch 
friends 
to the end 
making them appear silver 
like a cretin 
frightene~ off the bird which should have been 
thought "Oh well"; cursed 
which at ~he shock of seeing the bird fly off 

the man h~d a great deal of trouble 
by a cave · 
to try as he had wanted for a long time 
walked up 
he was as :silent as possible 
no sound came from the valley; he sat there a long time hidden 
she was obviously ready to mate 
actually believes the call would result in him being held in 
great est~em by fellow bird-watchers 
had checked it all 
among scm! bushes 
my foot c1ught the tape-recording equipment and brought part of 
it crashing to the ground .•• so the equipment was finished
destroyed ; 
h i s m i ss i oln was s u c c e s s f u 1 ; t e c r y t h at I h ad b e en wan t i n g t c 
tape for •o long; the only bird he managed to record was 
for a brie~ moment of pure delight; compared; he did not feel 
resentment at missing the recording only 
wonders wh~ther neKt year he will be able to locate another 
pied-tail ~row's nest 

Intrusive words and phrases 

for his birthday; for Christmas 
moved 
so she called; who had been working 
when he had been given a car 
to do so b~ bending the wires 

335 



Ccnd-
it ion 

2R 

2N 

Clause 
no. 

26 
28 

1 
2 

11 
15 
16 
28 

2 

Intrusive words and phrases 

en the carpet 
returned to the garden (2) 

fer his birthday (2) 1 birthday; red 
of the front room 
Daddy 
she then c:a,ll ed 
who was pottering around 
returned to the garden (2); Tom went back to the garden; after 
giving him something else to play with; premised to buy him 
another one 

for his birthday; fer Christmas; Willy eKcitedly opened it and 
found; came into the house with a bread grin en his face; called 
his nephew ••• tc ••• him; it was clockwork and so when wound up 
would go round on its own; in the dining room 
Willy was a·t his own house not Uncle Bill's at the time; then ran 
cH and started 

5 more destructive 
7 causing its motion 
9 as Willy was curiously pulling his toy to pieces; whilst they 

were in motion; whilst trying to mend it 
10 through one of the opening doers 
11 Daddy; filled the house; went to his parents 
12 said that he shouldn't mess about with the mechanisms of his toys 

as he might hurt himself 
15 using force much to the discomfort of Willy 
16 so she called; who was visiting 
25 when he relaxed 
26 wouldn't want to play; they managed to calm down the frightened 

little bey; went back to playing with his other toys; soon forget 
his ordeal and began to play again 

27 en the dining room floor 
28 refused to buy him another one however much he cried; soon he was 

quite happily playing with it again 
30 to recover the remains of her cooking 

34-0 



APPENDIX 6.16: EXPERIMENT III: PASSAGES S AND T: NUMBERS OF NOTABLE INTRUSIONS 

-----Session 2N-----
Session 1 Session 2R 

5 or 5 or 5 or 
Sub j. types more types more Subj, types more 

Pass. no. i V 1 V words i V 1 V words no. i V 1 V words 

s 1 0 3 0 2 5 0 2 
2 2 2 4 1 6 1 9 
3 0 2 0 2 7 0 1 
4 0 0 0 0 8 0 2 

13 0 0 1 1 9 1 5 
14 1 4 0 3 10 4 5 
15 0 1 0 0 11 0 3 
16 0 0 1 0 12 1 4 
17 0 2 0 1 21 0 2 
18 0 1 3 3 22 1 0 
19 0 0 0 1 23 4 9 
20 2 1 3 5 24 2 7 
29 0 0 0 2 25 1 1 
30 0 0 0 1 26 1 2 
31 0 2 0 3 27 0 1 
32 0 0 1 0 28 4 2 

T 5 0 0 2 0 1 2 2 
6 1 1 . 3 3 2 6 5 
7 1 0 0 1 3 0 1 
8 1 3 1 3 4 0 0 
9 1 3 3 3 13 3 2 

10 1 3 1 3 14 5 5 
11 0 0 0 0 15 1 1 
12 1 1 1 2 16 0 1 
21 1 2 1 1 17 2 1 
22 0 2 0 1 18 1 1 
23 1 1 0 1 19 0 0 
24 0 ' ... 0 3 20 4 4 
25 1 0 1 1 29 3 2 
26 1 2 0 0 30 1 1 
27 0 0 0 1 31 1 6 
28 0 0 0 0 32 2 0 
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