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SUMMARY

The objective of this research is to enhance the network performance under realistic mo-

bile ad-hoc networks environments without modification of the standard. Overview of this

research is summarized as follows:

First, a packet-fragmentation technique to improve network throughput under the worst

channel conditions is proposed. While the conventional packet-fragmentation technique

research focuses only on random-bit errors, the proposed technique employs both random-

bit errors and hidden-node collisions. The analytical models based on Markov-chain model

shows that the optimal fragmentation technique can effectively reduce the number of re-

transmissions caused by both collisions from hidden nodes and corrupted packets by random-

bit errors, and eventually improving throughput in noisy VANETs channels.

As a second contribution, a dynamic service-channel allocation (DSCA) scheme is

proposed to maximize the network throughput by dynamically assigning different service

channels to the users. The theoretical analysis in this thesis will consider wireless access in

the vehicular environment (WAVE) protocol, which is the main characteristic of the vehic-

ular ad-hoc networks standard (the IEEE 802.11p).

To summarize, the main contribution of this research is that two schemes will improve

the network throughput significantly without modification of the standard. Therefore, there

is no implementation issue to deploy the proposed schemes in real devices.

x



CHAPTER 1

INTRODUCTION

The IEEE 802.11 wireless network, also known as WiFi, has been popular by the use of

unlicensed band and inexpensive devices. With the increasing demand for seamless and

ubiquitous Internet connectivity, a considerable number of studies have been conducted on

the mobile ad-hoc networks over the last decade. The mobile ad-hoc networks (MANETs)

are distributed networks, where wireless mobile devices can dynamically self-organize ar-

bitrarily and temporarily (ad-hoc), by allowing devices to connect to each other in areas

with no pre-existing communication infrastructure.

As an extension of MANETs research, the IEEE 802.11p standard for vehicular ad-hoc

networks (VANETs), which is a subset of MANETs, was finalized in 2010. The main ob-

jective of VANETs is to support both vehicle to vehicle communication (V2V) and vehicle

to infrastructure (V2I) communication for the passenger’s safety and traffic information.

Therefore, the momentum of research interest on high mobile (or vehicular) ad-hoc net-

works has been more accelerated.

The MANETs as well as VANETs use carrier-sense multiple access with collision

avoidance (CSMA/CA) to avoid collisions as multiple access method. However, the CSMA/CA

protocol has several performance issues such as interference, hidden-node problem, multi-

hop problem, and fairness issue. Moreover, the dynamic wireless-channel environment

resulting from the node mobility causes severe performance degradation in the network.

To meet demands of quality of service and high network throughput in mobile ad-hoc

networks, many researchers suggested alternative protocols and algorithms to solve per-

formance issues. However, most of these require protocol modifications that result in the

deployment issues in real devices.
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1.1 Research Objectives

In this thesis, two algorithms are introduced to enhance the network performance under

realistic wireless environments without modification of standards. This work will provide

a solid foundation to the research communities in solving performance issues in MANETs

as well as VANETs.

First, the optimal packet fragmentation technique is introduced as a primary contribu-

tion in this thesis. In real mobile ad-hoc networks (MANETs) environments, the network

topology keeps changing dynamically, and retransmissions occur frequently because of

unexpected collisions by other nodes in the networks. Besides, when wireless channels ex-

perience multi-path fading, obstacles, and interference, a wireless station will suffer from

packet drops by random-bit errors. To make matters worse, these collisions and packet

drops by random-bit errors occur simultaneously. Numerous ideas have been proposed to

reduce the collisions and packet drops by random-bit errors in high mobile wireless envi-

ronments. However, these solutions not only treated these problems individually, but also

required protocol modifications. Hence, the packet-fragmentation technique to improve

network throughput under worst channel conditions is proposed in this thesis. Although

the conventional packet-fragmentation technique research focuses only on bit-error rates

(BERs), the proposed technique will employ random-bit errors as well as hidden-node

problem. The analytical model, simulation results, and the experimental results will show

that the optimal fragmentation technique can effectively reduce the number of retransmis-

sions caused by both collisions from hidden nodes and corrupted packets from random

bit-errors, eventually improving throughput in noisy MANETs channels.

In addition to above problems (packet drops by random-bit errors and unintended colli-

sions), multi-channel allocation, which is how to allocate available channels to the stations

2



efficiently in the network, is also critical to the performance in VANETs. The efficient dis-

tribution of mobile nodes over the available channels could contribute to the quality of ser-

vice (QoS) for the real-time data packets and to emergency messages in VANETs. Numer-

ous algorithms have been suggested to utilize the channel capacity in VANETs. Although

providing tools to achieve high level of transportation safety is one of the most impor-

tant objectives in vehicular ad-hoc networks (VANETs) studies, most of these algorithms

share safety message communication resources to achieve channel utilization, which results

in system-performance degradation of safety-message dissemination. Moreover, wireless

access in the vehicular environment (WAVE) protocol, which is main characteristic of ve-

hicular ad-hoc networks standard (the IEEE 802.11p), cause severe collisions among high

access categories in a dense traffic condition. As a second contribution, a dynamic service-

channel allocation (DSCA) scheme is proposed to maximize the network throughput by

assigning different service channels to the users dynamically. The theoretical analysis will

incorporate the WAVE protocol characteristic, thus, the number of collisions among high

access categories is reduced dramatically.

1.2 Dissertation Outline

This dissertation is organized into six chapters. Chapter 2 introduces the performance

issues in MANETs with general overview of the IEEE 802.11 Standard, specifically dis-

cussing medium access control (MAC) layers based on the CSMA/CA protocol. Chapter

3 introduces a packet fragmentation technique with hidden nodes with theoretical analysis

using Markov-chain model and extensive simulations using OPNET simulator. Section 3.4

shows the experimental results of packet-fragmentation technique implemented in six lap-

tops (Lenova R400) connected to Orinoco Proxim Gold LAN cards and external antennas

for 802.11b ad-hoc mode, examining the network throughput in out-door wireless environ-

ment. In Chapter 4, the packet-fragmentation technique incorporating the WAVE protocol

is validated under vehicular environments based on the IEEE 802.11p Standard. In this

3



chapter, we also introduce the excessive collision problem among high access categories in

vehicular ad-hoc networks. To solve this collision problem, Chapter 5 introduces a dynamic

service-channel allocation (DSCA) scheme and the simulation results using NS3 (Network

Simulator 3). The concluding remarks and future works are in Chapter 6.

4



CHAPTER 2

PROBLEM DEFINITION IN MOBILE AD-HOC NETWORKS

The mobile ad-hoc networks (MANETs) are distributed networks that consist of wireless

mobile devices interconnected by multi-hop communication. Unlike the conventional wire-

less networks, MANETs have no pre-existing communication infrastructure, and the mo-

bile nodes can dynamically self-organize arbitrarily and temporarily (ad-hoc).

The mobile ad-hoc networks are based on the IEEE 802.11 medium access control

(MAC) as a standard for wireless LANs. The IEEE 802.11 MAC is designed to operate

well in wireless environments. In real mobile environments, the performance of high mo-

bile communication depends on the wireless environments, which can be deteriorated by

interferences from other devices, path loss, multi-path fading, and unintended collisions.

Moreover, large number of nodes could bring congestion in the network, and thus, increase

the collision probability remarkably, if they exceed the appropriate channel capacity. In this

chapter, the performance-degradation issues and related works in mobile ad-hoc networks

(MANETs) will be introduced.

2.1 Overview of the IEEE 802.11 Standard

In the IEEE 802.11 CSMA/CA (Carrier Sensing Multiple Access with Collision Avoid-

ance), medium access control (MAC) uses a distributed coordination function (DCF) as

a default. In the distributed coordination function (DCF), stations use a random back-off

with the contention-based services. When all mobile stations access to the medium, they

sense the channel to determine whether the medium is busy or idle, which is called carrier

sensing. If the channel is busy for the transmission of sender, all contending nodes must

freeze their back-off counter until the senders complete their transmission. If the channel

is idle for more than the DCF inter-frame space (DIFS), the stations start to decrease the

back-off counter until the back-off timer expires, and start their transmissions as depicted

5



in Figure 1. Since each node randomly chooses one slot time among the slots in the con-

tention window, the stations could avoid collisions with certain probabilities depending on

their current back-off stage.

Figure 1: CSMA/CA contention-based service.

For the reliable transmission between the sender and the receiver, a positive acknowl-

edgment (ACK) is used, and all unicast data frames should be acknowledged. If the sender

did not receive the corresponding acknowledgment from the receiver, the sender assumes

that the transmitted packet is lost and prepares the retransmission.

If the back-off counters expire at the same time in different senders, the different senders

start their transmissions simultaneously, which eventually introduces collisions. After each

sender detects the collision, it increases current contention-window size as double and pre-

pares the retransmissions up to the retry count as shown in Figure 2. Generally, the initial

contention-window size is 32, and the maximum contention-window size is 1024. The retry

count is 5 for the control frames and 7 for the data frames. This exponential back-off pro-

cedure relieves the collision probability among the contending nodes. If the transmission

succeeds, the sender resets the current contention-window size with the initial value.

The sender sets an ACK timeout period when the sender finishes the transmission of

the packet. If the sender does not receive an acknowledgment frame within the specified

ACK timeout period, the sender assumes that a collision is occurred and goes to the back-

off procedures with increased contention-window size as double. The ACK timeout period

includes the transmission time of the transmitted packet, propagation time of the transmit-

ted packet, short inter-frame space (SIFS) interval, the transmission time of the ACK, and

6



propagation time of the ACK. If the ACK timeout is shorter than this time, then the sender

assumes that the packet has been lost and retransmits the data packet unnecessarily.

Figure 2: Exponential back-off and retransmission procedure.

However, there is another reason for the unsuccessful transmissions except for the col-

lisions. When the received packet contains errors (called random bit-errors) caused by path

loss, multi-path fading, and other reasons in a wireless channel, the receiver cannot decode

the packet correctly. Then, the receiver does not transmit the corresponding ACK to the

sender, and thus, the sender waits the ACK timeout period and prepares the retransmission.

Eventually, the sender increases the current contention-window size unnecessarily.

2.2 Origin and History of the Problem

The highly dynamic network topology in mobile ad-hoc networks compared to the conven-

tional wireless networks causes different wireless environment variations including techni-

cal challenges, inefficiency, and limitations. More specifically, in real mobile ad-hoc net-

works (MANETs), various random-bit errors (BERs) resulting from path-loss, obstacles,

and interference cause different probability of successful transmissions. And the frequent

7



collisions by contending nodes in dense traffic condition also reduce the network through-

put by wasting the bandwidth for the contention. Lastly, the hidden-node collision is a

serious problem in performance degradation. All these parameters have a direct impact on

determining the back-off stage of each user during the transmission procedure, since these

parameters are connected to the contention-window size. However, most of existing works

focus on these parameters separately, which do not provide comprehensive analysis in esti-

mating the performance of the medium access control. In the following subsections, these

three problems will be discussed.

2.2.1 Collisions from Contending Nodes

In the IEEE 802.11 MAC, contending nodes can introduce collisions among senders, when

their back-off timers expire at the same time. These collisions increase the current con-

tention window by exponential back-off, and thus, change the probability of transmission

in a given time slot [1]. Then, the nodes release the channel and go to exponential back-

off stage to alleviate the accessibility among contending nodes, which will stabilize the

random access medium in 802.11 MAC. When the node density in the network increases,

the collision overhead reduces the network throughput drastically. Therefore, the colli-

sion probability is critical to the performance evaluation, and the collision probability in

CSMA/CA is studied extensively.

The relationship between contention window and exponential back-off is studied by

Bianchi [1] to analyze the saturated throughput of the IEEE 802.11 MAC using Markov-

chains. One of the main contributions of this model is to provide the probability of trans-

mission of the sender in a given time slot. This probability can be used to derive the proba-

bility of collision among the contending nodes. Hence, it can determine the throughput of

the network. Based on Bianchi’s model, the frame retry count limit is modeled in [2], bit-

error rate is included in [3], and the hidden-node problem is investigated in [4]. However,

note that as the node has longer waiting time to avoid collisions, the throughput will be

deteriorated. In addition, when wireless channels experience multi-path fading, obstacles,

8



and interference, a wireless station will suffer from packet drops because of random-bit

errors.

2.2.2 Random-bit Errors

Random-bit error rate (BER) varies widely from many different factors, e.g., modulation

techniques, received signal strength, background noise, and interferences from other nodes.

The physical layer in the IEEE 802.11 uses different modulation techniques to achieve dif-

ferent data rates. For example, in the IEEE 802.11 DSSS (Direct sequence spread spec-

trum), the binary phase shift keying (BPSK) is used for 1 Mbps data rate, and complemen-

tary code keying (CCK) is used for the data rate 11 Mbps in the IEEE 802.11b. Different

data rates (modulation techniques) provide different level of robustness toward noises and

interferences.

In addition, the received signal strength is dependent upon the transmission power,

multi-path fading, the geometry of terrain, and so on. One of the most efficient statistical

measurements for BER is signal to interference plus noise ratio (SINR), which can be used

as a mapping tool between the signal at the receiver and its packet-error rate (PER) in the

networks. SINR is calculated as the received signal power divided by interference power

plus noise power. Hence, the received signal strength is the major factor for the quality of

the wireless link.

The IEEE 802.11b and 802.11g use the unlicensed 2.4 GHz ISM (industrial, scientific

and medical) band that is vulnerable to the interference from other devices that use the

same bandwidth such as microwave ovens and blue tooth devices. Unfortunately, as a user,

the only way to resolve the interference problem is to stop using one of the devices [5],

which is hard to control in the networks.

When the wireless channel is perfect, the collision caused by contending stations for

accessing to the channel will be the only source of unsuccessful transmissions. However,

this condition is far from reality, and generally users experience moderate quality channels

with contending stations, in which the role of BER becomes more critical in estimating the
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performance of the networks. Moreover, mobile devices also experience the hidden-node

problem which causes another collision in the networks.

2.2.3 Hidden-node Collision

Another factor that causes transmission failures in MANETs is the hidden-node problem,

which is an unexpected collision of packets at a receiver sent by senders who cannot sense

each other. When a sender starts transmitting its packet, all contending nodes must freeze

their back-off counter until the sender completes its transmission. If a hidden node cannot

sense the transmission of sender, the hidden node keeps decreasing its back-off counter.

When the back-off counter of the hidden node reaches zero, the hidden node starts trans-

mitting packets causing unexpected collisions at the receiver.

Different cases of hidden-node problems are illustrated in Figure 3. A general hidden

node case is depicted in Figure 3-a. The hidden node is outside of carrier sensing range

of a sender and vice verse. Hence, the hidden-node collision occurs at the receiver. The

situation where hidden Node1 and hidden Node 2 are within the carrier sensing boundaries

of each other is described in Figure 3-b. Hence, when the hidden Node 1 starts transmit-

ting, hidden Node 2 freezes its back-off counter and does not transmit a packet during the

transmission interval of the hidden Node 1. However, the hidden Node 2 in Figure 3-c

is also out of the carrier sensing boundary of the hidden Node 1, and it cannot detect the

transmission of the hidden Node 1. Then, hidden Node 2 can start its transmission during

the transmission of the hidden Node 1. Therefore, the hidden-node effects in Figure 3-b and

Figure 3-c can be different. Moreover, the contention-window sizes also could be different

in Figure 3-b and Figure 3-c, since the hidden Node 2 is another hidden node to hidden

Node 1 in Figure 3-c, whereas the hidden Node 2 is contending node of hidden Node 1 in

Figure 3-b. Thus, the contention-window size of hidden nodes could be different in each

case, and thus, introduce different collision probabilities.
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Figure 3: Hidden-node collision examples.

To avoid a hidden-node problem, the RTS/CTS (Request To Send / Clear To Send)

mechanism is used in the IEEE 802.11 MAC standard as depicted in Figure 4. The sender

broadcasts an RTS control packet that contains the intended destination of the data packet

and the amount of channel time required for the transmission in the control field.

Figure 4: RTS/CTS exchange procedure.

If the RTS packet arrives successfully at the receiver, the receiver broadcasts a CTS

control packet that contains the channel time required for the new packet. By replying

with the CTS signal, the receiver can inform to the sender that the receiver successfully

received the RTS signal. At the same time, the receiver announces to the neighboring
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stations including hidden nodes specifying the period of transmission time. The neighbor

nodes that receive the CTS control signal from the receiver defer their transmission to avoid

the collisions.

However, this RTS/CTS mechanism introduces a lot of overheads in transmission time,

because every node should exchange the control signals for every data frame. Hence,

RTS/CTS mechanism should be recommended for large data frames. Using it for small

data frames may result in the significant overhead causing inefficient capacity utilization

and higher delays. Generally, channel conditions are not known for users whether hidden

terminals exist or not. Therefore, users are forced to decide between either always on or

always off in using RTS/CTS, unless some other intelligent algorithm dynamically controls

it with estimated or measured channel information, which would also require additional

system resources for the estimation or measurement.

Generally, the RTS/CTS mechanism is not suitable for the general ad-hoc networks

[6] not only because of that the overheads generated by the RTS/CTS signals degrade the

network throughput, but also because of that the RTS/CTS signal exchange also lead some

problems as followings:

1. The gagged-station problem [7]: One station wants to receive a packet from other

node, when stations are not interfered by any ongoing transmissions. However, the

station already received the CTS signals from the receiver, it cannot reply back with

CTS signal. For example, there is an ongoing transmission from Node A to Node

B as depicted in Figure 5. Node D wants to initiate a transmission to Node C by

transmitting RTS signals to Node C, when the transmission between Node D and

Node C does not interfere the current transmission from Node A to Node B. Although

Node C receives the RTS signal from Node D, it cannot reply back with a CTS signal,

because Node C heard the CTS signal from Node B. Hence, the RTS/CTS exchange

prevents concurrent transmission, and thus, decreases the entire network efficiency.
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Figure 5: The gagged-station problem.

2. The masked-station problem [8]: Even though the RTS/CTS protocol is designed to

solve the hidden-node problem, there still can be collisions of data packets caused

by hidden nodes. The reason is that the CTS signal cannot be heard by all neighbor

nodes. For example [7], Node D initiates a transmission to Node E in Figure 6.

RTS/CTS exchange is finished successfully, and a transmission is ongoing between

Node D and Node E. During this transmission, Node A initiates a transmission to

Node B by transmitting RTS signal to Node B. When Node B replies back with CTS

signal to Node A, Node A can hear it, but Node C cannot hear it because of the

ongoing transmission between Node D and Node E. Then, Node C is not blocked by

the CTS signal form node B. As soon as Node D completes the transmission, two

collision events can be occurred. First, Node C initiates a transmission either Node

B or Node D, and the RTS packet from Node C destroys the transmission between

Node A and Node B. Second, Node D sends a RTS signal to Node C, and Node C

replies back with a CTS signal. This CTS signal destroys the transmission between

Node A and Node B. In addition, Node B also cannot hear the CTS signal, and thus,

Node B becomes masked (not blocked).

Figure 6: The masked-station problem.
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3. The unsuccessful RTS frame transmission : Since every node exchange the RTS/CTS

signals after its back-off counter expires, there can be collision between nodes in

dense traffic conditions like general packet transmission. In addition, the RTS frame

can be corrupted by random-bit errors in noisy wireless environments. In these cases,

the RTS signals should be retransmitted, which wastes channel resources. Moreover,

when receiver replies back with CTS signal, there could be concurrent RTS frame

transmission from other nodes.

Because of these inefficiencies and problems, many researchers proposed other schemes

to avoid hidden-node problems, but most of these mechanisms need protocol modifications.

The related works on the hidden-node problem will be discussed in the following subsec-

tion.

2.3 Related Works
2.3.1 Packet Fragmentation over Random-bit errors (BERs)

The high layer network protocols, for example IP, support the fragmentation method. How-

ever, in the network-layer fragmentation, reassembly is performed in the final destination.

Hence, if any fragments are lost, the entire packet should be retransmitted [5]. A link-layer

fragmentation can be used to boost speed over in a single hop, which means only unsuccess-

ful fragment is retransmitted. The IEEE 802.11 MAC standard supports packet fragmen-

tation in the link layer to avoid the unsuccessful transmissions because of the random-bit

errors by burst interference as depicted in Figure 7.

Figure 7: Packet fragmentation.
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When a back-off counter is expired, a sender sends the first fragmented packet. The

receiver replies back with corresponding ACK after a SIFS interval. To indicate that the

next consecutive fragmented packet remains, the frame control field (More Fragments Bits)

is set to 1. By doing this, current fragmented packet sets the network-allocation vector

(NAV) to lock the medium for the next frames. For the final fragmented frame, a station

sets the More-Fragment Bit to 0. There is no limitation for the number of fragmentation

frames, but the each fragmented packet length should be longer than the minimum length

(256 bytes in the IEEE 802.11b).

If senders break a single packet into smaller fragments, each fragment would have a

better chance of escaping the burst packet errors. Therefore, packet fragmentation is one

of the most efficient ways to improve the performance without modifying 802.11 MAC

protocol.

However, many fragmented packets introduce additional overheads (additional SIFS

intervals and ACKs) in transmission time. Moreover, the 802.11 standard leaves the option

for selecting optimal fragment lengths to users. Therefore, many research efforts have been

made to suggest these optimal packet sizes in [9], [10], [11] and [12] under different chan-

nel conditions during last decade. In [9], the authors investigated the optimal packet size

with simulations under different BERs, but the authors did not include the packet fragmen-

tation technique. In [10], authors do not provide comprehensive analysis of the network

throughput. In [12], a dynamic optimal fragmentation with rate adaptation is proposed.

Through the experiments, authors showed that a performance enhancement could be ob-

tained using fragmentation. However, poor channel conditions generally causes not only

severe interferences, but also a hidden-node problem, which eventually incurs the perfor-

mance degradation. Therefore, the detailed behavior of fragmented packets in the existence

of hidden nodes needs to be investigated.
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2.3.2 Hidden-node Collision

The hidden-node problem is well-known to the wireless networks, since it causes a serious

performance degradation. Hence, it has brought attentions to many researchers to inves-

tigate the effect of hidden node on the network performance. In [13], the authors derived

a mathematical analysis based on queuing theory, and the effect of hidden nodes under

saturation condition is investigated in [14] and non-saturation conditions in [?]. The per-

formance of the network with hidden nodes is evaluated with the experiments in [8]. These

works mostly focused the performance analysis in the network.

Even though RTS/CTS exchange by the IEEE standard can remove the hidden-node

problem, many researchers have provided various algorithms to avoid the inefficiencies of

the additional overheads caused by the RTS/CTS exchanges, which results in significant

performance degradation as discussed in the previous subsection. Moreover, this RTS/CTS

exchange could not prevent all the collisions ([6] and [15]), because the control signal can

be lost or cannot be decoded correctly [8].

Many researchers suggested solutions for eliminating or reducing the hidden-node colli-

sions instead of the RTS/CTS mechanism. One of the approaches is based on the busy-tone

mechanism that was introduced in [16]. The main idea is that a station that is receiving

an ongoing transmission sends a busy tone to its neighbors (on a narrow-band radio chan-

nel) for preventing them from transmitting during channel use [17]. As extension works,

many mechanisms based on the busy-tone mechanism are suggested in [18], [19], and [20].

Nevertheless, these mechanisms need an additional radio channel, and thus, lead to com-

plexity problems and cost problems. The other mechanism [21] and [22] is carrier-sense

tuning mechanism in that is extend the detection range of transmission to defer the hidden-

node transmission by setting high receiver sensitivity. Some algorithms ([17] and [23])

use different concepts for the solution. The authors in [17] proposed H-NAMe that splits

each cluster of a WSN into disjoint groups of non-hidden nodes based on the grouping

strategy. Although the strategy is efficient and easy to implement, this approach is only
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targeting the wireless sensor network without mobility. Most of these researches not only

require protocol modification, but also provide little efforts to the verification of proposed

models through real-world experiments. Moreover, all above works mainly focus on the

hidden node problem, whereas the interference, pathloss, and multipath fading exist as well

in general wireless environment. Therefore, we will introduce our technique to solve the

hidden-node problem as well as random-bit errors in the next chapter.
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CHAPTER 3

PACKET FRAGMENTATION WITH HIDDEN NODES

The main goal of this chapter is to present the optimal packet-fragmentation technique in

noisy mobile ad-hoc networks. As introduced in the previous chapter, the hidden-node

problem and the random-bit errors (BERs) are serious problems in the network perfor-

mance. Many research works has conducted on these problems, however, they treat them

individually. Generally, users experience the hidden-node collisions as well as packet drops

cause by random bit-errors at the same time. Moreover, the existing solutions require pro-

tocol modification, which causes deployment issues in real devices. Although packet frag-

mentation effect over random-bit errors has been investigated by many researchers, this

research suggests that the packet fragmentation could have effects not only on the random-

bit errors, but also on the hidden-node collisions. This chapter demonstrates a feasible

methodology to enhance network throughput in the existence of hidden nodes by using

optimal fragments without protocol modifications. The rest of the chapter is organized as

follows: In the next section, we introduce the problem and basic idea of the solution. Our

system analysis based on the Markov-chain model will be introduced, and the throughput

equation will be derived in Section 3.2. We will validate the analytic results with simula-

tion results in Section 3.3, and we will introduce the experimental result in Section 3.4. In

the last section, the contributions and challenging problems will be discussed.

3.1 Fragmentation over Hidden-node collision

The optimal packet-fragmentation mechanism focuses on the hostile wireless environ-

ments, where the hidden-node collisions occur frequently and the severe interference ex-

ists as well. Under these environments, the general transmission procedures without both

RTS/CTS handshake and fragmentation in the IEEE 802.11 DCF are depicted in Figure

8. When a received packet contains many random-bit errors caused by burst interference,

the receiver cannot decode the data correctly. Hence, numerous retransmission procedures
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dominate the most of transmission time. Moreover, during the transmission time, a re-

ceiver also has vulnerable periods for errors because of hidden-node collisions. In [4],

the author mentioned these vulnerable periods for hidden-node collisions with and without

RTS/CTS exchanges, and specified the vulnerable periods in terms of back-off slots. If the

back-off counter of a hidden node expires during the transmission time of sender, it starts

its transmission, since the hidden node cannot sense the packet transmission between the

sender and destination. Then, the sender keeps retransmitting the packet up to its maximum

retry limit, as a result of the unsuccessful transmissions. Eventually, these retransmissions

occupy the entire network bandwidth.

Figure 8: General transmission procedure in noisy wireless channel.

The RTS/CTS exchange mechanism to remove the hidden-node problems is shown in

Figure 9. By exchanging RTS/CTS control packets, nodes can avoid collisions caused

by hidden nodes, but still they suffer many unsuccessful transmissions resulting from the

random-bit errors. Therefore, compared to Figure 8, more overheads for RTS/CTS ex-

changes are generated (the retransmission of RTS/CTS control signals resulting from random-

bit errors), while all the packets are still not delivered successfully to the destination. As

mentioned earlier, this RTS/CTS exchange also does not guarantee absolute avoidance of

hidden-node collisions.
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Figure 9: RTS/CTS mechanism in noisy wireless channel.

The packet fragmentation effects on both hidden-node collisions and random-bit errors

are illustrated in Figure 10. Because of breaking the long packet into several packets in

a high BER channels, the receiver would have a lower packet-error rate (PER). In addi-

tion, it would have short vulnerable periods against hidden-node collisions in Figure 10.

Therefore, the key idea lies on that an appropriate packet size could decrease both PER and

hidden-node collision probability simultaneously by adding small additional overheads for

the packet fragmentation.

Figure 10: Packet fragmentation in noisy wireless channel.

3.2 System Analysis
3.2.1 Assumption

The IEEE 802.11 medium access control (MAC) analysis [24] is based on the Markov-

chain model that is suggested by Bianchi [4], because this model can derive the accurate

network throughput equation. However, this model does not include the effect of random-

bit errors and hidden nodes. Hence, the probability of hidden-node collision and the unsuc-

cessful transmission probability by BERs are incorporated in our model. The assumptions
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are as follows: There are several numbers of contending nodes (Cni), and hidden nodes

(Hni) in perspective of a sender i (T xi). Their corresponding numbers are βi and γi in

perspective of a sender i (T xi), respectively. Hence, every sender i (T xi) has the different

number of contending (βi), and number of hidden nodes (γi) regarding on its corresponding

destination (Rxi), and the total number of senders is N. Therefore, the set of senders can be

expressed as {T x1,T x2,T x3 . . . T xN}. The set of contending nodes for sender i (T xi) can

be represented as a set of βi={Cn1,Cn2,Cn3 . . . Cnβi}, and a set of hidden nodes for sender

i (T xi) can be expressed as a set of γi={Hn1,Hn2,Hn3 . . . Hnγi}, respectively. The sender

i (T xi) could be the hidden node of some senders, the contending node of other senders,

since they are competing for the medium access in the network.

3.2.2 Suggested Markov-chain Model

In the Bianchi’s Markov-chain model [4], the author defines the probability p as a proba-

bility that a transmitted packet collides, and thus, increases current window size to double.

This collision occurs when the back-off counters in different contending nodes expire at

the same time. However, random-bit error and collisions by hidden nodes can also increase

sender’s contention-window size even though the sender does not know the exact reasons

for transmission failure. This is because of that the IEEE 802.11 MAC is designed for re-

lieving the contention procedures in dense traffic conditions. Thus, if the sender does not

receive the corresponding ACK from receiver, the sender assumes that the transmission is

failed by the collisions among the contending nodes. To incorporate these two effects, a

new modified Markov-chain model is proposed based on the model with maximum retrans-

mission limits [2] as depicted in Figure 11. The {s(t), b(t)} in Figure 11 represents the state

of the station, and the stochastic process representing the back-off window size for a given

station at slot time t, respectively [4].
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Figure 11: Modified Markov-chain model.

The probability that senders increase the current contention-window size as double can

be categorized in three reasons. First reason is the collision by contending nodes, which is

the same as in [4]. Second, the collision caused by the hidden nodes. Lastly, the unsuccess-

ful transmission caused by random-bit errors. Therefore, the packet-collision probability

on the state s(t) of the station p in [2] is substituted for Ptotal in Figure 11 after incorporat-

ing these three probabilities. We also assume that sender i (T xi) can transmit a packet with

their transmission probability τi, where i is from 1 to N. Therefore, the collision probability

by contending nodes for sender i (PCCNi) can be represented as

PCCNi = 1 −
∏
P∈βi

(1 − τP), (1)

while βi is all sets of contending nodes for sender i, and (1 − τP) means the probability

that Node P does not send a packet in a given slot time. Even though contending nodes

do not send a packet during the transmission time of a sender, there is an another possibil-

ity that a collision occurs, when hidden nodes send packets during the transmission time.

Because the contending nodes in the same group freeze their back-off counters during the
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transmission time of a sender, whereas the hidden-node group still continues countdown

their back-off counters. In our analysis, the packet transmission time (t f k) means the time

period when the sender sends the k− th fragmented packet. Let the MPDU (MAC Protocol

Data Unit) size in Figure 12 be L bits and the fragment size be F bits, respectively. Then,

the number of fragmented packet (K) of the original MPDU can be expressed as

K =

⌈ L
F

⌉
. (2)

Figure 12: Protocol data unit in the IEEE 802.11b.

To avoid the hidden-node collisions, the hidden nodes should not send a packet during

the time (t f k) where the t f k is the time that the sender sends k − th fragmented packet

successfully. Then, the time t f k can be represented as

t f k = 2(TPLCP + σ) +
Hmac + F
Data rate

+
Ack Frame
Ack Rate

+ (2k − 1)S IFS , (3)

where TPLCP is transmission time of PLCP preambles and headers, Hmac is MAC header,

and σ is propagation time. To get the probability that the hidden nodes do not send a packet

during the ongoing transmission time, where K is the number of fragmented packets, time

(t f k) need to be represented as the number of back-off slots (αk) in Figure 13. Therefore, αk

can be expressed as

αk =

⌈ t f k

slot time

⌉
, (4)

where αk is an integer. Note that the transmission probability of contending nodes ( τCni)

is different from the transmission probability of hidden nodes ( τHni), since the number of
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transmission failure is different due to their different number of nodes. The probability that

the hidden node (Hni ) do not send packets during the sender’s transmission is (1 − τHni)
αk .

If more fragmented packets are used, the number of back-off slots for the hidden collision

αk becomes bigger, and thus, this probability (1 − τHni)
αk approaches close to zero. Hence,

each individual fragmented packet’s collision probability against hidden nodes could be

reduced by using small fragmented size (Figure 13).

Figure 13: Vulnerable periods by number of back-off slots.

Lastly, even though the senders do not suffer collisions resulting from either contending

nodes or hidden nodes, unsuccessful transmission still could be occurred in the bad BER

channels because of the interference and noise. The probability that each fragmented packet

does not have packet errors is (1 − BER)F , (note that F is the length of a fragment) and

the probability that the entire fragmented packets do not have any packet errors can be

expressed as (1 − BER)kF . Consequently, by incorporating all these three parameters, the

probability of unsuccessful transmission for sender i ( Ptotali) can be represented as

Ptotali = 1 −
∏
P∈βi

(1 − τP)
∏
P∈γi

(1 − τP)αk(1 − BER)kF . (5)

Considering Markov-chain regularity, we can get the simplified equation for b0,0 in [2]

as
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b0,0 =


2(1−2P)(1−P)

W(1−(2P)m+1)(1−P)+(1−2P)(1−Pm+1) m ≤ m
′

2(1−2P)(1−P)
W(1−(2P)m+1)(1−P)+(1−2P)(1−Pm+1)+W2m′ Pm′+1(1−2P)(1−Pm−m′ )

m > m
′

, (6)

where m is maximum retry count limit, and m
′

is 5. And we adopted the equation of τ in [2]

that can be represented as

τ =

m∑
i=0

bi,0 =
1 − Pm+1

1 − P
b0,0. (7)

With the Equation 5, 6, and 7, we can get the value of τi and Ptotal i for all senders ( from 1

to N) using numerical analysis.

3.2.3 Throughput Analysis

To derive the throughput equation for individual node, the probability that at least one

node transmits a packet in a given back-off slot time is needed. Let Ptr be the probability

that transmission occurs among contending nodes in a given slot time. The probability that

Sender i does not transmit a packet in a given slot time is (1 − τi). Hence, the Ptr after

considering all N nodes can be written as

Ptr = 1 −
N∏

i=1

(1 − τi). (8)

Denote Psk be the probability that k−th fragmented packet is successfully transmitted given

the probability Ptr, then, we get followings:

Psk =

N∑
i=1

τi
∏

P∈βi(1 − τP)
∏

P∈γi(1 − τP)αk(1 − BER)kF

Ptr
, (9)

where βi is a contending node set, γi is the hidden node set in perspective of Sender i. If

fragmented packet transmission failed, the sender does not transmit the next fragmented

packet by the standard. Thus, another probability is needed, which is the probability that

k − th fragmented packet is successfully transmitted, and the next (k + 1) − th fragmented
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packet is failed. There can be two reasons that (k + 1) − th fragmented packet is failed

except for the first transmission time slot. The first reason is due to the collisions by hidden

nodes, and the second reason is owing to the random-packet errors. Then, the probability

that k − th fragmented packet is successfully transmitted is

Ps(k+1) =

N∑
i=1

τi

∏
P∈βi

(1 − τP)
∏
P∈γi

(1 − τP)αk(1 − BER)kF . (10)

Hence, the probability that (k + 1)− th fragmented packet is unsuccessful (Pus(k+1)) can be

written as

Pus(k+1) = (1 −
∏
P∈γi

(1 − τP)(αk+1−αk)(1 − BER)F). (11)

By incorporating Equation 9 and Equation 11, the probability (P
′

sk) that k− th fragmented

packet is successfully transmitted and (k + 1) − th fragmented packet is failed, can be

represented as Equation 12.

P
′

sk = PskPus(k+1). (12)

Note that P
′

S 1 means a probability of the first fragmented packet transmission is suc-

cessful, and the second fragmented packet transmission is unsuccessful. In addition, P
′

S 0

represents the probability that no packet is delivered successfully. We denote Ts as the av-

erage time that the channel is busy during successful transmission, Tc as the average time

that the channel is busy with unsuccessful transmission after the ACK timeout. Tsk is the

average time that the channel is busy with successful transmission during the successful

transmission of k − th fragmented packet and the failure of (k + 1) − th fragmented packet.

In addition, we define Tsc is the additional detection time when next fragmented packet is

unsuccessful, and Tck is the detection time when k − th fragmented packet is unsuccessful.

Then, we can express as

Tsc = 2(TPLCP + S IFS + σ) +
Hmac + F
Data rate

+
Ack

Ack Rate

Tsk = DIFS + t f k

Tck = Tsk − 2σ, (13)

26



where TPLCP is the transmission time of PLCP preambles and headers, Hmac is MAC header,

and σ is propagation time.

If the current fragmented packet is failed, MAC releases the channel and increases

contention-window size to repeat the contending procedure. Thus, in each case, achieved

throughput values are different. Let’s define the throughput S j, when the j− th fragmented

packet is transmitted successfully, and a ( j + 1) − th fragmented packet is failed. Using the

same definition of normalized throughput in [4], we have

S j =
E[Payload In f ormation]

E[Length o f T ime]
=

PtrPs jE[L]

(1 − Ptr)σ + PtrPs j(Ts j + Tc) +
∑ j−1

i=0
PtrP

′

S iTc(i+1)
�

(14)

Therefore, the total average throughput (S ) can be represented as

S =
∑k

j=1

P
′

S j∑k

j=1
P′S j

S j
�

(15)

Since the throughput equation (S ) varies upon the different number of fragments (K), and

different size of fragments (F), the optimal fragmentation size (FOPT ) can be founded where

S reaches the maximum value. Eventually, the maximum throughput can be achievable

based on the number of contending nodes, the number of hidden nodes, and random-bit

errors without protocol modifications.

3.3 System Evaluation
3.3.1 Simulation Set Up

OPNET simulator [25] is used to validate our system model. All the parameters used in

the analytical model and the OPNET simulation are summarized in Table 1. In the pipeline

process model of the OPNET simulator [25], when nodes receive other packets while cur-

rent packet is arriving, they immediately calculate the effective signal to noise ratio (SNR)

of both previous packet and current arriving packet. Then, if the SNR value is lower than

the packet-reception threshold, nodes discard the packets. In the simulation scenarios of
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this research, the hidden-node group and contending-node group are located at the same

distance from a receiver in the opposite direction. Therefore, whenever the collisions occur

by hidden nodes, nodes discard both the previous packet being received and the current

arriving packet at the same time like the actual collision effect in the wireless network. The

total number of nodes is 10, the random-bit error rates varies from 10−5 to 1.5×10−4, the

data rate is 11 Mbps that uses CCK (complementary code keying), and the propagation

delay is 1 µs.

Table 1: Simulation parameters.

Data frame retry limit 5 Modulation CCK

Control frame retry limit 7 Propagation Delay 1 µs

Number of CN 10 to 6 Slot Time 20 µs

Number of HN 0 to 4 MAC header + FCS 28 Bytes

BER 10−5 to 1.5x 10−4 PHY header 24 Bytes

IP header + UDP Header 28 Bytes Packet Payload 1500 Bytes

Data Rate 11 Mbps ACK Size 14 Bytes

ACK Rate 1 Mbps CWINmin 31

DIFS 50 µs CWINmax 1023

SIFS 10 µs Simulation Time 180 seconds

3.3.2 Simulation Results

To separate the effect of fragmentation technique on BERs from effect on hidden-node

collisions, analysis of fragmentation under different BERs must be validated separately

in this simulation, even though many previous works with fragmentation are done such

as in [12]. Hence, in the first scenario, one receiver is located with 10 senders at the

same distance from the receiver. Therefore, the receiver maintains the same BER for all

the packets coming from the senders in the first simulation. Each 10 contending node

generates a 1500-byte packet to the receiver every 0.0001 seconds to saturate the 11 Mbps

28



channel. The fragmentation-packet size is changed with different BERs, e.g., 10−5, 2.2

×10−5, 10−4, and 1.5 ×10−4. The throughput result of the receiver for fragmented-packet

size is shown in Figure 14. The throughput, when BER is 10−5 that generally represents

the normal channel condition, is decreasing when fragment packet sizes become small

because of the fragmentation overheads (additional SIFS intervals and ACKs). However,

under the bad channel conditions such as 10−4 and 1.5 ×10−4, the throughput starts to

improve. Moreover, each optimal fragmented packet size changes, which are 750 bytes

(two 750-byte fragments) when BER is 10−4, and 500 bytes (three 500-byte fragments)

when BER is 1.5 ×10−4. Although the packet-error rate (PER) becomes smaller as the

fragmented packets are smaller, the fragmentation overheads sacrifice this benefit. Hence,

small fragments do not always guarantee high network throughput.

Figure 14: The simulation results of conventional fragmentation effects on BER.

In the second scenario, to compare the effects of hidden terminals equally, the num-

ber of hidden nodes changes from 0 to 4, while the number of contending nodes varies

from 10 to 6. Therefore, the total number of nodes remains same as 10, excluding the

receiver. The BERs in the second scenario are 10−4 and 10−5, which generally represent
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bad channel condition and normal channel condition, respectively. We compare the result

using optimal packet fragmentation with the result using RTS/CTS exchange mechanism,

because other mechanisms require the protocol modification, which is hard to implement

in the OPNET simulator. The performance results with respect to hidden-node collisions

are presented in Figure 15, 16, and 17. In Figure 15, when just one hidden node is added

to the network, the throughput can be increased by 16% with 750-byte fragment size com-

pared to the RTS/CTS exchanges under 10−5 BER. When the BER becomes worse to the

10−4, the throughput with 500-byte fragment size is better performed by 27% rather than

RTS/CTS exchanges. As the number of hidden nodes increased up to 3, and thus, frequent

hidden-node collisions occur, the throughput with fragmentation is still better by 25% more

than RTS/CTS exchanges as shown in Figure 17. This result indicates that the optimal

fragmentation can significantly reduce the retransmissions by both random-bit errors and

hidden-node collisions, even though it cannot perfectly escape the hidden-node collisions.

The optimal fragmented packet size also varies to compensate the collisions from the hid-

den nodes, e.g., 750 bytes when HN is 1, and 500 bytes when HN is 3 under 10−5 BER.

Although the total hidden-node collision back-off slot time (αk) is increased because of the

fragmentation overhead (Figure 13), each back-off slot of fragmented hidden node such

as α1 is reduced by the fact that smaller fragments give more chances to escape from the

collisions caused by fragments of the hidden nodes. Especially, when the number of hidden

node is three and the number of contending node is seven under 10−4 BER (Figure 17), the

throughput continues to increase until the fragment is 375 bytes. However, for the smaller

fragments below the optimal fragment, the overhead of fragmentation sacrifices the benefit

of using smaller fragments, which eventually reduces the network throughput.
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Figure 15: The simulation results when 9 contending nodes and 1 hidden node.

Figure 16: The simulation results when 8 contending nodes and 2 hidden nodes.
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Figure 17: The simulation results when 7 contending nodes and 3 hidden nodes.

The comparison between the throughput with optimal fragmentation and RTS/CTS ex-

changes under various parameters is summarized in Figure 18. The optimal fragmentation

is generally better performed than RTS/CTS exchange in our simulations which are very

similar to real MANETs environments. Nevertheless, if the number of hidden node is dom-

inant factor in the network, the RTS/CTS exchange may be more desirable. However, the

condition that there are more than four hidden nodes in the network is rarely happened.

Nevertheless, RTS/CTS exchange has no effect to the random-bit errors when the interfer-

ence is severe. In addition, the control signals (RTS/CTS signals) also can be lost when

the channel is noisy (high BER). The limitation of this research lies on how senders know

if hidden nodes exist in our networks. However, fragmentation method proposed in this

research can be easily merged into the intelligent algorithm described in [12].
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Figure 18: Overall comparison of throughput with RTS/CTS.

3.4 Experimental Evaluation

Although the optimal fragmentation is evaluated in various simulation environments, the

deployment issue should be considered in the real out-door environment that is dynamic

and challenging. While most of efforts to solve a hidden-node problem have been focused

on the theoretical analysis, very little efforts were given to the verification of proposed mod-

els through real-world experiments. Therefore, the experimental result will be analyzed in

this subsection.

3.4.1 Experimental Set up

General parameters in our experiments are listed in Table 2. The payload size is 1500 byte,

data type is UDP (User Datagram Protocol), and 11 Mbps data rate is used. To validate

our analysis, six Orinoco Proxim Gold LAN cards [26], and external antennas are used for

802.11b ad-hoc mode and six laptops (Lenova R400) are used for mobile stations (Figure

20). Ubuntu version 6.1 and mad WiFi driver for configuring parameters (Table 2) to
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achieve system stability are installed in each station. The outdoor environments depicted

in Figure 19 have 8 meters by 20 meters area surrounded by several buildings. Therefore,

we believe that several interferences and multi-path fading exist as well. The SINR values

and throughput values (sample per every 10 ms) are displayed in the station monitor. The

throughput result and the corresponding SINR values are averaged using more than 1000

samples in our results.

Table 2: Experiment parameters
Experiment Area 8m x 20m
Tx Power 1 dBm ~5 dBm
Channels Channel 3(2.422GHz)

Channel 8(2.447GHz)
Average Noise Level -95 dBm
Data Rate 11 Mbps
Data Type UDP
SNR Range 10 dB to 16 dB
Modulation CCK (complementary code keying)
Packet Payload 1500 Bytes

Figure 19: Experimental Area (Klaus Bd., Georgia Tech, GA 30332).
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Figure 20: Experiment devices (Lenova R400, Orinoco Proxim Gold LAN cards, and ex-

ternal antennas).

Figure 21 illustrates Scenario one to compare our suggested fragmentation with RTS/CTS

exchanges in real time. To compare the average throughput of each technique precisely, two

senders, two receivers, and two hidden nodes are located in the same geographical loca-

tions (see Figure 21). The fragmentation group uses the Channel 3 and the RTS/CTS group

use Channel 8, so that each group does not interfere to each other. During the experiments,

we figured it out that among the adjacent channels such as Channel 3, and Channel 4, each

station in different channel can actually communicate and sense to each other, hence, ex-

act comparison could be impossible. This is because of the hardware characteristic, even

though they are not in the same channel, they automatically change their channels so that

they can communicate to each other.

Figure 22 depicts Scenario two, when 2 groups exist and they are competing to each

other. In each group, there are two nodes competing for the medium access, at the same

time, they are hidden to each other. While Scenario one gives us the impact of hidden-

node collision, Scenario two provides more realistic results than Scenario one, because the

hidden nodes have generally contending nodes in the neighbors.
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Figure 21: Scenario One configuration.

Figure 22: Scenario Two configuration.

On the other hand, since the noise level and the received signal strength in the receiver

(these are known parameters from the wireless LAN cards) keep slightly changing with the

same geographical locations during our experiments, the throughput and SNR values at the

receivers are recorded every 10 ms. Moreover, because the channel conditions vary under

different weather conditions, the same experiments are performed with same parameters in

the morning and at night to obtain the average of six results in total.

To characterize our wireless environments for the experiments, the average SNR (Signal

to Noise Ratio) value is measured in every 0.5 meter by transmitting 32-byte ping packets

for 300 seconds with 1-dBm transmission power as shown in Figure 23. In addition, during

the experiments, transmission powers are required to be regulated to generate target SNR

values and target number of hidden nodes. If the SNR value in the receiver falls below
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average of 5 dB, receivers could not receive any packets from the sender due to low SNR

values, even though they can decode packets theoretically. Between 5 dB and 10 dB SNR

values, numerous packets are dropped, hence, the communication is unstable for the ex-

perimental measurements. Therefore, the SNR ranges are targeted from 10 dB to 15 dB in

order to get accurate throughput results.

Figure 23: Average SNR values by distances in one-hop transmission.

For investigating the fading characteristics in wireless channels, we also measured av-

erage throughput with respect to the average SNR values. Using an OPNET simulator [25],

these values are used to find proper approximated Rician factor K. The average SNR values

and corresponding BERs are compared with theoretical IEEE 802.11b 11Mbps (data rate)

complementary code keying (CCK) Rician fading model curves [27]. As shown in Figure

24, the environments roughly follow the trend with minor deviations at K Factor 10, which

is a typical value for suburban areas.
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Figure 24: Rician channel fading curves and experimental BERs.

3.4.2 Experimental Results

The optimal fragmentation sizes and the corresponding SNR ranges in our experiments

are suggested in Table 3 based on our theoretical analysis [24], channel information, and

the scenarios. Since the payload size is 1500 byte, 750-byte fragment size means two

fragmented packets, 500-byte fragment size means three fragmented packets. However,

because the minimum fragmentation size by the IEEE standard is 256 bytes, we used 256

bytes rather than 250 bytes in our experiments. Although the number of hidden node is

precalculated in advance, we used the channel estimation algorithm (see [12]) that gives

accurate SNR-estimation values, and thus, each station automatically changes the optimal

fragmentation size based on the Table 3 in real time.
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Table 3: Suggested fragmentation size.

Scenario SNR [dB] Fragmentation Size [Bytes]

1 14.7 dB ≤SNR 750

1 13.3 dB ≤ SNR < 14.7 dB 500

1 12.4 dB ≤ SNR < 13.3 dB 375

1 11.7 dB ≤ SNR < 12.4 dB 300

1 SNR < 11.7 dB 256

2 15.2 dB ≤ SNR 750

2 14.1 dB ≤ SNR < 15.2 dB 500

2 13.2 dB ≤ SNR < 14.1 dB 375

2 12.4 dB ≤ SNR < 13.2 dB 300

2 SNR < 12.4 dB 256

In the first scenario, the distances from the senders to the receiver are regulated depend-

ing on the target SNR values. This SNR range is from 10 dB to 15 dB, and their corre-

sponding bit-error rates are from 5× 10−2 to 2× 10−5 (Figure 24). The average throughput

values of the first scenario are shown in Figure 25 for the proposed optimal fragments and

the RTS/CTS mechanism. When the packet-error rate (PER) is not high , and thus, it is not

the major reason for the transmission failures (i.e., average SNR is 15.3 dB), the hidden-

node collision is a dominant factor in the network throughput. In this particular channel

with 15.3 dB SNR, the proposed optimal fragments improve throughput by 68% more than

the RTS/CTS exchange. This result indicates that exchanging RTS/CTS signals sacrifices

more bandwidth than transmitting two 750-byte fragments. Consequently, by choosing

optimal fragments, the network throughput can be significantly increased by reducing the

hidden node collision probabilities and overheads of RTS/CTS control signal exchanges.

When the channel condition is poor (i.e., average SNR is 10.4 dB) in Figure 25, the
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throughput of fragmentation is 180% more than the throughput of RTS/CTS. In this case,

the transmission failures occur frequently by both high BER and collisions because of hid-

den nodes. Therefore, the saturated contention-window size eventually becomes large by

the unsuccessful transmissions. Thus, the probability of hidden-node transmission during

the vulnerable periods becomes small. These small transmission probabilities of hidden

nodes also make the hidden-node collision probabilities to be small because of inflated

contention windows at hidden nodes. Eventually, the transmission failures by random-bit

errors dominate the entire transmission. While fragmentation effectively escapes from the

collisions imposed by high BERs, the RTS/CTS has no effects over the BERs. Therefore,

using fragmentation technique is more desirable than using RTS/CTS exchange in this case.

Figure 25: Average experimental-throughput comparison in Scenario one.

The average throughput values are shown in Figure 26, when two groups are hidden to

each other, and each group has one contending nodes except for the sender (Scenario two).

Each group starts transmissions to the receiver located between two groups. The results for
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fragmentation are compared with RTS/CTS.

Figure 26: Average experimental-throughput comparison in Scenario two.

When the average SNR is 15.4 dB, the average throughput values are lower than the

Scenario one, as a result of the competitions among the contending nodes (see Figure 22).

However, the throughput of optimal fragmentation is still 45% better than the throughput

of RTS/CTS exchanges. In the perspective of sender in Group one, it has two hidden nodes

that competes to each other. After competing to the channel, only one hidden node starts

to transmission during the transmission time of sender. Therefore, the hidden-node colli-

sion probability is higher than the Scenario one. RTS/CTS exchanges can remove those

hidden-node collisions, nevertheless, optimal fragmentation also reduce the hidden-node

collision probability as well. Therefore, our experimental results imply that fragmenta-

tion is more efficient for hidden-node problems than RTS/CTS exchange in this scenario.

When the average SNR becomes 10.2 dB, our optimal fragmentation has positive effects

on both packet errors and hidden-node collisions with smaller overheads than RTS/CTS
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exchange. After all, the entire network throughput is better than RTS/CTS exchanges by

150%. Since the contention-window size also becomes larger than 15 dB channels, the

hidden-node collision probability is also reduced in 10.2 dB SNR channel. Throughout

our experiments, we showed that an optimal fragmentation increase network throughput

without any deployment issues in noisy channel conditions.

3.5 Contribution and Limitation

Throughout our analysis, extensive simulations, and experiments in this chapter, we showed

that an optimal fragmentation could increase the network throughput in hostile channel con-

ditions, i.e., low SNR and collisions from hidden nodes. The RTS/CTS exchange is pow-

erful in reducing the collisions from the hidden nodes. Nevertheless, RTS/CTS exchange

has no effect in alleviating random-bit errors, when the mobile communication channels

are in poor conditions. As shown from the simulation and experiment results, the opti-

mal fragments are more effective than RTS/CTS exchange in dealing with both BERs and

collisions from the hidden terminals. Since the other works on the hidden-node problems

require the protocol modifications, we cannot compare the other works with our results

through experiments. Besides, we also observed that the control frames (RTS/CTS) are

frequently lost due to the noisy environments during the experiments, while the simulation

does not include this effect, thus, the improvement of the throughput in our experiment is

much higher than in the simulation results. Therefore, the algorithms using control frames

to solve the hidden-node problem is not efficient in the noisy channel.

One challenging problem in solving the hidden-node problem through our optimal frag-

mentation is that how we could know how many hidden terminals exist in the network and

SNR values to incorporate the analytical results. Since this research more focuses on the

accurate effects of both various BERs and different number of hidden nodes on the net-

work throughput through real experiments than the fully automated implementation of our

scheme, we calculate the optimal packet size in advance during the experiments. However,
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SNR values can be estimated accurately from [12], and the total number of nodes can be

obtained by observing different MAC addresses. To get the number of hidden nodes, each

sender could exchange the number of neighbor lists in the routing tables and could hear

the acknowledgment packets from the receiver to other hidden nodes that are out of carrier

sensing range of the sender. However, the detailed procedures for estimating the number

of hidden nodes remain as a future work. Fortunately, optimal fragment lengths are not

very sensitive to the number of hidden nodes and the exact SNR values in our analysis and

experiments (see Table 3), fragmentation method proposed in this research is more robust

than other research that requires the exact number of hidden nodes.

The contribution of this research is to investigate the impact of both hidden nodes and

random-bit errors (BERs) with respect to the fragment lengths through the analysis, sim-

ulation, and real-world experiments in noisy mobile ad-hoc networks (MANETs), while

the conventional research on the hidden-node problem has concentrated on the problem it-

self by suggesting alternative algorithms including evaluation of RTS/CTS handshaking in

ideal channel conditions (simulations). Unlike most of the existing fragmentation methods,

which mainly focused on the random-bit errors for the channel conditions, this study in-

corporates hidden terminals and fragment length as well as BERs. Throughout real-world

experiments under different weather condition, fading characteristic, and distances between

nodes, we found that the hostile environment (low SNR and collisions from hidden nodes)

deteriorates the network performance significantly. Moreover, as we observed in our ex-

periment and other researchers indicated, the control frame exchanges including RTS/CTS

signals not only waste channel resources, but also are frequently lost due to the high BERs

and collisions especially in noisy environments. As a result, optimal fragmentation could

enhance network throughput more than RTS/CTS exchange, when the channels suffer from

hidden nodes and random-bit errors simultaneously. Furthermore, this method can be used

in real-time by incorporating a dynamic intelligent optimization protocol for channel esti-

mation such as [12] that does not require IEEE 802.11 protocol modifications.
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This work will provide a valuable real-world research results for the research commu-

nities to solve the hidden-node problem especially in noisy MANETs. Consequently, the

novelty of this work lies on that the enhanced throughput can be achievable and imple-

mented in real devices without deployment issues to solve both the hidden-node problem

and random-bit errors simultaneously in noisy MANETs.

As an extension work, the optimal packet fragmentation need to be validated under

vehicular ad-hoc networks (VANETs) that is a subset of mobile ad-hoc network. Since the

protocol of VANETs (IEEE 802.11p) has some different characteristics from the general

IEEE 802.11 MAC protocol, the details of analysis and validation will be discussed in the

following chapter.
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CHAPTER 4

FRAGMENTATION IN VEHICULAR AD-HOC NETWORKS

This chapter introduces the overview of the vehicular ad-hoc networks (VANETs) as a sub-

set of mobile ad-hoc networks. As a standard for the vehicular ad-hoc networks, the IEEE

802.11p Standard was finalized in 2010. The IEEE 802.11p has some distinctive features

from the conventional mobile ad-hoc networks such as dedicated short range communica-

tions (DSRC) and wireless access in the vehicular environment (WAVE) protocol. There-

fore, our fragmentation technique should incorporate these effects on fragments size. In

the following section, we will focus on the characteristic of communication in MAC layer

with main features of VANETs. In the second section, we will formulate new equations

and evaluate the optimal packet-fragmentation technique in VANETs. We will validate the

simulation results compared to RTS/CTS handshaking mechanism in Section 4.3. In the

last section, we will discuss about the results and limitations.

4.1 Introduction of Vehicular ad-hoc Networks

The momentum of research interest on vehicular ad-hoc networks (VANETs) has been

accelerated, since the IEEE 802.11p Standard was finalized in 2010 to meet the demand

for high mobile and dynamic operating environments [28]. Due to its high-mobile char-

acteristic and dynamic operating environments, a reliable technology is required for the

vehicle-to-vehicle communication (V2V) and vehicle-to-infra-structure (V2I) communica-

tion. To support intelligent transportation systems (ITS) applications for inter-vehicle com-

munications such as safety-warning messages and traffic-information exchanges between

high-speed vehicles, the IEEE 802.11p protocol for VANETs is based on dedicated short

range communications (DSRC) at 5.9 GHz band. In DSRC, seven channels are allocated

with each 10 MHz bandwidth, which consist of one control channel (CCH), four service

channels (SCHs), and two other channels for high power and accident avoidance, as shown
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in Figure 27. The control channel (CCH) is designed for vehicle safety and control pur-

poses, which are critical applications in VANETs. Each vehicle keeps alternating between

a control channel (CCH) and one of the service channels (SCHs) during their CCH and

SCHs intervals to check the control and safety messages periodically [29].

Figure 27: Multi-channel illustration in VANETs.

Besides, wireless access in the vehicular environment (WAVE) protocol provides pri-

ority access-category service based on the message types, which is equivalent to the IEEE

802.11e enhanced distributed channel access (EDCA) quality of service extension (QoS).

In EDCA, four different access category (AC) is defined based the data type and prior-

ity. For example, AC3 has highest priority, while AC0 has no priority such as general

data as described in Table 4. The real-time messages and safety messages, which belong

to access category 3 (AC3), have shorter contention-window size and shorter inter-frame

spaces (IFSs) than general data (AC0). Therefore, they could access the channel faster

than general messages (Table 4). As summarized in Table 4, each access category has dif-

ferent maximum contention-window size. This limited maximum contention-window size

allows each station, which has higher priority data, to have priority over general packets,
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even though this station increases its contention-window size by the collisions based on

exponential back-off of the contention window.

Figure 28 gives an overview of EDCA architecture in VANETs. With four access cate-

gories that have different minimum and maximum contention-window sizes, each message

competes for the internal contention procedure [30]. More specifically, every node inserts

a data packet into one of four different queues depending on the data type (Figure 28)

corresponding to four access categories (AC). Then, each queue keeps counting down its

contention slots until it reaches zero, if the channel is idle. When contention slots expire in

each queue, each node starts to access the channel.

There could be a virtual collision between different access categories within a single

node. In this internal collision situation, the data that have lower access category must

defer their channel access, and increase their contention-window size as double, while the

data that have higher priority start its transmission, immediately.

AC Data Type CWmin CWmax AIFSN AIFSN (slot = 13µs)

0 Background 15 1023 9 117 µs

1 Best Effort 7 15 6 78 µs

2 Voice 3 7 3 39 µs

3 Video 3 7 2 26 µs

Table 4: Congestion-window size and AIFSN based on access category.

47



Figure 28: Internal-contention procedures in WAVE protocol

4.2 New Analysis of Packet Fragmentation

In our analysis in the previous chapter, the current contention-window size is critical to

determine the transmission probability (τ) in a certain slot time, because nodes keep count

down the current contention-window slot until it becomes zero, and start transmissions

when channel is idle. In VANETs, four different access categories (AC) in WAVE protocol

have different minimum and maximum contention-window sizes and arbitration inter frame

sequence number (AIFSN) based on access categories as described in Table 4. This differ-

ent contention-window size setting has a direct impact on the transmission probability in

the network. Therefore, the WAVE effect on the packet fragment size must be investigated

in our system analysis.

Our new fragmentation analysis will be based on the well-investigated work of EDCA

under saturation condition [31] so that we can incorporate the WAVE characteristics in

VANETs. Nevertheless, the authors in [31] did not consider random-bit error effect by

interferences, hidden-node collision, and packet fragmentation feature that is related to

the probability of that a node increase the current contention-window size as double up to

maximum contention-window size.
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4.2.1 Assumptions

We assume that every node has all four different access categories data to transmit with

same packet length. When all nodes generates different access categories data (random

traffic case), they experience the internal-contention procedure. If all nodes generate only

specific access category data (deterministic traffic case), they do not experience the internal

contention procedure. We will consider both cases. The other assumptions in this section

are similar as in Chapter 3: There are contending nodes (Cni), and hidden nodes (Hni), and

their corresponding numbers are βi and γi in perspective of a Sender i (T xi), respectively.

Therefore, every sender i (T xi) has the different number of contending (βi), and number of

hidden nodes (γi) regarding on its corresponding destination (Rxi), and the total number of

senders is N. The set of senders can be expressed as {T x1,T x2,T x3 . . . T xN}, the set of con-

tending nodes for Sender i (T xi) can be represented as a set of βi={Cn1,Cn2,Cn3 . . . Cnβi},

and a set of hidden nodes for Sender i (T xi) can be expressed as a set of γi={Hn1,Hn2,Hn3 . . .

Hnγi}. The Sender i (T xi) could be the hidden node of some senders, the contending node of

other senders, since they are competing for the medium access in the network. The number

of fragmented packet is K, and the number of back-off slots of K packets transmission time

is αk.

4.2.2 New Markov-chain Model

The IEEE 802.11e enhanced distributed channel access (EDCA) protocol has some differ-

ent features from distributed coordination function (DCF) in the medium access control

(MAC) layer: While the back-off counter range in DCF is from 0 to Wi − 1 , it is from 1 to

Wi in the IEEE 802.11e EDCA. In DCF, the probability that the back-off counter decrease

is one as depicted in Figure 11. However, the back-off counter in EDCA decrease with

probability one after the end of AIFS.

The highest priority is AC0 in [31], but in this analysis, AC3 is highest priority-access

category as same as the WAVE priority in VANETs. To avoid the confusion of notations

with [31], we used the same parameters, but we incorporate the random-bit errors and the
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hidden-node collisions. Let τ j denote the transmission probability of AC j where j=0,1,2,3.

PCtotal j is the probability that access category j increases the current contention-window

size as double up to its maximum contention-window size. PT j is the probability that the

back-off counter of access category j is decreased by one. M j is the maximum number of

that AC j can double the contention-window size, and M j+ f j is the frame retry limit where f

is the difference between M and frame retry limit. W0, j is the minimum contention-window

size of AC j. The internal (virtual) collision probability is PI j. Figure 29 shows our new

Markov-chain model incorporating random-bit errors, hidden-node collisions, and packet

fragmentation in VANETs. Since each access category has different maximum contention-

window size, M j, f j, PCtotal j varies depending upon the j in Figure 29.

Figure 29: New Markov-chain model for single access category based on EDCA.
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Note that the authors in [31] assumed that all nodes have four different access-categories

data, and each access-category data competes for the internal contention. Our analysis also

considered the case that each vehicle has one deterministic access-category data. Therefore,

the internal (virtual) collision probability (PI j) of the random traffic should be

PI0 = 1 − (1 − τ3)(1 − τ2)(1 − τ1)

PI1 = 1 − (1 − τ3)(1 − τ2)

PI2 = τ2

PI3 = 0

δ0 = τ0(1 − τ3)(1 − τ2)(1 − τ1)

δ1 = τ1(1 − τ3)(1 − τ2)

δ2 = τ2(1 − τ3)

δ3 = τ3 , (16)

where σtotal =
∑3

j=0
σ j, σ j denote the transmission probability of access category j (AC j)

for the single station, and τ j is transmission probability of AC j in the internal contention

in [31]. If each node has a deterministic access category, then, all the internal collision

probability become zero, which means PI0 = PI1 = PI2 = PI3 = 0 and δ j = τ j f or every j.

Let POtotal denotes the external collision probability by incorporating the effects of frag-

mentation and hidden-node collision. Then, POtotal can be written as

POtotal = 1 −
∏
P∈βi

(1 − σtotal P)
∏
Q∈γi

(1 − σtotal Q)αk(1 − BER)Fragment size o f AC, (17)

where βi is a set of contending node, and γi is a set of hidden nodes for sender. Therefore,

after considering the internal collision, external collision, BERs, and hidden-node collision,

the probability that access category j (AC j) increase the current contention-window size

(PCtotal j) can be written as
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PCtotal j = PI j + (1 − PI j)POtotal. (18)

The authors in [31] express the probability that the back-off counter decrease by one as

PT j, where j is the access category from 0 to 3. After considering the reverse order of the

priority number, PT j can be expressed as

PT3 =


0 be f ore AIFS 3

1 a f ter AIFS 3

,

PT2 =


0 be f ore AIFS 2

((1 − τ3)(1 − σ3)N−1)di f f2−di f f3 a f ter AIFS 2

,

PT1 =


0 be f ore AIFS 1

((1 − τ3)(1 − σ3)N−1)di f f2−di f f3)

× (
∏3

j=2(1 − τ j)(1 − σ j)N−1)di f f1−di f f2) a f ter AIFS 1

,

PT0 =



0 be f ore AIFS 0

((1 − τ3)(1 − σ3)N−1)di f f2−di f f3)

× (
∏3

j=2(1 − τ j)(1 − σ j)N−1)di f f1−di f f2)

× (
∏3

j=1(1 − τ j)(1 − σ j)N−1)di f f0−di f f1) a f ter AIFS 0

,

(19)

where di f f j �
AIFS j−DIFS

a slot time .

Based on the above equations, we can get the transmission probability of AC j (τ j) using

numerical analysis as follows [31].

τ j =
2PT j × (1 − PCM j+ f j+1

total j )

(1 + 2PCtotal j)(1 − PCM j+ f j+1
total j ) + W0, j(2PCtotal j)M j × (1 − PC f j+1

total j −
1−PCtotal j

1−2PCtotal j
) +

1−PCtotal j

1−2PCtotal j

,

(20)
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where M j is the maximum number of that AC j can double the contention-window size,

W0, j is the minimum contention-window size of AC j, the probability that access category

j (AC j) increase the current contention-window size is PCtotal j, and PT j is the probability

that the back-off counter decrease by one.

4.2.3 Throughput Analysis

To derive the throughput equation for the individual access category, the probability that at

least one node transmits a packet in a given back-off slot time is needed. Let PTR be the

probability that at least one node transmits a packet in a certain slot time. The PTR can be

expressed as

PTR = 1 −
N∏

j=1

(1 − σtotal j). (21)

Denote Psk j be the probability that k − th fragmented packet with access category j is

successfully transmitted given the probability PTR, then, we get followings:

Psk j =
N × σtotal j

∏
βi(1 − σtotal j)

∏
γi(1 − σtotal j)αk(1 − BER)kF

PTR
, (22)

where N is total number of nodes, βi is a set of contending nodes, γi is a set of hidden

nodes, F is the size of each fragment, and αk is the vulnerable hidden-node collision time

expressed by number of back-off slots. Hence, the probability that (k + 1) − th fragmented

packet with access category j is unsuccessful (Pus(k+1) j) can be written as

Pus(k+1) j = (1 −
∏
γi

(1 − σtotal)(αk+1−αk)(1 − BER)F). (23)

By incorporating Equation 22 and Equation 23, the probability (P
′

sk j) that the k − th

fragmented packet is successfully transmitted and the (k + 1) − th fragmented packet of

access category j is failed can be represented as Equation 24.

P
′

sk j = Psk jPus(k+1) j. (24)
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The P
′

S 1 j means the probability of the first fragmented packet transmission with access cat-

egory j is successful, and the second fragmented packet transmission is unsuccessful. And

P
′

S 0 j represents the probability that no packet is delivered successfully. Let Ts j denote be

the average time that the channel is busy during successful transmission of access category

j, Tc j as the average time that the channel is busy with unsuccessful transmission after the

ACK timeout. Tsk j is the average time that the channel is busy with successful transmission

during the successful transmission of the k − th fragmented packet and the failure of the

(k + 1) − th fragmented packet of access category j. In addition, we define Tsc j is the addi-

tional detection time when next fragmented packet is unsuccessful, and Tck j is the detection

time when the k − th fragmented packet is unsuccessful. Then, we can express as

Tsc j = 2(TPLCP + S IFS + σ) +
Hmac + F
Data rate

+
Ack

Ack Rate

Tsk j = 2(TPLCP + σ) + AIFS j + (
Hmac + F
Data rate

+
Ack Frame
Ack Rate

)k + (2k − 1)S IFS

Tck j = Tsk j − 2σ, (25)

where TPLCP is the transmission time of PLCP preambles and headers, Hmac is MAC header,

σ is propagation time, k is the number of successful transmission packet, and AIFS j is the

AIFS time of access category j.

If the current fragmented packet is failed, MAC releases the channel and increases

contention-window size to repeat the contending procedure. Thus, in each case, achieved

throughput values are different. Let’s define the throughput S k j, when the k− th fragmented

packet is transmitted successfully, and the (k+1)−th fragmented packet is failed with access

category j. Using the same definition of normalized throughput, we have

S k j =
E[Payload In f ormation]

E[Length o f T ime]
=

PTR × Psk j × E[L]

(1 − PTR)σ + PTR × Psk j(Tsk j + Tsc j) +
∑k−1

i=0
PTR × P′us iTsc(i+1)

�
(26)
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Therefore, the total average throughput of access category j (S j)can be represented as

S j =
∑k

i=1

P
′

S k ji∑k

j=1
P′S k i

S k i
�

(27)

Since the throughput equation (S j) varies upon the different number of fragments (K),

and different size of fragments (F), the optimal fragmentation size (FOPT ) can be founded

where S j reaches the maximum value. Eventually, the maximum throughput in VANETs

can be achievable based on the number of contending nodes, the number of hidden nodes,

random-bit errors, and access category without protocol modifications.

4.3 System Evaluation

Network simulator 3 (NS3) is used to validate our system model. To investigate accurately

the effect of access category (AC) in WAVE protocol on the fragmentation-packet size, we

run two scenarios. In the first scenario, all nodes generate 1500-byte packet with the same

access category (AC). Twenty nodes are distributed in the network including one hidden

node, and 12 Mbps data rate is used. All nodes (including hidden node) generate either

only AC3 traffic or only AC2 traffic or only AC1 traffic or only AC0 traffic with the same

packet length (1500 bytes).

The average throughput using the optimal packet fragmentation is compared with the

average throughput using RTS/CTS exchange under 10−5 BER (normal channel condition)

in Figure 30. When all twenty nodes including one hidden node transmit AC0 data (general

contention-window size) only, the optimal fragmentation size is 750 Byte, which means

that the senders break a 1500-byte packet into two fragmented packets. Like the results

in the previous chapter, because the fragmentation technique is effective for reducing the

PER as well as the hidden node collision probability, the optimal fragmentation increase

the network throughput by 16% compared to RTS/CTS mechanism.
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Figure 30: Throughput comparison with RTS/CTS exchange in deterministic traffic under

10−5 BER.

When all twenty nodes including one hidden node transmit AC3 traffic only, the op-

timal fragmentation size becomes 375 Byte, which means that the senders break a 1500-

byte packet into four fragmented packets. Since AC3 (highest priority) has the shortest

contention-window size (see Table 4) and AIFS, each node has short waiting time for the

channel access and high probability that other nodes choose the same back-off slot among

the contention window. Therefore, this characteristic introduces frequent collisions among

the contending nodes. Moreover, the hidden node also has short contention window that

induces high transmission probability. Therefore, in this environment, nodes experience

severe collisions caused by both contending nodes and the hidden node. The RTS/CTS

exchange can remove the hidden node collision, but it cannot remove the collision by con-

tending nodes. Because every node exchanges the RTS and CTS signals when its back-off

counter expires, if other nodes choose the same back-off slot, the RTS signal from another
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sender is transmitted at the same time, the RTS signal collides with another RTS signal

from other sender. Therefore, RTS/CTS exchange waste bandwidth for exchanging con-

trol frames, while the transmission is still unsuccessful. Hence, the optimal fragmentation

technique increases the network throughput by 14% compared to RTS/CTS by reducing

the PER and hidden node collisions.

Overall, as the contention-window size becomes small, the optimal fragment size be-

comes short as shown in Figure 30. Generally, the optimal fragmentation performs better

than the RTS/CTS exchanges. However, both RTS/CTS exchange and packet-fragmentation

technique have no effect for alleviating the frequent contending node collisions resulting

from the priority service with short contention-window size in VANETs.

When the channel condition becomes bad, i.e., BER is 10−4, the corresponding optimal

fragmentation size becomes smaller than the size under 10−5 BER to compensate the PER

as depicted in Figure 31. The optimal fragments sizes also vary under different access

category resulting from the different contention-window settings. For example, the optimal

size is 500 byte for AC0 only and 256 byte for AC3 only. Since the packet-fragmentation

technique is more robust to random-bit errors than RTS/CTS exchange, the improvement

of the throughput is increased up to 23% than RTS/CTS in Figure 31. In this scenario, a lot

of transmission failures occur because of the random-bit errors as well as severe contention

between high access categories. While the RTS/CTS handshaking waste bandwidth for

exchanging control signals, at the same time, they are not arrived to the receiver because

of random-bit errors as well as collisions among the contending nodes, the nodes using

optimal fragmentation technique experience only the collisions among contending nodes,

when nodes transmit AC3 traffic only. However, these collisions are more relaxed when

access category is low (AC0). Eventually, the general performance of packet fragmentation

is much better than the RTS/CTS exchanges under 10−4 BER.

57



Figure 31: Throughput comparison with RTS/CTS exchange in deterministic traffic under

10−4 BER.

Through the above two simulation results, we showed that the optimal fragmentation

technique incorporating the different contention settings for the priority service can increase

the network throughput in VANETs. However, in real vehicular environments, the various

applications and data types are dynamically changing, and they coexist in the network at

the same time. In addition, the data patters in vehicular environment could be different

from general data traffic patterns. Hence, in the second scenario, we considered more re-

alistic traffic statistics that the size and overloads of data traffic depend on the data types

such as traffic analysis statistics of CISCO company [32] in Table 5. Based on Table 5,

nodes generate the corresponding access category data. One hidden node generates back-

ground data traffic in the simulation. After considering traffic statistics of CISCO company

(15% video, 18% voice, 25% best effort, and 42% background), three nodes generate AC3,

another three nodes transmit AC2, five nodes generate AC1, and remaining nine nodes
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generate AC0 traffic.

Table 5: Average data-traffic parameters form CISCO company.

Data Type Access category Payload size (Byte) Packets per Second

Video 3 1400 450

Voice 2 240 33

Best Effort 1 1024 500

Back Ground 0 1500 400

Figure 32 shows the first simulation result that compares the performance between frag-

mentation technique and RTS/CTS exchange under 10−5 BER (normal channel condition).

The AC1 traffic (Best Effort) takes the almost half of the bandwidth, because it generates a

lot of packets per second and the total number of users is five (see Table 5).

Since the data-packet length and the number of users are different depending on the

corresponding access category (AC), the optimal fragment size also varies depending on

the access category. The overall throughput improvement of the fragmentation compared to

RTS/CTS is roughly 20 %. In this simulation, the number of users that have short maximum

contention window is 6 (AC3 and AC2), and thus, a number of contention collisions among

the high access categories (AC3, AC2) is observed (but less numbers compared to two

scenarios such as in Figure 30, 31). Note that the maximum contention-window size is 7

for AC3 and AC2. Since the PER is not severe under 10−5 BER, the fragmentation generally

divides the payload into two fragmented packets. For example, the original payload sizes

are 1400 byte for AC3, 1024 byte for AC1, and the optimal fragment sizes are 700 byte for

AC3, 512 byte for AC1. However, the payload size for the voice traffic (AC2) is 240 byte,

hence, the voice traffic does not need to be fragmented.
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Figure 32: Throughput comparison with RTS/CTS exchange in mixed traffic under 10−5

BER.

Figure 33 shows the second simulation results when BER becomes 10−4 (bad channel

condition). To alleviate the random-bit errors, the fragmentation technique chooses shorter

fragment sizes compared to 10−5 BER channel. Rather than two fragmented packets, all

access categories traffic except for the AC2 are transmitted three fragmented packets in the

second scenario. For example, the optimal fragment sizes are 467 byte for AC3, 342 byte

for AC1. Eventually, the overall throughput using fragmentation technique increase the

network throughput by 28 % compared to the throughput using RTS/CTS exchange.
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Figure 33: Throughput comparison with RTS/CTS exchange in mixed traffic under 10−4

BER.

4.4 Contributions and Limitations

Throughout our new Markov-chain analysis and simulations, we showed that an optimal

fragmentation can also increase the network throughput under hostile channel conditions,

i.e., low SNR and collisions from hidden nodes in vehicular ad-hoc networks (VANETs).

The contribution of this research is to investigate the impact of the short contention-window

size for the priority service with respect to the fragment lengths through theoretical analysis

and simulations.

However, we found that the short contention-window setting (Table 4) for the priority

service introduces severe collisions by the contending nodes. Even though only twenty

nodes are distributed in our simulations, as depicted in Figure 30 and 31, twenty nodes that

have AC3 traffics degrade the performance. Unfortunately, the optimal fragmentation and
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RTS/CTS have no effect to avoid this collision, which is a fundamental nature of WAVE

protocol. Since the WAVE protocol is designed for the priority service, the solution for this

problem should not degrade the priority performance of WAVE protocol. Therefore, we

will focus on this severe contention problem in the next chapter.
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CHAPTER 5

DYNAMIC SERVICE-CHANNEL ALLOCATION (DSCA)

Providing tools to achieve a high level of safety transportation is the important objective

in Vehicular Ad-hoc Networks (VANETs) research. Hence, most of the works are devoted

to developing safety-message dissemination algorithms. However, non-safety applications

can also contribute to the network efficiency by exchanging traffic information. To sup-

port these applications, VANETs adopt the wireless access in the vehicular environment

(WAVE) to guarantee the quality of service (QoS) using four different access categories.

However, the WAVE could not provide the QoS to the users due to the collisions caused

by the small contention-window size for the top priority traffic, when top-priority traffic

is dominant. Therefore, this small contention-window size setting for the prioritization

induces severe performance degradation. In this chapter, the Dynamic Service-Channels

Allocation (DSCA) method is proposed to maximize throughput by dynamically assigning

different service channels to the users.

The remainder of this chapter is organized as follows. A motivation, problem descrip-

tion, and related works for the chapter are given in Section 5.1. Section 5.2 explains Dy-

namic Service-Channels Allocation (DSCA) algorithm with analysis. Extensive simulation

results are presented in Section 5.3. In the last section, we also discuss about the imple-

mentation issues of DSCA and conclude the chapter by discussing.

5.1 Motivation and Related works
5.1.1 Channel-allocation Problem

The IEEE 802.11 standard defines multiple channels to increase network throughput. The

conventional multi-channel allocation usually focused on minimizing adjacent channel in-

terferences and maximizing spatial reuses based on geographical location in cellular net-

works as well as in the IEEE 802.11 networks. However, in VANETs, high mobile stations
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(vehicles) keep changing the network topology frequently. Hence, the precise geographi-

cal location information should be updated periodically. Note that exchanging all location

information requires channel resources, and that frequent changing current channel to dif-

ferent channel requires switching costs such as synchronization overheads [?]. Therefore,

channel allocation scheme in VANETs must be treated in a different way.

In vehicular ad-hoc networks (VANETs), the control-channel access and its short duty

cycles with service-channel access lead many researchers to focus on the safety message

exchange schemes for the vehicle accident, which is a fundamental nature of VANETs. Be-

cause the safety message should be delivered to all sender’s neighbors and to the following

vehicles with minimum delays [33], several studies investigated the broadcasting schemes

in [34], [35], [36] and [37] etc. Theses researches not only focus on the analysis of current

broadcasting structures [35], but also suggest that how to organize the multi-hop broadcast-

ing procedures efficiently with minimum delays, and without collisions and broadcasting

storms [36] in a common control channel (CCH).

On the other hand, utilizing the service channels (SCHs) has not much been investigated

compared to the control-channel utilization, although service channel could contribute en-

tire network efficiency in VANETs. The enhanced distribution channel access (EDCA)

used in the SCHs (Service Channels) is designed for time-critical messages such as real-

time video data. The four different access categories with different contention-window

sizes provide the priority service as described in the previous chapter. However, this priori-

tization scheme does not guarantee QoS of non-safety messages in dense traffic conditions

[38], because the limited contention-window sizes for the prioritization in high access cat-

egories increase collision probability significantly. In such a dense traffic situation, the

vehicles should be well-distributed over the four available service channels so that each

channel does not waste of its bandwidth from the collisions. However, there is little atten-

tion for channel-distribution technique to maximize the service-channel resources.
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5.1.2 Current Multi-channel Operation in Service Channels

In vehicular ad-hoc networks (VANETs), any node or RSU (Road Side Unit) that wants to

provide services on service channels in next SCH intervals, should announce the availabil-

ity using WAVE service advertisements (WSA) during the preceding CCH interval [39]. If

other nodes receive interesting advertised services, they would switch to relevant service

channels (SCHs) after CCH interval. Otherwise, they remain in the current control channel.

This advertising service may take one service interval or more than one service interval.

In the WSAs format (Figure 34), it has mandatory 1-byte repeats field, which indicates

how many times this WSA is advertised in each 100 ms sync period. This WSA, which in-

cludes both service information and the advertising-channel information, is repeatedly sent

to neighbor nodes several times. Hence, not only it increases the successful advertisement

probability, but also it can be used as one of the measurement of link quality, even though it

might not good indicator of link quality in service channels [39]. In WSAs header extension

field, it includes transmitted powers, 2D or 3D locations. The other service provider table

field indicates 1-byte service priority from AC0 to AC3, 1-byte service channel number,

1-byte data rate, provider service context and so on as shown in Figure 34.

However, current protocol does not specify that how to assign their service channels.

Every service channel could have different interferences, path loss, and data service traffics.

Besides, these parameters keep changing because of the dynamic channel environments in

VANETs. Moreover, each node might have different kinds of services in dense traffic

environments. This means that each service uses different access categories, which are

designed for priority services. However, high access categories such as AC3 and AC2 have

short window size (Table 4), which cause severe collisions among them, and thus, leads

significant performance degradations.
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Figure 34: WAVE service advertisement (WSA) format.

5.1.3 Related works

A channel-utilization problem in VANETs is critical, since safety-message broadcasting

in CCH and real-time data packets in SCHs require minimum delays and QoS (Quality

Of Services), simultaneously. This channel-utilization topic can be categorized into two

different areas: One is multiple channel-access problem of single channel, and the other is

channel-allocation problem of four SCHs.

The multiple access and channel coordination based on the cognitive MAC protocol

for VANETs (CMV) is proposed using both short-term spectrum sensing and long-term

spectrum sensing in [40]. In [40], devices classify the service-channel status based on

the received signal strength (RSS) values from spectrum sensing every 1 ms. Moreover, it

also uses wide band spectrum-pooling technique for channel access based on the short-term

spectrum access. However, CMV requires protocol modification of MAC layer in VANETs.

It also underestimates the effect of multiple transceiver co-interferences. Furthermore, in-

stalling multiple radios in vehicles costs additional expenses, because hardware constraints

of cognitive radio and cross-channel interferences between radios make it hard to deploy

in real devices. Hence, the impact of sensing overhead for multi-channel allocation should

be considered [41], a hardware-constrained cognitive MAC is proposed for the efficiency

of spectrum sensing and spectrum-access decision in [41].

On the other hand, current multi-channel coordination works in VANETs can be ac-

complished by either distributed or centralized ways, with or without road side units, using

single or multiple transceiver, and through control channel or not. In [42], the authors

66



proposed channel allocation schemes for routing to reduce interference between nodes.

Every node stores the received signal strength from its neighbor nodes and evaluated SIR

(Signal to Interference Ratio), if a channel is available. If the channel satisfies target SIR

value, then the sender switches to the channel. However, as a result of the characteristic of

VANETs (the simulation results are highly dependent on the simulation topology), more

simulations under dynamic channel environments and theoretical analysis are required in

[42]. Moreover, how to manage the target SIR value in real-time remains as a future work.

A vehicular mesh network (VMESH) is proposed in [43] by incorporating the effects of

alternate access between CCH and SCHs in WAVE system. Using several beacon slots for

a synchronized distributed beaconing protocol, mobile nodes can reserve the channel based

on the time division multiple access (TDMA). This VMESH divides the CCH interval into

two periods, which are beacon period and safety periods. During this beacon periods, nodes

negotiate the channel resource reservation. The limitation of this paper lies on the assump-

tion that this reservation process must be completed with no transmission failures. Similar

idea of splitting CCH intervals for multiple access and channel coordination can be found

in [44]. In [44], the authors also divide the CCH interval into adaptive broadcasting periods

and contention based reservation periods for channel access. However, these algorithms,

sharing CCH intervals with channel coordination may reduce the successful probability of

safety message exchanges, and thus, it does not guarantee passengers safety, which is the

critical objective of VANETs. All above proposed protocols used decentralized channel

access and allocation schemes.

In other respects, VANETs also have a road side unit (RSU) to support network-access

point as an infrastructure. A RSU centric channel-coordination protocol is proposed in

[45]. A vehicle sends channel-request packets to a RSU, which contain transmission infor-

mation in the vehicle through the control channel. The RSU keeps tables, which contain the

channel information that assigned to particular vehicle for channel access. However, this

work has limitation of using control channel for channel request packets, and it also need
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the RSU to operate this protocol. The authors also simulated under sparse traffic as only 20

vehicles. However, in the congested highways, there could be more than 40 vehicles within

250 meters of transmission range. Similarly, a RSU assisted multi-channel coordination

MAC (RAMC) protocol is suggested in [46]. The authors incorporated realistic channel

model which is Nakagami model with m=3, and RAMC also sends single safety message

via control channel with various traffic densities. By sacrificing that a road side unit (RSU)

monitors all the safety messages, a vehicle can achieve high throughputs for non-safety

messages. Nevertheless, RSU’s aid is also necessary in this research.

5.2 Dynamic Service-Channel allocation (DSCA) in VANETs
5.2.1 Algorithm Description

The dynamic service-channel allocation (DSCA) is targeting realistic VANETs environ-

ments as follows:

• The vehicle density could be high enough to induce frequent collisions in both a

control channel and service channels.

• Every vehicle has different access categories (AC) to provide services in service

channels.

• Control channel is used severely for the safety-message broadcasting and other con-

trol messages.

• Random-bit errors (BER) and hidden-node collisions occur during the transmission.

In these environments, exchanging additional channel information for the multi-channel

allocation through control channel makes the channel conditions worse, because it uses

limited-channel resources. As a result of frequent transmission failure by the collision and

interference, these channel-information exchanges may not succeed during the control-sync

interval. Unlike most of existing channel-allocation strategies, the DSCA does not require
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the additional exchanging information. The DSCA uses the existing channel information

and service information through WSAs.

The key idea of DSCA is to achieve maximum network throughput in four service

channels by assigning different nodes for the available service channels based on the current

access categories from AC0 to AC3 (see Table 6). More specifically, before each vehicle

(that wants to provide services during next service-channel interval) announces its service-

channel number during the preceding control-channel interval, it calculates the expected

throughput in the specific service channel (i.e., SCH 174 or 176 or 180 or 182) to maximize

the entire network throughputs based on current information that is received through the

past WSAs advertisements. For example, if a vehicle has a access category X (ACX) packet

to send, it calculates the expected throughput when it joins the specific service channel

based on the current number of users in each channel. Let the number of users with AC0

in SCH 174 be α174, the number of users with AC1 be β174 , the number of users with AC2

be γ174, and the number of users with AC3 be δ174 as summarized in Table 6.

Table 6: Number of vehicles based on the access category in each service channel.

AC0 AC1 AC2 AC3

SCH 174 α174 β174 γ174 δ174

SCH 176 α176 β176 γ176 δ176

SCH 180 α180 β180 γ180 δ180

SCH 182 α182 β182 γ182 δ182

After this vehicle selects one of the available service channels based on these parame-

ters, it advertises the specific service-channel number and current access-category number

by the standard. The next vehicle that will provide services updates the current channel

information based the WSAs from the previous node and updates the corresponding pa-

rameters (α, β, γ, and δ) as depicted in Figure 35. Because each vehicle selects the best
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channel in a distributed manner, DSCA does not require any central coordinators. Even

if one vehicle does not get the correct channel information due to the noisy environments,

it may update the parameters (α, β, γ, and δ) based on the wrong channel information.

Therefore, the vehicle selects and advertises the incorrect channel number through WSAs.

However, the following vehicle could find the best channel based on the accumulated chan-

nel information from the WSAs sent by all other nodes. As a result, a misjudgment of

single vehicle does not induce the entire performance degradation. To summarize, our key

idea lies on that the proper relative percentage of four different access categories increase

the entire network throughput by avoiding severe contentions of different access categories.

Figure 35: DSCA algorithm.

5.2.2 System Analysis

Our throughput analysis is based on the analysis in Chapter 4 using Markov-chain model

[31] to incorporate the WAVE characteristics in VANETs. However, the authors in [31]

assume that every node transmits different access categories randomly, because their work

is based on the IEEE 802.11e EDCA. However, in VANETs, nodes can exchange their

services and corresponding access categories through WSAs in every sync interval, hence,
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other nodes can get the access-category information. Therefore, our analysis also considers

that each node could have one deterministic access category as well as random access

categories with different packet lengths.

We assume that there are Ntotal vehicles that want to provide services in the networks,

and NACi is the number of vehicles that currently have packets of i − th access category to

send in a current slot time after the internal contention (either random traffic or determinis-

tic traffic). Therefore, the total number of vehicles Ntotal can be expressed as

Ntotal =
∑3

i=0
NACi. (28)

The number of vehicles in the specific channel (SCH 174, SCH 176, SCH 180 and SCH

182) based on the Table 6 can be expressed as

N174 = α174 + β174 + γ174 + δ174

N176 = α176 + β176 + γ176 + δ176

N180 = α180 + β180 + γ180 + δ180

N182 = α182 + β182 + γ182 + δ182. (29)

where NCH# is the total numbers of vehicles in each service channel, and NACi can be rep-

resented as

NAC0 =
∑

all channels
αi

NAC1 =
∑

all channels
βi

NAC2 =
∑

all channels
γi

NAC3 =
∑

all channels
δi. (30)

Note that the authors in [31] assumed that all nodes have four different access-categories

data, and each access-category data competes for the internal contention. Our analysis also
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considered that each vehicle has one deterministic access-category data. Moreover, the

highest priority is AC0 in [31], but in this analysis, AC3 is highest priority-access category

as same as the WAVE priority in VANETs. Therefore, the internal collision probability

(PIi) of the random traffic should be

PI0 = 1 − (1 − τ3)(1 − τ2)(1 − τ1)

PI1 = 1 − (1 − τ3)(1 − τ2)

PI2 = τ2

PI3 = 0

δ0 = τ0(1 − τ3)(1 − τ2)(1 − τ1)

δ1 = τ1(1 − τ3)(1 − τ2)

δ2 = τ2(1 − τ3)

δ3 = τ3 , (31)

where σtotal =
∑3

i=0
σi. The transmission probability of access category ACi for the single

station is denoted as σi, and τi is transmission probability of ACi in the internal contention

in [31]. If each node has a deterministic access category, then, all the internal collision

probability become zero, which means PI0 = PI1 = PI2 = PI3 = 0 and δi = τi f or every i.

We also consider that each service channel could have different average random-bit error

rate (BER), so we denote average BER of each service channel as BERCH174, BERCH176,

BERCH180 and BERCH182. The external collision probability (PO) by incorporating BER

effects can be written as

PO = 1 −
∏
NS CH

(1 − δtotal node i)(1 − BER)Payloadsize o f AC, (32)

where NS CH is the number of nodes in a current service channel, which can be NCH174,

NCH176, NCH180 or NCH182 . PTi denotes the probability that the back-off counter of ACican
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be successfully decreased by one slot time. Based on the Equation 31, 32, and 20, we can

get both τi and δi using numerical analysis.

To get the saturation throughput, we need the probability that at least one node trans-

mits a packet in a given slot time (PTR). By incorporating both random traffic case and

deterministic case, our new PTR is

PTR = 1 −
∏

all nodes

(1 − δtotal node i). (33)

After considering the channel BER effect, the probability of success transmission of access

category (ACi) can be expressed as

PS i =
NS CHδi(1 − BERCH)E[Li]

∏all
except i(1 − σtotal node)

PTR
, (34)

where E[Li] is average packet length of access category i .

Finally, the saturation throughput of access category i (ACi) can be expressed as

S i =
PS i PTR E[Li]

(1 − PTR) + PTR
∑3

j=0 PS i ts j + PTR PFC tc
, (35)

where the unsuccessful transmission probability (PFC) due to the collisions and BER, and

PFC = 1 − PS i, E[Li] is average packet length of access category i , tc is collision detec-

tion time, and ts jis the successful transmission time of access category j. By summation

the saturation throughput over the four access categories, We can get the current channel

throughput S CH#, which is

S CH# =
∑3

i=0
S CH#_ACi. (36)

And the aggregated network throughput over the four service channels should be

S total =
∑

all channels
S CH#. (37)
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Among the throughput under different α, β, γ and δ, we can adjust the number of access

categories (α, β, γ and δ) so that the entire network throughput reaches the maximum.

5.3 System validation
5.3.1 Simulation Setup

NS3 simulator is used to validate our system model, TraNS (Traffic and Network Simula-

tion Environment) is used for the traffic mobility. To incorporate realistic simulation pa-

rameters, we used general traffic data statistics based on the traffic analysis (Table 5) from

CISCO Inc. Because of the short window size and arbitration inter-frame space number

(AIFSN) for high priority-access category, AC3 traffic will take almost the entire band-

width, while low access-category traffic can access the channels with minor probability.

Therefore, we generate the each traffic randomly so that total generation time is 60 sec-

onds during 180 seconds simulation time. Moreover, considering the vehicle-traffic density

within a transmission range, we changed the number of vehicles from 100 to 500. In Table

7, we summarized simulation parameters. Because our model considers the random traffic

load as well as the deterministic traffic load, we run two scenarios in our simulations.

Table 7: Simulation parameters.
Data frame retry count limit 5
Control frame retry count limit 7

Total Number of Vehicles
100, 200, 300, 400 and

500
BER 10−6 to 10−4

Data Rate 12 Mbps
Slot Time 13 µs
Propagation Delay 1 µs
CWINmin& CWINmax 31 & 1023
Simulation Time 180 seconds
Transmission Range 300 m
Propagation Model Nakagami
SCH Interval & CCH Interval 50 msec (each)

Vehicle Velocity
40 to 60 miles / hour

(Avr. 50)
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5.3.2 First Scenario (Deterministic Traffic Loads)

In the first scenario, we used the deterministic traffic loads (15% video, 18% voice, 25%

best effort, and 42% background) based on Table 5. For example, if the total number of ve-

hicles is 100, then 15 vehicles provide video-traffic services, and 18 vehicles provide voice

over ip traffic, and so on. We keep changing the average BER from 10−6 to 10−4, which

generally represent good channel conditions and bad channel conditions, respectively.

Figure 36 shows the overall simulation results of Scenario one. Even-though video

traffic takes only 15% of the entire traffics, due to the short contention-window size and

short AIFSN, it takes most of the bandwidth during the entire simulation time. The average

throughputs with DSCA per a service channel are compared with the uniform channel allo-

cation in the Figure 36. Overall, the DSCA performs better than uniform channel allocation

over different vehicle densities and BERs.

Figure 36: Overall average throughput comparison in the first scenario.

We observed that the throughput improvement percentage using DSCA keeps increas-

ing rather than the uniform channel allocation, when the number of nodes is increasing

(Figure 37). When total number of nodes is 100, the actual number of video traffic nodes is
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just 15 over the 4 service channels. Therefore, the DSCA improves the average throughput

per channel from only 7% to 11% over various BERs in Figure 37. However, as the number

of vehicles increases up to 500 vehicles in 4 service channels, the enhanced percentage keep

increasing, and thus, we can achieve 19 % improvement of the average throughput than the

uniform allocation. Moreover, when the channel condition becomes worse (i.e, BER in-

creases), the improvement percentage slightly increases. Because the video traffic usually

has longer payloads (1400 byte) than other packets, the transmission by the video traffic

(AC3) nodes could not succeed well due to the high PER. To make matters worse, those

nodes have short contention-window size (note that maximum contention window size for

AC3 is 7). Hence, they waste most of the transmission time not only for the contentions

among them, but also for the errors by PER.

Figure 37: Throughput improvement percentage in the first scenario.

Figure 38 shows the comparison of each access-category throughput between uniform

channel allocation and DSCA, when channel condition is good, e.g., BER is 10−6. In uni-

form allocation, nodes that have low priority (AC1 and AC0) have little chances for the

channel access. The nodes that have higher priority always use the channel, while low
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priority nodes also contend with the other nodes that have same low priority. Hence, the

throughput of AC0 stays almost zero in the uniform allocation. However, in the DSCA,

even the AC0 node has some chances to access the channel with small portions. For exam-

ple, while uniform allocation assigns four AC3, four AC2, six AC1 and ten AC0 traffics in

SCH 176 (Note that NAC3 is 15, NAC2 is 18, NAC1 is 25, and NAC0 is 42 when total number of

vehicle is 100) our dynamic scheme allocates two AC3, two AC2, seven AC1, and twelve

AC0 traffics. Hence, AC0 traffic in DSCA could access the channel due to less competition

with AC3.

Figure 38: Relative AC ratio (BER = 10−6) in the first scenario.

As the channel condition deteriorates (BER of 10−5or 10−4 as shown in Figure 39 or 40),

the AC2 that has the shortest payload length (250 Byte) could have better success transmis-

sion probability due to the low PER. Therefore, the percentage of AC2 traffic contributing

the throughput is increased. However, note that the DSCA still yields more throughputs in

both AC2 and AC3 than the uniform allocation approach, and only the ratio of AC2 to the

total throughput has been increased.
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Figure 39: Relative AC ratio (BER = 10−5) in the first scenario.

Figure 40: Relative AC ratio (BER = 10−4) in the first scenario.
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5.3.3 Second Scenario (Random Traffic Loads)

If every vehicle generates four different types of access category traffics based on the Table

5, due to the internal contention, AC3 and AC2 always win the internal contention inside

the node. Therefore, almost all nodes have either AC3 or AC2 traffics in this environment.

To avoid channel access by only AC3 and AC2, all nodes generate four different types

of traffic with equal probabilities in random order. Even though they choose one access-

category traffic and put it in the queue, because different access categories use different

queues, they still experience the internal contentions. Figure 41 shows the overall result in

the second scenario.

Figure 41: Average throughput comparison in the second scenario.

Because of the internal-contention procedure, the average contention-window size in

the second scenario is more inflated than the first scenario. If the high priority data and

low priority data collide internally, the high priority data wins. Hence, high priority node

prepares the general CSMA/CA procedure, while low access category node increases the
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contention-window sizes. Therefore, the total number of AC3 and AC2 is greater than

the first scenario, and the total number of AC1 and AC0 is decreased. Due to the increased

number of AC3 and AC2 traffic and their short contention-window sizes, the collision prob-

ability becomes bigger than Scenario one. Hence, numerous retransmission procedures of

AC3 accounted for the most of the transmission time. Consequently, the average through-

put in second scenario is much less than the average throughput in first scenario as depicted

in Figure 41.

The average throughput of DSCA compared to the uniform channel allocation is also

increased from 9% up to 22%, when BER becomes worse (see Figure 42).

Figure 42: Throughput improvement percentage in the second scenario.

Furthermore, our DSCA allows more throughput of AC2, AC1, and AC0 traffics than

the uniform channel allocation. When the channel condition becomes worse (i.e. BER

= 10−4), AC2 that has lowest PER by short payload (see Table 5) has better successful

transmission probability than others. Hence, the relative throughput ratio of AC2 is bigger

than the good channel condition (i.e. BER = 10−6) as shown in Figure 43, 44, and 45.
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Figure 43: Relative AC ratio (BER = 10−6) in the second scenario.

Figure 44: Relative AC ratio (BER = 10−5) in the second scenario.
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Figure 45: Relative AC ratio (BER = 10−4) in the second scenario.

To summarize based on the two scenarios, our dynamic channel allocation (DSCA) not

only increases the entire network throughput, but also allows nodes that have low access-

category traffic to access the channel. Furthermore, our scheme also increases the through-

put of highest access category under various channel conditions.

5.4 Contribution of DSCA and Conclusions
5.4.1 Benefits of DSCA

In this sub-chapter, we listed the advantages of our DSCA algorithm.

• No impact on the performance of safety applications: The safety message dissemina-

tion to neighbor nodes in VANETs requires minimum delays and efficient multi-hop

broadcasting to the nodes, which are out of transmission ranges. However, exces-

sive collisions of broadcasting messages as a result of dense vehicle traffics, severe

bit-error rate by high mobility, interference and obstacles [47] deteriorate the safety

broadcasting performances seriously. Moreover, as a result of alternating short CCH

interval (50 m sec) with SCH interval and basic safety message from each vehicle
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per 100 m sec sync period by standard, the control channel could be extremely busy.

In such environment, exchanging additional information for multi-channel coordina-

tion during CCH interval might not only waste the bandwidth, and thus, induces the

performance degradation of safety message dissemination, but also the information

could not be delivered to the destinations. Since no additional message exchanges

are required in our scheme, it does not affect the performance of the non-safety ap-

plications.

• No protocol modifications and no multiple antennas: Our scheme is based on the

general WAVE service advertisements (WSAs), and thus, does not require any proto-

col modifications. To the best of our knowledge, any modified protocol could bring

undesirable problems. In addition, even though the standard allows to use multi-

ple transceivers (not mandatory) [28], the current protocols do not provide a way

for one device to determine how many antennas neighbor nodes have [39]. Con-

sidering the complexity for implementation of multiple transceivers as well as co

channel interference because of asynchronous transmission [48], our scheme based

on the assumption that each device has one transceiver would be more desirable in

real VANETs environments. Moreover, most of VANETs device manufacturers who

finished their prototype of 802.11p wireless module such as [49], does not consider

multiple transceiver because of the additional cost and complexity. They also have a

global positioning system (GPS) that requires extra costs. On the other hand, direc-

tional antennas can be used for solving multi-channel problems [50], however, the

deafness problem [51] using directional antennas might be fatal to the safety appli-

cations.

• No central coordination: Our dynamic multi-channel scheme does not require central

coordinator for assigning appropriate service channel numbers to the nodes. Gener-

ally, the central coordinator is often difficult to respond appropriately to dynamic
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vehicular environment. Moreover, it needs entire channel information from every

node in the network, and it might fail to get correct channel information in a short

time when channel is crowded with many vehicles. Even if the central coordina-

tor could receive all the information in proper time, how to choose efficiently the

coordinator must be investigated in high mobile environments. Therefore, optimal

channel allocation might not be achievable in real vehicular environments, and thus

induce performance degradations. On the contrary, our scheme calculates and selects

the best channel number based on the updated WSA from other nodes. Hence, even

though one node selects a wrong channel because of the excessive collisions of WSA

or other reasons, the following node could select the best channel again to maximize

the entire network throughput based on this WSA from the previous node. Therefore,

misbehavior of one node does not affect on the entire network performance.

5.4.2 Conclusion

In this chapter, the dynamic service-channels allocation (DSCA) method is proposed to

maximize throughput by dynamically assigning different service channels to the users. The

solution for assigning multiple service-channels is based on the realistic assumptions in

vehicular environments that include BERs, different access categories, and dense traffic

conditions using single transceiver. DSCA is thoroughly analyzed based on Markov-chain

model under the saturation conditions. To show the feasibility of DSCA, realistic parame-

ters are used from the CISCO traffic statistics in NS-3 simulation. The average throughput

is evaluated extensively under various channel conditions and vehicle densities. Moreover,

both randomly generated and deterministically chosen traffic are studied. As a result, the

proposed DSCA enhances the average network throughput by 19% in deterministic access

category scenario and by 22% in random access category scenario. DSCA also reduces

the collision probability of high priority-access category packets, such as video and voice

data, and thus, improves QoS of real-time traffic. The major contribution of this work is

that DSCA can enhance throughput without the need for protocol modifications, multiple
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antennas, and the central coordination. DSCA does not sacrifice the performance of safety

applications to solve multi-channel allocation problem in realistic VANETs environments.

Moreover, inaccurate channel allocations will not degrade the performance due to the dy-

namic nature of selecting new optimal values in the DSCA algorithm.

By the the IEEE 802.11p standard, every node should transmit periodic broadcasting

messages (beacon messages) including location, node id, velocity, direction and so on.

Hence, they can announce their presence in the network, at least every one seconds (1Hz).

However, how frequently these beacon messages should advertise does not specified in

the protocol. Usually, researchers expect the frequency range form 1 Hz to 10 Hz. Since

each vehicle can exchange service information including packet size and corresponding

access categories (AC) through WSAs in every sync interval, neighbor nodes can update

the current channel information. Therefore, DSCA algorithm can be easily implemented in

VANETs.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

In this dissertation, we have created a framework for improving the performance of mobile

ad-hoc networks (MANETs) as well as vehicular ad-hoc networks (VANETs). Overall,

the contributions of this thesis are illustrated in Figure 46. Specifically, we propose two

techniques that do not require the protocol modification to enhance the network throughput.

Figure 46: The contribution of this research.

The first technique is an optimal packet fragmentation with hidden stations. In real

wireless environments, undesirable channel conditions can be generated by the interference

from other devices, pathloss characteristic, fading, and collisions from both hidden nodes

and contending nodes, and so forth. Since these problems occur simultaneously and they

are correlated, they need to be modeled together rather than treated individually. Hence,

Chapter 3 presents the detailed behavior of hidden nodes in noisy MANETs channels using

the packet-fragmentation technique. The throughput of the IEEE 802.11 is fully modeled

with hidden nodes by incorporating modified Markov-chain model with critical network

parameters, such as BERs, number of users, packet length, and number of hidden nodes.
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The simulation results using the fragmentation are compared to the results of RTS/CTS

mechanisms. The optimal packet fragmentation not only reduces the packet-error rates, but

also decreases the hidden-node collision probability. Therefore, when the channels suffer

from hidden nodes and random-bit errors simultaneously, the optimal fragmentation could

enhance network throughput more than RTS/CTS exchange. As a result, this technique

utilizes the successful transmission time and enhances the entire network throughput.

Section 3.4 investigates the impact of both hidden nodes and random-bit errors (BERs)

with respect to the fragment lengths through real-world experiments in noisy mobile ad-hoc

networks (MANETs). Throughout real-world experiments under different weather condi-

tion, fading characteristic, and distances between nodes, we found that the hostile environ-

ment (low SNR and collisions from hidden nodes) deteriorates the network performance

significantly. Moreover, as we observed in our experiment and other researchers indicated,

the control frame exchanges of RTS/CTS signals not only waste channel resources, but also

RTS/CTS signals are frequently lost due to the high BERs and collisions especially in noisy

environments. We believe that this experiment result will provide a valuable real-world re-

search results for the research communities to solve the hidden-node problem especially in

noisy MANETs. Consequently, the novelty of this work lies on that the enhanced through-

put can be achievable and implemented in real devices without deployment issues to solve

both the hidden-node problem and random-bit errors simultaneously in noisy MANETs.

In addition, Chapter 4 also validates the fragmentation technique incorporating the WAVE

protocol in VANETs. Although the proposed technique can increase the network through-

put under hostile channel conditions, we found that the short contention-window setting

(high access categories) for the the priority service introduces severe collisions by the con-

tending nodes. Therefore, we need to develop a technique to alleviate the collisions among

high access categories as the second work of this thesis.

In Chapter 5, the dynamic service-channels allocation (DSCA) method is proposed to

maximize throughput by dynamically assigning different service channels to the users. The
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solution for assigning multiple service-channels is based on the realistic assumptions in

vehicular environments that include BERs, different access categories, and dense traffic

conditions using single transceiver. DSCA is thoroughly analyzed based on Markov-chain

model under the saturation conditions. To show the feasibility of DSCA, realistic parame-

ters are used from the CISCO traffic statistics in NS-3 simulation. The average throughput

is evaluated extensively under various channel conditions and vehicle densities. Moreover,

both randomly generated and deterministically chosen traffic are studied in the simulation.

As a result, the proposed DSCA enhances the average network throughput by 19% in deter-

ministic access category scenario and by 22% in random access category scenario. DSCA

also reduces the collision probability of high priority-access category packets, such as video

and voice data, and thus, improves QoS of real-time traffic. The major contribution of this

work is that DSCA can enhance throughput without the need for protocol modifications,

multiple antennas, and the central coordination. DSCA does not sacrifice the performance

of safety applications to solve multi-channel allocation problem in realistic VANETs envi-

ronments. Moreover, inaccurate channel allocations will not degrade the performance due

to the dynamic nature of selecting new optimal values in the DSCA algorithm.

For future work, a hidden-node detection algorithm in mobile ad-hoc networks will be

investigated for the optimal fragmentation technique. One challenging problem in solving

the hidden-node problem through our optimal fragmentation is that how we could know

how many hidden terminals exist in the network and SNR values to incorporate the analyti-

cal results. Since this thesis more focuses on the accurate effects of both various BERs and

different number of hidden nodes on the network throughput through real experiments than

the fully automated implementation of our scheme, we calculate the optimal packet size in

advance during the experiments. However, SNR values can be estimated accurately from

[12], and the total number of nodes can be obtained by observing different MAC addresses.

To get the number of hidden nodes, each sender could exchange the number of neighbor

lists in the routing tables and could hear the acknowledgment packets from the receiver to
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other hidden nodes that are out of carrier sensing range of the sender. However, the detailed

procedures for estimating the number of hidden nodes remain as a future work.
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