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SUMMARY

In this dissertation we describe several DFT techniquesifspéo 3D stacked IC
systems. The goal has explicitly been to create technidnaggittegrate easily with existing
IC test systems. Specifically, this means utilizing scan-arapper-based techniques, two
foundations of the digital IC test industry.

First, we describe a general test architecture for 3D ICshigarchitecture, each tier
of a 3D design is wrapped in test control logic that both masatier test pre-bond and
integrates the tier into the large test architecture posdb We describe a new kind of
boundary scan to provide the necessary test control andhvaties of the partial circuits,
and we propose a new design methodology for test hardcotetisares both pre-bond
functionality and post-bond optimality. We present thelaagion of these techniques to
the 3D-MAPS test vehicle, which has proven thefeetiveness.

Second, we extend these DFT techniques to circuit-paréticdesigns. We find that
boundary scan design is generallyfatient, but that some 3D designs require special DFT
treatment. Most importantly, we demonstrate that the fonel partitioning inherent in
3D design can potentially decrease the total test cost direg a circuit.

Third, we present a new CAD algorithm for designing 3D testppeas. This algorithm
co-designs the pre-bond and post-bond wrappers to sinealtesty minimize test time and
routing cost. On average, our algorithm utilizes over 90%efwires in both the pre-bond
and post-bond wrappers.

Finally, we look at the 3D vias themselves to develop a lostdagh-volume pre-bond
test methodology appropriate for production-level teste #éscribe the shorting probes
methodology, wherein large test probes are used to contaltipie small 3D vias. This
technique is an all-digital test method that integratesndéessly into existing test flows.
Our experimental results demonstrate two key facts: nettielarge capacitance of the

probe tips nor the process variation in the 3D vias and thbeptips significantly hinders

Xii



the testability of the circuits.
Taken together, this body of work defines a complete test adelbgy for testing 3D

ICs pre-bond, eliminating one of the key hurdles to the consrakzation of 3D technol-

ogy.
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CHAPTER 1
INTRODUCTION

Test is a constant challenge in the integrated circuit (IGYgtry. Manufacturing processes
are imperfect, yet customers expect working products, smé@ufacturers must, to the
best of their ability, ensure that each part is correct leeéhripping it. The most prevalent
modern test solution in digital systemsssanand its derivative technologies, which has
been used with great success over the past couple decadesute &nal product quality.

Scan-based IC test is a simple idea: stitch all the interiaflips into a scan chain,
then use this chain to insert test vectors and recover tegbnses. This provides direct
access to the internal logic, greatly simplifying and exfied the testing process. From
this basic idea, an entire field of research and developnmenatisen and lead to key in-
novations such as built-in self-test, memory self-tesdi-tiene optimization algorithms,
black-box-I1P self-test, and analog and mixed-signal #&lthese are built upon the foun-
dation of scan test.

Underpinning the fectiveness of scan testing is a set of basic IC features eelsnof

digital IC designs that are critical to execution of a scah t8ome of these features include

e Connected and operational signal nets (i.e., each net haasdtdne driver and one

receiver)
e Connected and operational master signals such as clock setd re
e Connected and operational power and ground rails
e Large df-chip bonding pads for test access

Unfortunately, when we consider the application of scam ti@s3D integrated IC chip
stacks, we find that many of these basic features are misdthgnwhe unbonded dies.

All 3D signal nets will necessarily be missing either thevdrior the receiver pre-bond,



breaking the test paths; with highly-optimized 3D designaster signals are fragmented
and useless pre-bond; and the largieahip bond pads exist only on the top tier and so
are unavailable to all other tiers pre-bond. In fact, theydedture listed above that can be
counted upon is the power and ground rails, which are so itbiggiin every IC that they
remain fully connected even in partitioned 3D designs.

For the rest, newlesign-for-testabilityDFT) structures are required to either restore or
replace these missing features. DFT is a general desigospiplhy wherein the ease and
effectiveness of product test is considered as a primary &geint throughout the design
process. In the case of 3D ICs, the requirements of pre-b@hdiest be considered from
the outset. An unbonded 3D tier is a completely unique tatgeice, unlike any before it.
This is because, at the most fundamental level, an unboneled & broken device; part
of the basic circuit functionality is located on the neighbg tiers, not on the tier-under-
test. This necessitates new testable designs that ardispe@D IC stacks, and this is the
challenge we take up in this book.

The remainder of this book is organized as follows. Chapteegqnts the details of the
3D test problem and the prior art that forms the foundatiothefDFT solutions presented
later. Chapter 3 describes a new 3D-aware test architeature@monstrates its applica-
tion to a real 3D IC design. Chapter 4 describes extensionkigaest architecture for
circuit-partitioned 3D designs. Chapter 5 describes a nehthat extends test wrappers,
a very successful DFT technique used in planar SOCs, intdnittedimension. Chapter 6
describes a brand new technique for testing the 3D strigthmmselves pre-bond. Chap-
ter 7 summarizes recent developments from other reseaocipgin the field of 3D test.

Chapter 8 concludes.



CHAPTER 2
ORIGIN AND HISTORY OF THE PROBLEM

The problem we will study in this book is a product of the @bn of two fields: 3D

integration and testable circuit design. 3D integratiomnsexciting new manufacturing
technology in which multiple silicon chips are stacked waity to decrease communica-
tion distance while increasing total silicon area. Howgitareates significant challenges

for test, especially in the unbonded tiers. We will examinghdields in turn.

2.1 Design for Test

Manufacturing is an errant activity, no matter the indusémyd it generally makes good
economic sense to test products to ensure final quality igh#te percentage of working
parts out of all product shipped). Due to the incredible claxip/ of modern ICs—just a
single stage in a current generation processor might h&¥ep@ssible states—designing
chips for testability is a basic necessity. The fielddekign for tes{DFT) got its start in
the 1970s as IC complexity pushed into large and then vegelscale integration. We will

examine the key milestones in the development of DFT here.

2.1.1 Scan Test
The most fundamental concept in DFT is scan. The idea is ® @ivIC two operational
modesfunctionalandscan as shown in Figure 1. Functional mode is the normal operativ
mode of the chip, where it performs the task for which it isigesd. Scan mode is the test
mode of the chip, where all components are, ideally, redtcddio sets: combinational
logic and scan registers. By scanning data into all the mgisthe tester gains complete
and immediate control of the entire system state, signifigaaducing the complexity of
test.

Of course, scan is not a complete answer to the IC test prolitagntwo primary rea-

sons. First, the bandwidth of a scan chain is very limitedco8d, only a subset of circuit
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Figure 1. The two operational modes in a simple IC with DFT:(g functional mode and (b) test mode.

design techniques and technologies can be fit into the "coatibinal logic or scan regis-
ter” abstraction. To address these short-comibgsi-in self test(BIST) techniques have
been developed.

Limited scan bandwidth is generally addressed with a coailain of parallelization
and test data compression. Unfortunately, the former igduinby the number of pack-
age pins available, so even modern ICs have only a few dozextlgdescan paths [51,
70, 77]. More significant test time reductions come from teshpression. A BIST im-
plementation of test compression most often relies on fifeadback shift registers to
createpseudo-random pattern generatdBRPGs) ananultiple input signature registers

(MISRs). PRPGs generate random test data to drivecitteetiit under test(CUT), and



MISRs compress the CUT response into a signature. With thespaments, the tester
needs only to scan in the initial PRPG state and scan out tHesigmeature for comparison,
reducing test data load many-fold. Theilt-in logic block observe[39] (BILBO) is per-
haps the most complex implementation. It combines the fonstof a register stage, scan
chain, PRPG, and MISR into a single bank of flip-flops.

For circuits that do not fit the scan abstraction, more appba-specific test designs
are necessary. The most important, and so most studied, afdkese circuits is mem-
ory, leading to a entire subfield of BIST research cattegimory BISTMBIST). Memory
represents unscannable IC state, so MBIST techniques mustwith the addressing fea-
tures of the memory system to successfully execute memsty Tdis generally consists
of a carefully-designed pattern of reads and writes to atgivarious possible faults. Two
example sequences are tAorithmic Test Sequendad8] (ATS) andGalloping 1's and
0’s [13] (GALPAT) though there are certainly many more [6]. AT8tekcts all stuck-at
faults in a memory, while GALPAT extends this fault coveragenclude all coupling
faults between memory cells as well. Most MBIST algorithmsge betweer©(n) and
O(n?) complexity, wheran is the number of memory cells; applying that many patterres on
at a time through scan is simply economically impossibleafor reasonably-sized memory

but is very feasible with BIST.

2.1.2 Modular Test

Of course, verifying the operation of the component ICs issuicient to guarantee a
working computer system. The motherboard and other PCBs swecdtical. Originally,
PCBs were tested with probes. The tester would touch each enBGB wire with probes
to verify it was manufactured properly. But this is not cofeetive in modern PCBs
which can have many thousands of wires. To address thisgmbtheboundary scan
register (BSR) was developed in the 1980s and formalized in 1990 as tBE [F149.1
standard [3]. The BSR is just a scan chain which contains acglafor every signal pin

in or out of an IC. To test a PCB bus between two ICs, the manufachaeds only to scan



the test data into the BSR of one IC and then read that same diatd the BSR of the
other IC. Most importantly, the IC vendors do not need to sutee any of their IP to the
PCB manufacturer to enable this test (other than a desaripfithe BSR).

The 1149.1 standard also describeésst access poffTAP)—the TAP chiefly contains
a state machine, a command register, and multiplexers—that be used to interface the
BSR to the PCB’s test architecture. With this TAP in place, ICdaes realized they could
also use it to access internal IC test features after systeegration. This enabled the
vendors to ship test bit streams with their products. The PG@RBufacturer could then
apply these bit streams to the TAP and verify the correctatge 1C, all without knowing
the actual details of the IC. This created a robust system alutao testing (oblack box
testing of components to verify the final product.

A collection of test resources such as those defined in 11¢lRribwn as dest wrapper
The chief function of a test wrapper is to create boundarigsmthe test architecture for
isolating diferent modules from one another, allowing them to be testdepi@ndently.
1149.1 test wrappers, for example, allow ICs and the buségttieaconnect them to all be
tested independently.

With the advent oBystems-on-chifSOCs) and other products of similar complexity,
the concept of the test wrapper was adapted to in-chip tesekhsNow instead of isolat-
ing ICs and PCB buses from one another, the goal is to parthiewchip itself into several
modules that can then be tested individually. In a true SO€|RHblocks define a natural
partitioning scheme; in monolithic ICs, chip functionalitgn define the scheme (for ex-
ample, isolating the processing core from the various wiitee memory hierarchy). Test
wrappers for SOCs were formalized in 2005 in the IEEE 1500dstach[4].

Adapting test wrappers to SOCs was not straightforward. Bescaithe limited amount
of data required to test buses between ICs, the 1149.1 sthoalés for a single one-bit test
data bus. The 1500 standard however was designed from théostaoth testing the buses

between IP blocks and for testing circuits internal to thells requires a much greater
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Figure 2. A 3D integrated die stack.

test data volume. Therefore, the test architecture proebgmanded to include the design
of thetest access mechanigifAM), the multi-bit test bus used to interconnect the tegtad
ports on each test wrapper. An SOC test architecture maydagust one wide TAM or
many skinny TAMs, whichever minimizes the test cost. Thikesathe &ort of designing
a test architecture for 1500 test wrappers much mdfedit than for 1149.1 test wrappers.

Now this cycle of modular test design must begin again, tme for 3D ICs.

2.2 3D Integration

3D integration (shown in Figure 2) is an emerging technolthgyt allows semiconductor
die to be bound together to form a tightly integrated stacker®ng design to the third
dimension provides several advantages. First, it enabemtegration of heterogeneous
components such as logic and DRAM memory [11, 71] or analogdagithl circuits [9].
Second, it increases routability [65]. Finally, it can sialogially reduce wire length, which
contributes to both long communication latency and to higivgr consumption. Recent
work in this field has already demonstrated significant inapnoents in both performance
and power consumption [69, 83] and lead to other interesdgjications, such as on-

line profiling [54] and network-in-memory [43], and even grer returns are expected as



researchers further explore the opportunitigerded.

2.2.1 Die Stacking

3D stacking replaces the long, heavily-loaded intercotsnet present day integration
schemes—for example multi-chip modules or package-okgupestacks—with short, fast
3D vias (which may be backside TSVs, faceside microbumpa,ambination of both).

3D via manufacturing lines already exist which can produes approximately one mi-
cron in diameter, and companies are pushing into the submawmain, testing Ogdn 3D

vias [64].

2.2.2 3D Partitioning Granularity

Die stack technology may be used to partition a design at tipe@eral levels of granularity.
The coarsest level is the technology level. Disparate @ogmes like high-speed CMOS
and high-density DRAM both have their own dedicated and Figiptimized manufactur-
ing processes. Many problems arise when attempting toretieeguch technologies onto
a single die, requiring sophisticated manufacturing gitk achieve economically viable
integration quality [60]. Die stacking allows each tectogyl to be manufactured on its
own tier in its own process. After each tier is manufactueesieparate integration process
bonds these tiers together. The result is the best of botlisiagach tier is manufactured
at the highest possible quality level and, simultaneoubly,two technologies are tightly
integrated. This improves both the performance of the systed the form factor.

The next finer level of partitioning is the architecturaldév Unlike technology par-
titioning, both tiers are manufactured using the same @ocdhe goal of architectural
partitioning is to spread the functional blocks of a desigroas the available tiers in such
a way as to minimize the length of the interconnect buses. Bwyaiag bus length, the
resistance and capacitance seen on these buses is redoieselwently reducing power
consumption and improving performance. Architecturakipaning makes much better

use of the large number of 3D vias available than technol@ggtning.



The finest partitioning granularity is the circuit level. tdethe transistors that make
up a functional block may exist onftigrent tiers. Circuit partitioning has its own levels
of granularity. At one extreme, blocks are simply split @Jdagical boundaries into sub-
blocks (e.g. a design could place half the banks of a cach@etier and the other half on
a different tier—so called bank-stacking [43, 66]). At the othdrame, individual circuits
are split across the tiers (e.g. in a register file, read arite \worts may be spread across
different tiers, connected to the actual memory inverter pesutih 3D vias; this is known
as port splitting [69]). This granularity best utilizes taeailable 3D vias and thus shows

the best power and performance improvements.

2.3 3D Testing

The problem we address then is enabling test in a 3D intetycdi@ stack. There are three

different test situations to consider:

1. Pre-bond— a single tier is under test which is not bonded to any otleer ti

2. Partial-stack— some incomplete subset of the chip stack is under testydimalj the

bonds between the tiers in this subset

3. Post-bond— alsofinal stack the entire completed chip stack is under test

Post-bond test is the least interesting case. Once theshgmplete, all chip components
are existent and functional, so the situation is identicdhat of bare-die test in traditional
planar manufacturing lines. Pre-bond and partial-stasts te&re much more interesting and
challenging because some of the chip functionality is resmdyg missing. Additionally,
the 3D vias represent dangling nets, which are a challeniggienmno 3D.

To enable pre-bond téghen, we require DFT features both to compensate for missing
functionality and for establishing controllability and s#yvability over dangling 3D con-

nections. The work presented in Chapters 3, 4, and 5 addithesesissues for the circuitry

IHereafter we refer only to pre-bond test rather than botHopred and partial-stack test because both
face the same key challenges and benefit from the same s@utio



internal to each tier. The work presented in Chapter 6 presenmethodology for testing

the 3D vias themselves pre-bond.
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CHAPTER 3
PRE-BOND TEST ARCHITECTURE AND APPLICATION

The overall DFT plan for a chip is called thest architecture The test architecture is
the chip-wide master plan the organizes and manages allatieug DFT components
within the chip and provides arttechip interface for test execution. It is through the test
architecture that the multitude of scan chains, BIST engites$ wrappers, and other test
features are accessed.

Generally, test architectures are designed to rely on tlheecooperation of as few
chip features as possible because if the test architecilsethe chip is #ectively worth-
less, even as a trouble-shooting tool. These featuresdedduch things as a working
clock, properly-charged power rails, a set of operationatil| signals (eset testenable
clk_ctrl, etc.), and a minimum number of functionADIpins (usually just four).

By-and-large, these are fairly simple needs, and of couedadlihe point of designing
the test architecture in such a manner. 3D integration, hewadds a new twist to the

story, which we will explore in this chapter.

3.1 Requirements

There are several requirements a pre-bond test archigeotust meet in order to suc-
cessfully enable pre-bond test. We examine these requntsna@d the challenges each

addresses here [40].

3.1.1 Completing the Design

The primary testability challenge posed by 3D integratsthat, pre-bond, each tier exists
in an incomplete state. For a technology partitioning, éhisrno problem, as each tier
is by definition functionally complete. For an architectypartitioning (for example, the
partitioning of a processor core shown in Figure 3) howethere are problems. Traditional

test methodologies [10, 51, 63, 70, 77] can depend on fulheotivity within the chip,
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Figure 3. Example partition a generic out-of-order proceser across two tiers.

especially in functional or partial-scan test, but thismectivity is not guaranteed in a 3D
IC pre-bond. The situation is exacerbated by circuit-lgyagtitionings wherein even the
functional blocks are incomplete, and, worse, the circiigsnselves may be incomplete
and functionally broken. This leads to a paradox of sorthat tve want to test broken

circuits to see if they function correctly [41]. Testingaiit-paritioned 3D designs will be

discussed in Chapter 4.

The simple brute-force solution would be to probe each 3Dndavidually, providing
or observing test values as necessary. Unfortunatelywiliimot work for pre-bond test;
the number of 3D vias on a given tier can vary from hundredsutdheds of thousands,
and no probe card can provide that many test channels [8refdre, a pre-bond DFT

architecture must either replace the missing connectioesable new methodologies for
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testing without them.

3.1.2 Test Hierarchy

The pre-bond DFT architecture does not exist in a vacuumt-lioel test, package test,

and so on will follow. Therefore, to keep the cost of test dpthie pre-bond test architecture
must be designed to integrate with the test architecture¢aése other methods and provide

maximum reuse of test modules.

3.1.3 Hardcore

The hardcoreof a chip is its infrastructure, nets likiower, ground, clock, andreset
that must be complete and functional for the tier to be abledrk by any definition. Any
DFT architecture must carefully consider these nets to nrsake they are fully connected

and operational.

3.1.4 External Access

While the 3D vias cannot be individually probed, some sortxiémal access via test
probes and pads is required to both power the tier hardcat@rvide the test access. In
all but the top tier of the die stack, these pads must simplgureed post-bond. Thus, the

DFT architecture must use this resource very judiciouslyotatrol the area cost.

3.2 Hardware

Here we present our 3D DFT architecture and examine how itsiike requirements laid

out.

3.2.1 Tiers as Test Modules

As mentioned previously, modular test with test wrappera igery popular technique.
Independent test modules has been successfully applieduiy marge ICs; an example
is the Alpha 21364, which was partitioned with test wrappets what the Alpha team
calledscan islandg§10]. Data would flow freely between islands in functionalaeo In

test mode however, the test wrappers closed the bordereéetislands, replacing the
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Figure 4. Our 3D test architecture. (a) shows a single tier vih connections from the LTC to the various
scan chains. (b) shows the LTCs integrated into the chip-lel test architecture.

functional signals with test signals from the scan chain. 8gnsenting the design into
several testable modules, such designs significantly estheccost and complexity of test.

Comparing this approach to 3D designs, it is clear that eachliefore bonding, ex-
ists as a perfectly isolated test module—a condition théhAlgesigners were not able to
achieve. Thus we adopt this general test strategy to desigpre-bond test architecture,
essentially enclosing each tier in its own test wrapper. déwmral feature of these tier
wrappers is the.ayer Test Controlle(LTC), which manages access to the scan chains on
the tier (or to lower-level test wrappers if they are in usayure 4(a) shows a generic 3D
tier with scannable registers hooked up into three scamslantrolled by an LTC. Note
that scan cell ordering is well-studied problem [8, 12, 2Z8,ahd so is not considered here.

Critically, the LTC patches nicely into next higher-levelapper in the test hierarchy
(Figure 4(b)). This satisfies our second requirement aruvalfor the resources created
for pre-bond test to be reused in subsequent test.

To complete our test architecture, the dangling 3D nets imeisied df. As in the prior
art, we accomplish in most cases by inserting boundary selésas appropriate, satisfying
the primary requirement a pre-bond test architecture. & kean cells are necessarily gated

so that they do not compete with the 3D-via-connected ssupost-bond.
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Figure 5. Three 3D clock trees. (@) is optimized for wire lenth and power consumption while (b) is
optimized for pre-bond testability. (c) is the best of both.

3.2.2 Tier Hardcore

None of the features of our test architecture are of any utieowt the test hardcore, the
third pre-bond test requirement. Thewer andground rails are not a concern. These rails
are so ubiquitous and so heavily utilized that they will afa/de fully connected in every

tier. This observation is confirmed by the 3D-MAPS test cRip||

This is not so for other hardcore signals, generally anyadignch aslock or reset
which are wire length limited. These nets benefits greatynfi3D design, significantly
reducing wire length and power consumption [53]. Figurg Sfews an H-tree design for
clock distribution in a 3D chip stack. Note that the tree exemost entirely in the upper
tier while 3D vias provide local clock connectivity on thettmon tier. This greatly reduces
the cost of the clock, but the many small clock trees on théohotier are completely
useless for pre-bond test.

An alternative, test-friendly clock tree is shown in Figdi®). The clock is fully con-
nected on every tier and so can be used for pre-bond test. \lovike cost of the clock is
much greater in this design because of the large amount ahdahcy in the distribution
network.

Our solution is a hybrid design as shown in Figure 5(c). Thasigh is comprised of
a 3D-optimized main clock tree (in black) and a pre-bond tiest (in gray). Not shown

are tri-state bffers which must be located at each leaf of the pre-bond treis¢omhect it
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Figure 6. A power rail test pad arrangement that is post-bondreuse aware.

post-bond. Such a design both enables pre-bond test bigates clock power post-bond,
at the cost of bottom-tier routing resources. For stackatgréhan two, a pre-bond tree is
necessary for each tier. Hybrid 3D clock trees were fullysted by Xin et al. in [85, 86].

They created a CAD tool to design these trees and reportedrgawviegs around 20%.

3.2.3 External Access

Probe pads, as stated, are unavoidable. The use of testewsagignificantly reduces
the number of pads required (the LTC requires a similar tes¢ss width as 1149.1 and
1500, four signals minimum). But to simply bury these padg-posd is wasteful. We
propose reusing them a&coupling capacitorédecap) as shown in Figure 6. If the pads
are already tied to power and ground rails, nothing moreqsired than to line them up
(the pad pattern shown is recommended since the same probearabe used for each
tier). If the pads are tied to other signals, a simple fusarail@ circuit element can tie

them to one of the rails post-bond.

3.3 Experiments
3.3.1 Architectural Partitioning

Our experiments are based on the architecture and techynoldige Alpha 21264. In order
to evaluate the cost of implementing our pre-bond testesisatwe need to know the area
consumed by a scan cell and the number of scan cells requige@8D-integrated design.

To determine a realistic size for the scan cell, the scanwasd! laid out using 0.28n
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TSMC design rules. This technology generation was seldotethtch, as closely as pos-
sible, that used to manufacture the 21264A. The actual dedithe scan cells is based on
the 8T latch. Each cell requires Ban? of silicon.

To determine the number of cells required by our technigqusaraple 3D floorplan
(Figure 7) for a 21264 was designed by a published 3D floon@a[82]. From this floor-
plan we extracted the number of signals crossing betweedi¢helable 1 lists all of the
inter-die buses, the number of signals comprising that &g the cost of adding the nec-
essary scan cells. Note that each signal requires two stlan @ee on the source side to
observe the test output and another on the sink side to @evidst input.

The bottom row in Table 1 gives the final area cost of injecéind observing test values
on 3D signals. This costis 0.165% of the area of the sampledii@moin Figure 7. However,
the floorplan contains 8.56% whitespace, so the scan flopside@quire an expansion of
the chip footprint. Additionally, the area consumed by tbarsflops is only 0.173% of the
die size of the original Alpha 21264A, which results in a ngigle expansion of the die

footprint.
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Table 1. This list consists of the buses that cross from oneeti to another. Listed are the source block
and tier, the sink block and tier, the number of signals, and he area penalty paid to include scan flops.

SOURCE Tier | SINK Tier | BITS | AREA (unv)
Instruction Cache 1| Instruction TLB 2 40 6065
Instruction TLB 2 | Instruction Cache 1] 174 26384
Instruction Cache 1| Fetch and Decode 2| 128 19409
Fetch and Decode 2| Instruction Cache 1| 42 6369
INT Mapping 2 | INT Queue 1| 200 30326
INT Queue 1 | Issue 2 | 196 29720
INT Register File 1 2 | INT ExecutionUnit2 1 | 150 22745
INT Execution Unit2 1 | INT Register File 1 2 71 10766
INT Execution Unit2 1 | INT Mapping 2 14 2123
INT Execution Unit2 1 | Branch Predictor 2] 93 14102
INT Register File 2 2 | INT ExecutionUnit4 1 | 150 22745
INT Execution Unit4 1 | INT Register File 2 2 71 10766
INT Execution Unit4 1 | INT Mapping 2 14 2123
INT Execution Unit4 1 | Branch Predictor 2| 93 14102
FP Register File 2 | FP Execution Unit 1 1| 154 23351
FP Execution Unit 1 1 | FP Reqgister File 2| 71 10766
FP Execution Unit 1 1 | FP Mapping 2 14 2123
LoadStore Queue 2| Data TLB 1 66 10008
Load'Store Queue 2 | Data Cache 1| 180 27294
Data Cache 1 | LoadStore Queue 2| 144 21835
Data Cache 1 | Memory Controller 2 | 166 25171
Memory Controller 2 | Data Cache 1| 166 25171
| TOTAL \ | 2397 | 363,461 |

Our experiments assume a simple LTC design. The LTC proyideslel access to six-
teen scan chains per layer. Additionally, the LTC contairteen one-bit bypass registers.
Finally, sixteen multiplexers and demultiplexers are uideld to allow selection between
the scan chains and the bypass registers. Together, tngsdibr sixteen scan chains per
layer—thirty-two chains in the chip—which is comparablemodern designs [70]. This
design requires thirty three test pads per laygefl5%0], S$[15,0], and a select signal.
The area cost of such an LTC is insignificant compared to tls¢ @bthe injection and
observation scan cells.

This area cost represents the worst-case cost we shouldtédepémplementing this

test technique for two reasons. First, academic layoutdymed under publicly available
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Figure 8. A schematic of 3D MAPS chip stack, showing the sixtyeur cores, sixty-four SRAM tiles, and
3D connections.

DRC rules are much larger than functionally-equivalent stdal designs produced under
highly-optimized and proprietary DRC rules. Second, we @&sa worst-case scan cell
scenario in whickevery3D via requires the addition of two scan cells that serve nmpgae
beyond pre-bond test value injection or observation. Inahdesign, many of these cells
could be unnecessary—if the 3D via directly sourcegarginks a scannable flip-flop—or
could be reused as part of the post-bond test strategy. €se teasons, we expect an actual
application of our technique in an industrial design to a&n less area than the results

reported here.

3.4 3D-MAPS Test Architecture

The 3D Massively Parallel Processor with Stacked Memory§8EPS) chip is a test vehi-
cle for evaluating the benefits of 3D fabrication. The degjgal was to produce a processor
that could consume as much 3D bandwidth as possible and dgratnthe performance
improvements expected of applications running on sucht@isys

The test architecture in the 3D-MAPS chip is based on defsigpre-bond-test prin-
ciples that have presented in this chapter, so here we prtgedetails of 3D-MAPS as a

case study in pre-bond-testable design.
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170 bond pad dummy TSV

Figure 9. An annotated SEM image of the 3D-MAPS chip showing tb key 3D components: backside
I/O pads, TSVs, thinned top tier, and the microbump face-to-fae bond.

3.4.1 3D Processor Design

3.4.1.1 Chip Stack

The basic architecture of 3D-MAPS is shown in Figure 8 whiteirmage of the actual
3D-MAPS chip stack is shown in Figure 9. The stack consistavoftiers (5mm on a
side for 25mn of silicon per tier or 50mrhtotal) bonded face-to-face with microbumps
(3.4umsize, mmpitch). Global Foundries [25] fabricated the front-erfdioe (130nm
bulk-Si), TSVs (via-first process; luthsize, 2.mmpitch), and back-end-of-line (six met-
als). The thick (76pm) wafers were shipped to Tezzaron Semiconductor for fingshi
including bonding (thermo-compression), thinninggfrotal, composed ofinbulk and
6umBEOL), /O pad deposition, and dicing. Th#l pads are placed on the backside of the
thinned die (235/0s; 14 carry signals, the remainder are power and ground). T3Ys

are used per/O cell to handle &-chip current loads.

3.4.1.2 Architecture
3D-MAPS is composed of sixty-four processors and sixty-BBRAM data memories (one
private memory per processor). A 116b 3D bus connects eaxtegsor to its memory.
Each core is a five-stage, in-order, two-wide VLIW machinée Two-instruction format
was chosen to maximize utilization of the 3D bus; each coneegacute a memory instruc-
tion every cycle, for a total 3D bandwidth of 71GBps at 277MheKating frequency.
Within each core is a 1.5kB instruction memory (192 bundées) a 1kb register file.
Each memory tile is composed of four 1kB memory banks. ThdkB of data memory

per core and 256kB total in 3D-MAPS.
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Figure 10. General test sector architecture. Shown are thebay-four cores divided into four sectors,
the twelves scan chains (three per sector), and the 3D intexte between the tiers.

For communication, 3D-MAPS has an eight-by-eight mesh agtwEach processor
can pass data to its four neighbors. This mesh provides 8.9®Bgction bandwidth.
There is no communication between memory tiles; coherengst ime maintained by the

programmer. A barrier instruction is provided for syncheamy the cores.

3.4.1.3 @-chip Interface

The functional &-chip interface is limited to three bits, which are phydigahultiplexed
onto the test pins. These three al@ne barrier_req, andbarrier_ack donesignals the
end of computation, andarrier_reqsignals that all cores have reached the barrier. Both of
these signals are produced by AND trees that reduce theido@doneandbarrier_req

signals of the sixty-four cores to a single outpltarrier_ackis a control signal which

provides breakpoint-like functionality and discussedHar in Section 3.4.2.3.

3.4.2 Sector Test Architecture
The test architecture design process had two goals: gilabeguadation and easy experi-
mentation. Graceful degradation is the ability of the desaysolate faulty, failing portions

of the chip from good, functional portions of the chip. Griatelegradation is particularly
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important to this design because 3D integration is a largalgsted manufacturing pro-
cess, and we need to be able to make measurements with thevelmpn the presence of
many faults. Easy experimentation is the ability to conamradl observe the workings of the
chip on deep, simple level.

To achieve these goals, we choose a sector-based full-ssbarthitecture, as shown

in Figure 10.

3.4.2.1 Graceful Degradation

A sectoris a set of sixteen cores which are designed to test and epedspendently of
all other cores. Each sector is independent from the coed éMhe way up to thefd-chip
interface. This provides coarse-grained graceful degi@ubecause a fault within a sector
disables only that sector, not the entire chip.

There are a few key aspects to isolating a sector. First, &aciior can disable the on-
chip mesh network at the boundary of the sector. When the laoynsl closed, the sector
receives all zeros on that link, rather than faulty commatmns. This behavior matches
the boundary behavior of the full, eight-by-eight mess.

Second, each sector has independent AND-reduce treesefdotieandbarrier_ack
signals (Figure 10 shows one AND tree in the middle of eackoseclin the final stage
of reduction, each sector’s signal is masked by a sectobldidat. This prevents a faulty
sector from interfering with these reductions.

Third, each sector has an independent set of scan chainspsented by the three
thick wires in each sector in Figure 10. No sectors share anyqgb their scan chains, so a
fault in a single scan chain disables only the sector in wthal scan chain is found.

Finally, each sector has an independent paiy©@ftest pads (shown on the left side of
Figure 10. The scan chains for each sector are tied to thetrselfOs so that even at the
off-chip interface, the sectors are independent. Therefaredfof the pads is faulty, only
the associated sector is lost; the others can still be sidoj¢o experimentation.

As shown in Figure 10, 3D-MAPS is composed of four sectorsurbezas chosen due
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to area and pin-count constraints; fewer sectors would ppaseided too little graceful
degradation, and more would have required too much areapgiement.

The only hardware shared between the sectors in the hardndrthe test control. The
hardcore consists of the power and ground rails, the cleek ind the reset signal. The test
control is composed of the test control state machine (TC3M}lae various enable signals
it produces; test control is discussed in detail in Sectigh233. Isolating this hardware
between sectors would have incurred much too high an aredesign complexity cost to
implement &ectively. It is important to note that that communicatiomvizeen the sectors
and this shared hardware is one-wagyfault within a sector cannot propagate up through
the shared hardware to fail the chip. A fault in the sharedivare itself could fail the

chip, but the area of this hardware is quite small and so iseemably small failure risk.

3.4.2.2 Easy Experimentation

The other primary goal of the DFT design was ease of expetatien. We need to easily
get deep into the chip and observe the various pathways. Mugxirtant is the 3D in-
terconnect between the tiers, though general access tatal s preferred. This is most
simply achieved with a full-scan test solution. This pra@sdsimple, direct access to all
parts of the chip and has greatly eased experimentationitiéually, we implement some
programming chains to control the length of the data-cagghain.

Figure 11 shows a simple schematic of the single-core acthoite. The large circles
on the buses into and out of the data memory indicate 3D cdionsc In particular, this
schematic highlights the functioning of the three scanmhakirst and most important is
the General Scan ChaifGSC). This chain snakes through each and every flip-flop in the
processor core. This chain contains 772 flip-flops per cd@288PR in a sector). This is the
chain that is used to load test vectors and return test reggon

To manage the length of the GSC, we implemented two contrahshéhePipeline

1The exception is the power and ground rails. A short anywimetieese networks will fail the chip.
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Figure 11. A schematic of the single-core architecture, higlighting the function of the three scan chains.

Bypass ChairfPBC) and theCore Bypass ChaifCBC). The PBC is used to exclude in-
dividual GSC segments within a core. It is composed of nite fer core, 144 per sector
(four are not shown in Figure 11; they correspond tédms needed to communicate with
a core’s four neighbors). The CBC is used similarly, but it lsges an entire core’s GSC
segments; the CBC contains 16 bits per sector. Note that the@S©@ne unbypassable
flip-flop on its output. Its purpose is to prevent timing vidas; without it, multiple cores

could be bypassed and the GSC could run for millimeters witeacountering a flip-flop,

which would fail the set-up time requirement.

3.4.2.3 Central Test Controller

The Central Test Controlle(CTC) is shown in Figure 12. This unit controls all operation
(both functional and test) of 3D-MAPS. Because this test ¢thgis traditional &-chip
memory interfaces, the CTC serves as the only connectioneleetithe processor and the
outside world. Modeled after the IEEE 1149.1 test accest gwr CTC contains some
components that are specific to each sector (and so indepdral@ one another as require

for graceful degradation) and some shared components.
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Figure 12. A circuit diagram of entire CTC, including per-sector components.

Sector Hardware Each sector, as was also shown in Figure 10, is given a pa®sf |
These pins are theest Data I(TDI) andTest Data OUTTDO) pins respectively, and they
function to insert data into the processor and capture da@duged by the processor. As
shown at the top of Figure 12, the TDI and TDO signals (andtaioat-chip signals) must
traverse the redundant TSV arrays to access/tDghads on the backside of the thinned
tier. Internal to the CTC, the TDI signals are delayed by fowley, this synchronizes
the arrival of the scan chain signals at the first processar wih the arrival of the global
control signals produced by the TCSM, which require four egdb broadcast. The TDO
signals have an attached flip-flop as well; this final flip-flepves to maximize the timing
margin available for the output signal to traverse the pgekand PCB.

Also internal to the CTC is a fourth scan chain for each setiterpne-bit-longSector
Control Chaing(SCC). The SCC is the bit that actually disables a bad sectdr,dvasing
the sector boundaries and maskingdtseandbarrier signals. Because it is so short, the

SCC also serves as a quick way to test the functionality of thé &Self.
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Figure 13. State diagram for the TCSM. Dashed arrows represenTMS ='0’ transitions, solid arrows
TMS="1" transitions. Bolded states do not change state on TMS'1’. Note that holding TMS ='0" will
always return the machine to the reset state within three clok cycles. For clarity, output signals are
not shown; see Table 2.

Test Control State Machine The shared components consist of the TCSM and the
barrier anddonelogic. The TCSM (Figure 13) is modeled after the IEEE 1149atest
machine. Hectively, we have merged the command register (specifiethdstandard)
into the TCSM to create a set of hard-coded test modes. As hatHEEE 1149.1 state
machine, a single input bit, theest Mode SeledfTCSM) signal is used to control the
TCSM, and holding this signal low guarantees that the TCSMmstto the initial state.
In Figure 13, a bolded state indicates that the TCSM loopsanhgtate when the TMS is
high. All other transitions are shown, with a solid arrowigating the high transition and
a dotted arrow indicating the low transition.

The TCSM has six encoded modes: two for test, three for cordigur, and one for
execution. Thdogic test(Ltest) andmemory tes{Mtest) modes are one- and two-cycle
test modes, respectively. Ltest is used to test all logibgancluding the 3D interface
(detailed in Section 3.4.3). Mtest is used to both test thearees and to logdinload them

at the beginningend of execution. Two cycles are required because the mesorust
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Table 2. List of global control signals produced by the TCSM, heir functions, and the TCSM states in
which they are active.

Signal Purpose State(s) Active

Testen Places entire chip in test mode | All states except Ltestapture,
Mtest capture, EXErun

RF_en Allows writes to the register file Ltestcapture, EXErun

Mem.en | Allows writes to the IM and DM| Mtestlaunch, EXErun

PBC.hold | Freezes the contents of theAll states except PBGcan
pipeline bypass chain
CBC_hold| Freezes the contents of the cardll states except CBGcan
bypass chain
SCChold | Freezes the contents of the sectokll states except SCGcan
control chain

respond to the input data they receive on the first cycle. freetconfiguration modes are
used to set the contents of the PBC, CBC, and SCC respectively.lyi-itha execution
mode sets the processor in functional mode and allows progyta execute. The actual
execution state is sandwiched between two scan stated) aliev execution to be halted
and debugged by scanning temporary state out of and thenritadke machine.

TCSM Control Signals The TCSM produces four critical control signalssten
rf_en andmemen Test enable puts the chip into serial scan mode for testaadstf parallel
load mode for program execution. Itis disabled only for tberstest, memory capture, and
execution states. The register file and memory enable sigmalused to protect the state
in their respective units during scan cycles. Register filbénis enabled in scan test and
execution states only, and memory enable is enabled onlgmany launch and execution
states. The TCSM produces a further thnedd signals, one each for the PBC, CBC, and
SCC chains, used to hold the contents of these chains oncéaiveybeen programmed.
All signals are summarized in Table 2. Note that these siragy(with the exception
of SCC hold) that are broadcast globally and so necessitatsytichronization flip-flops

discussed previously.
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Functional Signals The finally component of the CTC is the reduction logic for the
barrier anddonesignals. Fordone the four sector signals are masked according to the
SCC chains and ANDed together to produce the fin@cbip signal. Handlindparrier is
slightly more complicated. The finbhrrier signal is calculated and sent-@hip, identical
to done However, one last control signal, coming from KDk, is ANDed into the tree
before this signal is broadcast out as the barrier acknaelethe purpose of this is to
create breakpoint-style functionality.

When a program produces an erroneous result on an experirobigdike this, it is
always a challenge to determine if the problem is in the hardvor the software. As
such, we have maximized our program debugging capabilifessmentioned previously,
the execution state in the TCSM is both proceeded and followedcan states. This
allows us to pause the execution, read out the contents giipledine stages, reload these
same contents back into the pipelines, and resume exeaxawtly where it left & Of
course, this only works if the exact cycle number of interesthown. For cases where it
is not, breakpoint functionality is desired,; this is whdre tf-chip barrier signal comes in
(Figure 12, leftmost AND gate).

During normal execution, this signal is held high, and lemgriresolve as quickly as
possible without any outside interference. However, inudetmode, we can hold this sig-
nal low. When the program encounters the barrier, it will msolve, and we can then read
out the memory and register file contents for examinatiofiofimnately, the pipeline con-
tents will be mostly lost waiting for the barrier signals &ach the CTC initially, but this
is unavoidable). After the memory is read out, we set tfieclip barrier signal, and the
program resumes execution. Thus, by inserting barriersyap&ints, we can break the pro-
gram execution at any point, a very useful debugging feaBeeause barriers are reported
off-chip, the test system can count barriers as they occurtiagiissh between breakpoints
and synchronization points, allowing the latter to resalwenpeded and maintaining full

chip functionality even in debug mode.
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3.4.2.4 Executing a Program
Here we describe the basic process for executing a progrssurfang an all-good proces-
sor). First, we enable all sectors by setting the SCC. Then ablemll cores for scan by
setting CBC appropriately. Third, using PBC, we enable onlylpipestages one and three.
Then we loop through the memory |gtest branch of the TCSM a few thousand times to
fill the IMEM and DMEM. Now that the program is loaded, we entiee EXE.init state.
In this state, we scan all zeros into the chip, a state aathitally defined to be safeWe
also use this state to ramp the clock up from test frequencygri®frequency, if desired.
Next, we enter one final preparation state, which ensuresthial PC is correctly
read. Finally, we execute the program. Upon receiving domesignal, we return to the
memory loadtest branch to read out the contents of the memory and véwhoutput of
the program—of course, setting the PBC to pipeline stage thnel five only (for sending
read commands and receiving read data, respectively) pakd up the read out process.

This process is then repeated for each benchmark and data set

3.4.3 Testing 3D-MAPS
The 3D-MAPS chip has been fabricated, packaged, and motmtadest system at the
Georgia Institute of Technology, School of Electrical andr@aiter Engineering. We have
found significant success applying test patterns with tiseritleed test architecture. Numer-
ous bugs have been removed from both ther@odel and the test system RTL. We have
even discovered and resolved a couple of discrepancieebetthe 3D-MAPS RTL and
the actual chip. These discrepancies were quite unexpesitex the chip was compiled
and implemented via CAD tools directly from the RTL descopti

So far, testing has shown that 3D-MAPS has been fabricatectlgas described in our
GDsSilI files; no manufacturing bugs have been found. One ddxig has been discovered.

In our design methodology, we adopted an active-high stanfda enable signals (i.e. a

2“Safe” means the program state (i.e. IMEM, DMEM, and regifite contents) will not change.
3In normal operation, the PC loads either the previous PCeobthnch target incremented by eight. The
extra cycle is required to avoid that plus-eight calculatio
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Figure 14. A schematic of the path utilized to verify the 3D inerface. A shadow of the DMEM is shown
on the bottom tier to more clearly show its functional connetions to the rest of the processor.

unitis active when its enable signal is a logical one). Thenmwy compiler used to produce
the IMEM and DMEM however used active-low enables. In mosesathe conversion
from active-high to active-low was properly made. Howewste case was missed. |t
occurred in the logic that controls for a writing a charaacemord to the DMEM. This
has proven to be a very minor bug and requires only that wesadaye tricks to fill up the
DMEM with data. Additionally, this bug discovery informelde design of version two of
3D-MAPS (which is currently with the fab) by helping us idéptind fix a related design

flaw in that chip. Overall, it was a very beneficial experience

3.4.3.1 Testing the 3D Interconnect

Here we describe the process required to test the 3D inteecdn Figure 14 shows in
detail the 3D path. A memory instruction is launched fromefiipe stage three. The
instruction (composed of data, address, and the memory emthpasses through some
logic before traversing the 3D, microbump bus and arrivinthea memory. The memory

unit simultaneously executes the instruction and immediatopies the input data to the
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Figure 15. The output of a test of the 3D bus as captured by thebic analyzer.

output. This data traverses the 3D interface again, whésed@ptured by stage five.

The passing of memory data transparently to the output te @uonvenient feature. It
enables a simple, quick test of the 3D bus, as traced out byasieed arrow in Figure 14.
To test the 3D bus, we launch data from stage three, allow propagate both into the
DMEM (as marked by the&) and on to stage five. Without this functionality, we would
be forced to execute back-to-back write-and-read pairssart additional DFT hardware,
neither of which is ideal. This simple feature has proveneguluable for enabling quick,
direct test of the 3D bus.

Figure 15 shows an example test response when the 3D busrgssexk From top to

bottom, this screen capture shows:
1. the TMS signal
2. the four TDI signals (one per sector)
3. the four TDO responses (one per core)

4. the golden response (there is only one for this experiimerduse all sectors received

the same input)

5. the mask (this stream identifies which bits are known \evghich are don't cares)
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The experiment begins with the configuration sequence for 8BC,, and PBC. The third
visible ‘1’ on TMS marks the application of the test vectoresméin the 3D bus is being
activated. The fourth visible ‘1’ on TMS indicates that saaut of the test response is
occurring. A comparison between the TDO streams and theegalkelsponse reveals that
3D-MAPS passed the test. There are a few discernible digooégs, but they match up

perfectly with lows in the mask stream and so are not reletatite test of the 3D bus.

3.4.3.2 Other Experiments
We have sampled many other paths within the chip beyond thbu3D So far no manu-
facturing bugs have been discovered. While this is congistéh a mature process like
130nm, it is surprising how robust the 3D process appear®toMost importantly, the
configuration chains have been fully vetted with a numbeully fandom test patterns that
pushes their functionality to the limits. Other paths sushitee DMEM, IMEM, register
file, ALUs, and bypass networks have only received limitesting. We expect to fully
validate the manufacturing quality of these paths as wedkeigest capabilities improve.
We have also collected some initial results for power condion. These results sug-
gest that the simulated power numbers are quite reliabladapnately 20% error). They
also suggest that the chip is operating stably at 277MHz. eMigfinitive frequency and
power results must wait on further development of the testesy, as described previ-

ously.

3.5 Summary

In this chapter, we presented a new DFT architecture forlemppre-bond test of 3D die.
This architecture is based on the generic test wrappermlesigch has already been suc-
cessfully applied to board-level and SOC test. In this caseireat each tier as a separate
test module. Each tier test wrapper is complete with an LTdCkaoundary registers. These
simple test features flice for most designs; specifically, this design has been asgiat

effect in the 3D-MAPS test chip.
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We also presented a few tricks for maximizing the benefit gfi@menting a product in
3D while maintaining pre-bond testability and for mininmgithe cost of pre-bond testa-
bility by amortizing the cost of test resources across s\fferent use cases. Our hybrid
signal distribution network creates a minimum amount oivaciviring post-bond while
maintaining complete functionality pre-bond. Our pre-thgmmobe pad reuse scheme uti-
lizes the pads in a new way post-bond to maximize the benefitesfe costly structures.
Taken together, this work establishes a strong foundatiorésigning fully testable 3D

integrated processor systems.
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CHAPTER 4
3D CIRCUIT DESIGN FOR PRE-BOND TEST

The previous chapter focused on archecture-level partitgs of 3D designs, wherein the
units making up the chip architecture are spread acrosgetiséout each individual is whole
and functional. While this is certainly a powerful designiopt even more féective 3D
designs are possible if we start to partition the units thedves across multiple tiers. This
so-called circuit-level partitioningfters the greatest performance benefits but also poses
the toughest challenges to designers. In this chapter, keeadook at a couple circuit-

partitioned 3D designs and tackle the problem of testing tteenmponent pieces pre-bond.

4.1 3D Circuit Design and Test

Previous work in 3D design has examineffetient partitioning schemes for key functional
units in high-performance microprocessors. These undisidie caches [66], instruction
schedulers [67], arithmetic units [68], and register filé8]] Some of these—the cache
designs in particular—involve what is best described asldabk partitioning. These de-
signs are easily testable using the wrapper-based testgtrediscussed in the previous
chapter. Others, most notably the port-split register fdsign, are partitioned at a very
fine granularity and seem completely untestable by knowmiecies.

To cover this range of partitioning options, two designsseiected as representative
cases. These are the bit-partitioned Kogge-Stone add¢nhapart-partitioned register file.
The Kogge-Stone adder represents the easiest of the guaditioned cases, using only a
few internal 3D vias and mostly resembling an architecpagitioned design (i.e. most
functionality is still intact pre-bond). The port-splitgister file, on the other hand, makes
extensive use of internal 3D vias and heavily divides fuoraiity across tiers, represent-

ing a unigue and dlicult pre-bond test challenge. These two functional unrissdder and
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Figure 16. An 8-bit Kogge-Stone adder. (a) shows the plananmiplementation with its massive wiring
area. (b) shows the placement of the 3D vias in the 3D designc)(shows the true 3D design with the
significant wiring reduction.

SRAM memory array, also represent the most commonly seen@oemps inside a micro-
processor The particulars of each 3D design and the negdssaistrategy are discussed

below.

4.1.1 Kogge-Stone Adder

The planar and 3D designs of an eight-bit adder are showngur&il6. A Kogge-Stone
adder makes heavy use of prefix units to minimize the fanowash unit and increase
addition speed. As shown, prefix values are shifted left atieh stage by an exponentially
increasing distance to produce the carry values. As thehbittdncrease to 32, 64, and 128

bits, the wiring costs explode. To alleviate this probleine, 83D design proposes a modulus
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partitioning of the original operand bits. Figure 16(b)wisca modulus two (i.e., odd and
even) partitioning. In the first level of logic, the even basd odd bits are exchanged
across 3D vias. In the last logic level, the generated camiest be shilied because they
are generated on the wrong tier from which they are used. | lotla¢r logic levels, the
even and odd halves of the adder do not communicate. Whileléimapimplementation
had to wire these non-communicative blocks side-by-stike 3D partitioning enables the
independent wiring to get out of each others’ way, greattiuoeng wiring area. Note that
the wiring complexity of the 3D implementation resemblesttbf a planar 4-bit adder, a
significant improvement over the 8-bit planar adder. So rheltwo bit-partitioning has
the dfect of replacing the last, most-complex tract of wiring wétlvia tract (with wiring
complexity equal to the first, simplest wiring tract), sigcantly increasing addition speed
while simultaneously cutting power consumption.

Though only a modulus two partitioning is shown, higher mibdan be used in taller
stacks. For example, with four tiers, each group of four ¢tatsld be partitioned across the
stack. This would replace the two last, most complex wiragts with two via tracts of
complexity equal only to the first two wiring tracts. Thus thesign is very extensible to

higher tier counts.

4.1.2 Testing the 3D Kogge-Stone Adder
The 3D Kogge-Stone adder has 3D vias only in the first few asdldaic levels. Thus,
these vias are easily accessible from outside the addem&®kpoints. To test the adder
pre-bond, we simply add scan registers at the edge to prtestigalues on these nets. This
enables full structural test of each half of the adder predbo

Because test cost (i.e., number of applied patterns) in gegews superlinearly with
the complexity of the circuit under test, 3D designs natyralduce total test time. That s,
the number of patterns required to test each tier indepelydare-bond and then test the

connecting 3D vias post-bond is much less than the numbeattédms required to test the
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Figure 17. A 4-port SRAM cell. This cell is laid out in an array to form a 4-port register file. (a) shows
the planar implementation with its massive wiring area. (b)shows the equivalent 3D design. Note that
the lengths of the bitlines, wordlines, and internal nets hae all be significantly reduced.

planar implementation. To be fair, the planar design coeléibgmented to artificially di-
vide it into independently-testable circuits similar te tBD division. However, this would
be more costly than the 3D split because it would requireriitseof multiplexors into the
adder’s critical path to disable functional data duringd.t&nce there is no functional data
in the 3D adder pre-bond, this extra delay can be avoidedcned the impact of test on
the normal operation of the chip. Of course, the test data brigated post-bond, but this

gating would be f the critical path and thus less of a concern.

4.1.3 Port-Split Register File
Current high-performance microprocessors require simetias access to many operands
from the register files to maintain high instruction thropgh Typically, the requirement
is two read ports and one write port per parallel instrucpars a few extra for functions
such as reads for data forwarding in the load-store queuerthnage memory accesses.
Modern superscalar processor designs execute betweemtigdanstructions in parallel,
which would require a minimum of six ports up to twenty or mpuets.

Figure 17(a) shows the planar implementation of a port-sggiister file. Note how the
size of each bit grows quadratically with the port count, asheport requires dedicate bit-

and wordlines. For a high-end, twenty-ported register file,capacitances on the internal
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nets is massive, which is not desirable as the register fuetisal in determining the oper-
ating frequency. To overcome this quadratic growth, aneggive port-partitioning design
was proposed in which some of the ports (half the ports, irctse of the two-tier design
shown in Figure 17(b)) are placed on other tiers. All thesestshare a single cross-coupled
inverter pair, with the ports on other tiers connected bactiigh 3D vias. In the two-tier
design, this reduces the size of the internal nets by a fowkith two tiers, this adds up
to half that size of the planar design. But not only are theriv@enets significantly re-
duced, but all the bitlines and wordlines are also cut in, lefiéctively reducing the wiring
load of the entire register file by half. This leads to sig@ifi simultaneous performance

improvement and power reduction.

4.1.4 Testing the 3D Register File
While the benefits of port-splitting are impressive, such sigteposes serious pre-bond
test challenges. Most notably, before the tiers are bonal@g,one tier has access to the
actual storage cell. The other tiers have ports to nothivey; &ire functionally broken. This
prevents the application of traditional memory test teqhas such as Walking Ones [6] to
any of these tiers. To test these tiers, a new approach igeequ

Obviously, the tier with the memory cell can be tested usiagssic algorithm. For the
other tiers, even though the memory cell is missing and treaiits cannot be tested as a
memory unit, there is still gticient functionality left in the circuit to test it. To enalilest,
we split the ports in such a way as to ensure that there issttde@ write port and at least
one read port on each tier. If the partitioning of a particdlesign has only read (or only
write) ports on a given tier, one port could be converted toralmnation reagivrite port to
enable pre-bond test, a minimal overhead. It is now postitdéream test data through the
ports to ensure they are functioning properly. This styategts each write port serially. A
test vector is applied to the write port. Then the addressefrite port and each read port
is stepped through sequentially (Figure 18). This has ffexieof the write port placing a

value on the internal nodes and the read ports immediatatiing it. Thus, we can verify
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Figure 18. Flowchart of the 3D register file test algorithm.

the proper functioning of the ports by observing the initést vectors on the read ports.

It is important to note that this strategy tests all memonmypponents: address decoder,
write hardware, bitlines and wordlines, ports, and sensplifiers. The latter four all
participate directly in passing the test data, so it is eassee how they are tested. The
address decoders, on the other hand, are tested in a sligtiitgct manner. Since the
write decoder and all read decoders all should be receitiagame address and producing
the same one-hot register entry, a fault in one of them wiivate the wrong entry and
produce an error on the output. It is possible that all parfges from the same error and
thus produce the correct output, but this would be an exogbdiare occurrence, and such

a situation could still be detected in the final memory teshefbonded stack, so this is not

39




(b) 3D Top (11.7kun?) (c) 3D Bottom (11.8ku?)

Figure 19. Layouts for a 64-bit Kogge-Stone Adder.

a concern. Thus, full test of the memory-less ports is aetigre-bond.

4.2 Experiments
4.2.1 Power and Performance

To evaluate our test strategy on these two circuits, plandr3D versions were imple-
mented in 3DMagic [24], an extension to the open-source M&@iSI tool [1], that en-
ables the creation of 3D layouts. Both implementations warétned across two tiers.
Our register file implementation is a 6-port (four read and twite ports), 8-bit, 16-entry
design appropriate for a two-instruction-wide processagyre 20). The layout consists
of four main components. First and most important is thead@®iRAM cell array, which
dominates each layout. Beside the SRAM array is the addresslelelmgic with six de-
coders per row, one per port. Above the array are the writeedsj two per column for

the write ports. Last are the sense amplifiers below the diaay per column for the read
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Figure 20. Planar and 3D layout for a 6-port 16x8b register fie. Despite the large area dference, these
two designs have equal storage capacity.
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ports. It is important to note that, within the SRAM array, leaark spot is a transistor.
Because multiported register files are wire-dominated rHreststor density is very low and
a lot of silicon is going to waste.

The 3D implementation, in constrast has a much higher storsilensity and makes
much better use of the available silicon. In this implemgaita two read ports and one
write port were placed on each tier. As reported in Table&3 implementation achieves
the same memory capacity as the standard register file butlya6@% the silicon cost.
Futhermore, the 3D footprint is over three times smallenttiee planar footprint, which
may be a crucial benefit since most chips are limited in sizpdwkaging restrictions.

Our Kogge-Stone implementation is a full 64 bits as shownigufe 19. To compute
a 64-bit sum, the Kogge-Stone adder requires eight levdlsgat. The first level, located
at the top of the layout, computes the generate and propaggials. The next six levels
incrementally gather thp andg signals to produce a carry for each bit. As Figure 20(a)
demonstrates, this process is completely dominated by itiess whiifling thep andg sig-
nals around. The final logic level, located at the bottom efilyout, produces a summation
from the carry bits.

In our 3D implementation, 3D vias are required between tisedind second logic lev-
els and between the seventh and eighth logic levels. ThissBtof vias is the key to the
implementation’s fficiency, as it greatly reduces the wiring congestion. Themsgwia
array is required because the carries are generated on ong wer and must be passed to
their proper tier. The area overhead of these vias is easitieh in the logic levels that use
them and thus do noftiect the overall area. As with the register file, the 3D addgmibi
icantly reduces the area and footprint compared with thedstal planar implementation
(Table 3).

We were able to extract the Kogge-Stone adder from Magic tolygre a generic,
lambda-based circuit description that can then be usedamyhtransistor generation de-

scription. We exported the extracted circuits to HSPICE amdkated them using a 130nm,
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Table 3. This table list the area and footprint requirementsfor each design. The percentage listed is the
size diference between the complete, bonded 3D adder and its plananenterpart.

Design Area Footprint
(unm?) \ Diff | (unv) \ Diff
2D Adder 35.4k 35.4k
3D Adder - Top 11.7k
3D Adder - Bottom 11.8k
3D Adder 23.5k | 66% || 11.8k | 33%
2D Register File 20.3k 20.3k
3D Register File - Top | 6.24k
3D Register File - Bottorm 6.24k
3D Register File 12.5k | 61% || 6.24k | 31%

Table 4. This table gives the power and performance numbersf the two adder implementations.

Design | Cycle Time Power
(ns) | Diff | (mw) | Diff
] 2D Adder\ 7.46\ H 26.1 \ \

| 3D Adder| 6.08 82% | 22.6 | 87%|

level 49 transistor model. The power and performance nusioethe Kogge-Stone adder
are presented in Table 4. The 3D adder obtains, simultatypauk3% cycle time and 13%
power reduction. This means that a 3D adder can run at a signily higher frequency
than a planar version for equal power consumption, or it canat equal speed for a nice
power savings, depending on the needs of the design. Thisweafies the power and per-
formance results of the previous work [68] which were basedrdical path estimations

of the circuits.

4.2.2 Test Cost and Coverage

To evaluate the test cost and coverage for the Kogge-Stotker,ade used the Mentor
Graphics tool set [52]. First, gate-level structural \agiimodels of both the 2D and 3D
implementations were produced and verified in ModelSim.tRer3D case, we produced
three model files: one file describing the bottom tier, onedéscribing the top tier, and

one file describing the 3D via connections. This divisionhaf nodel ensured an accurate
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Table 5. Listed are the pattern counts required to test each art of the design. These patterns were
obtained from deterministic ATPG.

| Design | Pattern Count |

] 2D Adder \ 313 \
3D Adder - Top 146
3D Adder - Bottom 145
3D Adder - Vias 10
Total 301

description of the model was available for both pre- and-posid test simulation.

The actual test simulation was produced using FlexTests dul provided a list of
faults, a set of test vectors, and the fault coverage actiieWe order to achieve a fair
comparison between the planar and 3D cases, we ran threesifauilations for the 3D
implementations. The first two targeted all faults withie tivo independent tier models,
simulating pre-bond test. The last simulation targetett$ann the 3D via nets between the
two tiers, simulating a post-bond test verifying that the twers were successfully bonded.
Summing the cost of these three tests estimates the totalfdesting the 3D design fairly,

The test simulation results are reported in Table 5. In comaiion of our earlier hy-
pothesis, the combination of testing the top tier, bottaen &@nd interconnecting 3D vias
required less patterns than testing the singular planagme®ore importantly, note that
the top and bottom tiers, being independent DUTSs durindé; may be tested in parallel.
This means that while the 3D design uses only 0.4% fewernpatté can be tested in just
156 cycles or in 49.8% of the time required for the 2D test.

The register file, being a RAM structure, requires a test nulogy very diferent
from the adder. Because this register file is a relatively bkstaicture, we can reason-
ably apply a fairly complex test pattern. For comparison,use Suk and Reddy’s Test
B [76], adapted to multiported structures. The single-gubralgorithm requires Ibac-
cesses, where is the number of bits (128 for our register file). To accomedaultiple

ports, we multiple bynaxXread portswrite port9. This comes out to 12.3k accesses to test
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the planar register file.

For our 3D register file, we apply Test B to the bottom tier feaming the state logic),
requiring 6144 accesses. Implementing the algorithm desatin Figure 18 requiresm2
accesses, another 256 patterns. Of course, once the eebsrded, we must test the 3D
via connections, which requires4r 512 patterns. Thus, in total, testing the 3D version
of this register file requires just 6912 accesses, whichrisdgerior to testing the planar
design. In this case, simplifying the circuit with partitiag has greatly improved the test

situation.

4.3 Summary

In this chapter we have investigated test strategies fauitipartitioned 3D designs, in
which a functional unit can be partitioned into incomplebewits across dierent tiers.
Our techniques present standard scan registers that camtdggated into the tier scan
chains, allowing the ATE to (in the standard scan case) tiyréest the circuit or (in the
PRPGMISR case) initialize the registers for BIST. To demonst@aie methodology, we
performed two case studies using a prefixed parallel addka aegister file. In the case of
the bit-split 3D Kogge-Stone adder, pre-bond test involvetmple extension to scan-based
test. The port-split 3D register file, was much morfidilt, requiring a new test strategy
to enable pre-bond test. Our full layout implementationsficmed the power and perfor-
mance improvement estimates reported by previous workpanthult simulations based
on detailed Verilog models demonstrated high fault coveragreduced cost compared
to equivalent planar designs. We have shown that even thedifisult 3D partitioning

schemes can be tested pre-bond, ensuring the viability of+har chip stacks.
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CHAPTER 5
3D TEST WRAPPERS

Chapter 3 presented a general tier test wrapper for enabtiedpgnd test in 3D sys-
tems, while the previous chapter presented some ad hoc dutiyges for testing circuit-
partitioned 3D designs. Unfortunately, these solutiong@ion the critical assumption that
the entire 3D system is known to the test architect. Thisigaoerally true, as ICs increas-
ing contain IP blocks not owned by the system integrators Taquires a more advanced
3D test architecture standard for allowing black-box testi

The natural solution is to extend the design standards oEIEE49.1 and 1500 to
3D, and this work is well under way. Wu et al. [84] designed tase optimized TAM
architectures for 3D SOCs under 3D via count and TAM bandwaédtistraints. This work
concerned itself just with planar cores in a final stack testien Noia et al. [58] designed
test time optimized wrapper chains for 3D cores with 3D imé¢iscan chains under a 3D
via count constraint. This work also focused on final stack va@thout considering the
implications of pre-bond test.

Jiang et al. [32] designed 3D TAM architectures that optedithe total test time—pre-
bond and post-bond testing. However, they considered dahap cores with a single fixed
wrapper for both test modes. In a follow-up work [33], thewideed separate pre-bond
and post-bond TAMs and developed a methodology for shaonting resources between
these TAMs. Consideration was still limited to a singular pyer for each core. Lo et
al. [45] developed a 3D TAM architecture called TACS-3D, asglathaining scheme for
3D SOC test. This work treats 3D vias # kconnections and uses standard boundary scan
designs to test these connections. This work also limitsatsiderations to planar cores.

Marinissen et al. [50] proposed an extension to the 1500datanfor 3D ICs; this
extension is a die-level test wrapper that includes proluks en every tier for pre-bond

test,test elevator$or accessing probe-inaccessible tiers in partial staddiaal stack test,
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and a hierarchalrapper instruction registefor test control. This work also only considers
planar cores. More interesting though, it allows for the benof probe pads used in pre-
bond test to dter from the number of test elevators used in partial and fiagkgest. This
work does not address how the die wrapper handles these fi@cedit TAM bus widths. In
a follow-up work [48], this work is extended to demonstrdiattan 1149.1 style embedded
wrapper may also be used for the die-level wrapper; thedioms of the previous work
remain.

Here, we propose a new test wrapper design algorithm for 3bdéks.

5.1 Problem Definition

In wrapper-based DFT, eore under tes{CUT) is assigned some number of parallel test
channels for loading and reading test patterns. HowevelCBDs add a new twist: the
number of test channels available to the CUT mdkedin the pre-bond and post-bond test
modes. If the test access width is to change, the wrapper imelatle the flexibility to

adapt to the dferent widths.

5.1.1 Motivating Example
Figure 21 illustrates the challenge and opportunity of weapdesign for 3D IP cores. In
this example, the core consists of two tiers. Each tier atssf two scan chains which
must be ordered in the wrapper. Assume that the pre-bondidtst for each tier is a single
bit. The two scan chains on each layer are necessarily astitthgether by a wire in the
test wrapper to form a single wrapper chain (Figure 21(ajgrekh lies the optimization
opportunity: it would be desirable to reuse that stitchingevin the post-bond wrapper in
order to reduce the total wrapper wire length.

Figure 21(b) and Figure 21(c) illustrate this opportunigoth post-bond orderings
are based on a post-bond test access width of two bits. Fijifby stitches the long scan

chain on each tier to the short chain on the other tier; tHigism fails to reuse the pre-bond
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Figure 21. An example3DPy, problem with four solutions (for TAM widths of two and three) .

shows the pre-bond wrapper chain assignments. (c) and (e) @adesired solutions while (b) and (d) are
suboptimal.
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stitching and necessitates the use of two additional 3Ddealécated to test. Figure 21{c)
on the other hand does reuse this stitching. Both solutiomsnamimum test time for the
given TAM width, so both solutions would be considered opfisolutions to the post-bond
ordering problem in that sense. However, the second oglésiclearly superior when the
additional cost of wire length is considered.

Figure 21(d) and Figure 21(e) motivate the weighting of the design goals, test time
and wire length. These solutions are based on a post-bonddesss width of three bits.
In Figure 21(d), wire length is given priority, and the resalthat one test bit is wastéd
and test time is increased significantly. This is suboptibeaause test time is one of the
most significant components of product cost. In Figure 21@=t time is given priority.
This solution requires some additional wires but signifiaimproves test time, a much
better solution. Thus wire length is used as a secondarytreamsbehind test time for

determining an optimal 3D test wrapper.

5.1.2 Problem Formulation

We define the 3D IP wrapper design proble®dRy, as follows. Given a 3D IP core test
description (number of/Os, number of scan chains, length of the scan chains, and a 3D
partitioning of these resources), the set of pre-bond w=tss bus widths, and the post-
bond test access bus width, determine the optimal ordefitiged/Os and scan chains into
both pre-bond and post-bond wrapper chains such that thenesis minimized and that

the wirelength is minimized subject to the test time.
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Figure 22. KL partitioning for post-bond wrapper design. (a) shows the pre-bond wrapper solutions
produced by BFD. (b) is the graph representation of those sations. (c) is the post-bond wrapper
solution generated by KL partitioning. (d) is the final solution after scan element ordering. Shown is a
high-quality solution in which almost all pre-bond stitching is reused post-bond.

5.2 Wrapper Design Algorithm
5.2.1 Pre-bond Wrappers First

To design the 3D test wrappers, we use a three-step algoritferiirst describe its opera-
tion assuming the pre-bond wrappers are designed first ayabtt-bond wrapper second.
We then discuss reversing this ordering at the end of thisasecBriefly, the first step

applies theBest Fit DecreasingdBFD) heuristic to design the pre-bond test wrappers for

1Sl and SO pins locationsfiier for clarity of the figure. In practice, these pin locatioviuld be fixed as
part of the contract between the wrapper designer and the ahitect.

2The unused test bit could potentially be reassigned to anétAM as part of a wrapper-TAM co-
optimization problem. This problem has been studied preshioin [31]; the solution proposed there remains
applicable in the 3D SOC case.
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each tier. Step two uses tiernighan-Lin Partitioning(KL) heuristic to determine opti-
mal wrapper chain assignments for the post-bond wrapperllii step three orders the

post-bond wrapper chains to maximally reuse the pre-batuhes.

5.2.1.1 BestFit Decreasing

Designing each pre-bond wrapper is nearly identical togiesg a planar wrapper. The
only difference is the 3D vias. Here, the product engineer has a chdégécean treat the 3D
vias as pre-bond-untestable internal nets as in [40, 41icwcase they do noftfect the
impact the wrapper design. Alternatively, he can treat thsrnter-core communications
pins as in [50] in which case they are treated like any otf@@cbnnection in the wrapper by
being assigned a boundary cell. This choice can be made @alaywia case, designating
each as is appropriate.

To solve the pre-bond wrapper design problem then, we us8Hie heuristic [31].
We choose this heuristic because it produces a test-tirtigralppre-bond wrapper chain
assignment while minimizing the use of TAM resources. BFDdpicees a set of wrapper
chains composed afcan elementéthe internal scan chains antDI cells) and stitching

wires. The goal of step two is to reuse these stitching wveke greatest extent possible.

5.2.1.2 Kernighan-Lin Partitioning

To design the post-bond wrapper, we treat it as a partitgppinoblem. The input is a set
of disjoint subgraphs. The subgraphs represent all the pgraphains from all the tiers
in the pre-bond wrappers designed in step one. The vertepeesent the scan elements
(weighted as the number of scan registers in that scan etgraed the edges represent the
stitching. The goal in designing the post-bond wrapper thém determine a second set of

disjoint subgraphs (representing the post-bond wrappgnshsuch that

1. the maximum total weight of the vertexes in any subgraphimmized (this equates

to minimizing the post-bond test time) and

2. the greatest number of edges from the pre-bond subgraphswsed in forming the
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KL Partitioning for Wrapper Design

Input: R- graph of pre-bond wrapper assignments
K - number of post-bond wrapper chains

Output: T - graph of post-bond wrapper assignments

1: Designiirapper(GraphT, GraphR, int K)
2: if (K==1)then

3. T =TUR return

4: for each(scan elemensg € R)

5 Assignse randomly toR_ or Ry

6: KL=%Kr=K-K_

7: while (Balance is improving)

8:  while (Have legal move)

9: Ry =GreaterWeightR_,RR)

10: if (all see Ry are locked}hen

11: No legal movebreak

12: for each (unlockedseg € R))

13: Calculate balance and cut gain

14: Move and locksewith highest balance gain
15: Record intermediate solution and gains

16: Search intermediate solutions for highest gain
17: if (all gains are negativehen

18: No longer gainingbreak

19: Accept highest gain partition

20: Unlock allsee R_ ande Rg

21: DesignWrapper(T, R, K\)

22. DesignWrapper(T, Rr, Kg)

23: return

Figure 23. Pseudo-code for applying KL partitioning to the wapper design problem.
post-bond subgraphs.

Formally, the input is an undirected graRrand a post-bond TAM bus widtK. Ris
composed of a set of disjoint subgraphs, one subgraph pdxgme wrapper chain per tier.
Thus the number of subgraphshis Y ; ki, wheren is the number of tiers ank] is the
number of pre-bond wrapper chains on tké tier. The output is an undirected graph

composed oK subgraphs representing the post-bond wrapper chain assigs.
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The determination of the post-bond subgraphs is achievedgh recursive application
of the KL partitioning heuristic [44] (Figure 22). Psueddedfor applying KL to the 3D
wrapper design problem is shown in Figure 23. The optimizagjoals are represented by
balanceandcut. Balance is the ratio of the density of the first partition te tfensity of the
second partition, wher@ensityis the ratio of the total weight of the scan cells in a pantitio
to the number of wrapper chains assigned to that partitiorgvardensepartition has too
many scan cells which would lead to a long test time whileuaderdensgartition can
accept more scan cells withoutecting test time. The ideal balance is 1, which indicates
that all wrapper chains can have the same number of scan adlsution which ers
the shortest test time. Cut is the number of edges in the mrst-bubgraphs that do not
overlap pre-bond edges. The ideal cut is 0, which indicdi@isrto additional post-bonding
stitching is required.

Our implementation of KL is initialized with all the scan glents from every layer
grouped into a single pool (Figure 22(b)) and all the wrapgheins available for assign-
meng.

Each KL step begins by assigning half of the available wrappains to each patrtition.
Next the scan elements are randomly assigned to eachastitiile maintaining balance
as best as possible. Next is the moving phase. Each unlockedetement in the denser
partition is evaluated, and the move producing the bestbala accepted (ties are broken
with the cut gain). This is repeated until no unlocked scameints are available in the
denser partition. All discovered partitionings are evieddaand the one with the best bal-
ance is accepted (ties are once again broken by cut). Alldae slements are unlocked
and the moving phase is repeated. This continues until ne g&ins in balance or cut are
achieved.

The final step is recursion, where each partition is furtiwdssided into smaller par-

titions. Recursion halts when only a single wrapper chairssgmed to a given partition.

3The scan elements are all grouped into one large pool rexsardf tier because we consider 3D vias to
be free resources. This is justified by the submicron sizeedgent day state-of-the-art 3D processing
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Table 6. Two-tier circuit benchmarks.

Two Tiers
Cells per Tier | Chains per Tier
cktl | 3016, 3021 6, 6
ckt2 | 5329, 3479 11,7

ckt3 | 19,890, 19,228 40, 39
ckt4 | 37,359, 40,751 75, 82

The scan elements in that partition are then assigned tevilagiper chain (Figure 22(c)).

5.2.1.3 Scan Element Pairing

Once the wrapper chain assignments are complete, the fepalssto order the scan ele-
ments within the chains—both in the pre-bond and the posttharappers—so as to mini-
mize the cut. This simply requires searching the list of ®faments in the post-bond wrap-
pers, identifying all those that are assigned to the sambqgme wrapper chains, and stitch-
ing them together accordingly (Figure 22(d)). Final ordgrof these short pre-stitched
chains is a simple matter that can be handled with any toawitiordering scheme [49] and

so is not discussed further here.

5.2.2 Post-bond Wrapper First

It is a trivial matter to reverse the order of events. In thases we first determine the
post-bond wrapper by applying the BFD heuristic to the coteet of scan elements on
all tiers. The subgraphs representing the post-bond wragh@ens are then used to guide
the design of pre-bond wrapper chains. Now KL is execute@éah tier with the goal of
producing maximally-balanced pre-bond subgraphs thatmrelly overlap the given post-
bond subgraphs. Finally, the wrapper chains must be order@dnanner identical to that

described previously.
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Table 7. Four-tier circuit benchmarks.

Four Tiers
Cells per Tier Chains per Tier
cktl 1507, 1512, 1510, 1508 3,3,3,3
ckt2 2543, 1980, 2767, 1518 5,4,6,3

ckt3 9826, 9172, 10,757, 9363 | 20, 18, 22,19
ckt4 | 20,723, 18,135, 17,011, 22,24141, 36, 34, 44

5.3 Experiments
5.3.1 Experimental Setup

To test our methodology, we used a custom collection of beack circuits taken from the
OpenCores database [61] as listed in Tables 6 and 7. This imamklsuite includes a 80386
processor, a DES encryption engine, and two 256-bit pipdlimultipliers of ditering
pipeline depths. These circuits were picked so as to cowenga range of embedded core
complexities. To obtain the 3D placements of the scan chaiadirst compiled the design
with Design Compiler from Cadence [14]. Next we partitioned dircuits with a custom
FM partitioner [23] and performed 3D placement with Enceuritom Cadence. Finally,
Design Compiler was again used to partition and route the ccaims.

We developed our program in+G and executed the benchmarks on a 2.40GHz Intel

Xeon processor with 1GB RAM.

5.3.2 Methodology
To evaluate our algorithm, we ran a series of tests usifigrdnt design modes andi@irent

wrapper configurations. Most importantly are the threegletols:

1. All BFD (BFD)—the BFD heuristic is used to design both the pre-bond angdke
bond wrappers with no feedback between the two processes.isThur baseline

case.

2. Pre-bond FirstRRE)—the pre-bond first variant of our algorithm: the BFD heucist

is used to design the pre-bond wrappers. These designssaratkd to drive the KL

55



heuristic in designing the post-bond wrapper.

3. Post-bond FirsPOST)—the post-bond first variant of our algorithm: the BFD heuris
tic is used to the the post-bond wrapper. This design theeslthe KL heuristic in

designing the pre-bond wrappers.

To test our algorithm under fiierent design constraints, we vary the number of TAM bits
assigned to each wrapper. For the circaksl, ckt2 ckt3 ckt4, we vary the post-bond
TAM width from one to twelve, eighteen, forty, and sixty resfively. For each post-bond

TAM width we run three experiments:
1. Half-width ©5)—the total pre-bond TAM width is half the post-bond TAM wihdt

2. Even-width (8)—the total pre-bond TAM width is equal to the post-bond TAM
width

3. Double-width 20)—the total pre-bond TAM width is double the post-bond TAM
width

Here, thetotal pre-bond TAM widtls the sum of the TAM widths assigned to each tier. In
assigning TAM bits to each pre-bond wrapper, we divide t& fPAM width as evenly as
possible.

Finally, for each experiment, we design 3D wrappers for leghtwo-tier and four-tier

implementations of each circuit.

5.3.3 Results

In this section, we consider two wrapper design metrics. fifiseis critical test length
(CTL). This is the sum of the longest wrapper chain in eachiqaned wrapper and in the
post-bond wrapper. Total test time is the product of the remalh test patterns times the
length of the longest wrapper chain, so the longest chaimapgstional to the total test

time. We therefore use the CTL metric because it correlatestly to the total test time
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Figure 24. CTL versus post-bond TAM width for cktl.
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Figure 25. CTL versus post-bond TAM width for ckt2.

for a 3D stacki(e. pre-bond test time plus final stack test time). A superiompps is one
with a shorter CTL.

The second metric is theut This is the number of stitching wires in the pre-bond test
wrappers that araot reused in the post-bond wrapper, basically the number afsaniiot
reused in the post-bond wire routing. We choose this mettabse fewer reused wires

correlates to greater wrapper wirelength and routing cetng® A superior wrapper is one

with a smallercut
The CTL results are shown in Figures 24, 25, 26, and 27. In tressdts we can see

some very clear general trends. First, the CTL drops contisiyovith some plateauing
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Figure 26. CTL versus post-bond TAM width for ckt3.
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Figure 27. CTL versus post-bond TAM width for ckt4.

(beginning at local Pareto optimal points). These platemadocal minima where slight
increases in the TAM resource allocation are ndfisient to break up the longest chain
and improve the CTL. Secon@5 wrappers have the longest CTLs witth wrappers doing
better and with2® wrappers better still. This is simply because those dedigns more
pre-bond TAM bits and so shorter wrapper chains.

Finally, the four-tier designs have highers CTLs than thguiealent two-tier designs
at larger bus widths. This is an artifact of the way the CTL ma# defined, not a true

result. Compared to the four-tier designs, the two-tierkpyad wrappers have both twice
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Table 8. Average percentage of pre-bond stitches for each pariment and for each method overall.

Tiers | cktl | ckt2 | ckt3 | ckt4 | ALL

0 0 0 0
BFD 2 | 52% | 15% | 23% | 16% 2704

4 63% | 53% | 35% | 31%
2 [ 12%5.8% 5.0%] 6.7%

0)

PRE 1504 7.6% 5.0% | 7.4%] 257
[0) [0) 0 [0)

bosT 421 13% | 4.0% | 7.6%] 8.8% | o o

16% | 6.1%| 7.3% | 11%

as many scan chains to assign and twice as many wrapper ¢chiinghich to make as-

signments. The two- and four-tier pre-bond wrappers tloeechave approximately equal
longest wrapper chains. When calculating CTL, this longeairchets added in four times
for the four-tier designs, but only twice for the two-tiersit;s, causing the artificial infla-
tion in the CTL for the four-tier designs. In practice, the tvamd four-tier designs would

have the same test time when ATE resources are considered.

More important than these trends is the near-exact matdheo€T L curves foPRE-
and POST-designed wrappers to tIB¥D curves. Since the BFD algorithm is producing
minimum test time wrappers, this close fit demonstratesabhaKL-based algorithm suc-
cessfully minimizes the total test time as well. On aver&®&, andPOST CTLs are just
0.06% and 0.32% longer th&¥D respectively. In the worst case, they are still just 4.2%
and 3.0% longer respectively, and a product engineer coold these worse cases by sim-
ply running our algorithm several times on the same inpytwgédizing the random initial
partitions in the KL step to find a best-test-time solution.

The results forcut are shown in Figures 28, 29, 30, and 31. In these polar gréipds,
angle represents the post-bond TAM width (normalized tg@h2r] range), and the radius
represents theut The greater the distance from the center, the highectihand so the
worse the solution. Also shown are four rings, indicating thax possibleut and the

averages foBFD, PRE, andPOST; these averages are also listed in Table 8.
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Figure 28. Polar plots ofcutversus post-bond TAM width for cktl. The four rings highlight the averages
and maxcut
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Figure 29. Polar plots ofcutversus post-bond TAM width for ckt2. The four rings highlight the averages
and maxcut

In general, the results f®FD (plotted with the asterisk-style icons) are chaotic. Some-
times thecut is very low, and sometimes it is very high, but in general t&uits do not
cluster at any one radius. Since there is no communicatitweass the pre-bond and post-
bond design steps, this result is expected. Sometimes signdeol gets lucky and groups
the same scan chains together in both wrappers; sometis@gstthem upBFD averages
a 27% cut of the pre-bond stitching; it simply cannot reljgtoduce a loweut design.

In significant contrast, both tHeRE (represented by the open icons) &U$T (repre-
sented by the filled icons) design tools consistently predow-cut 3D wrappers. This

result is highlighted by the tight clustering of these datanfs in the middle of the plots.
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Figure 30. Polar plots ofcutversus post-bond TAM width for ckt3. The four rings highlight the averages
and maxcut
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Figure 31. Polar plots ofcutversus post-bond TAM width for ckt4. The four rings highlight the averages
and maxcut

These tools are not perfect; at some design pointsaihepikes up significantly. This is
attributed to the second-class nature of ¢lieobjective. Because our tool is designed to
minimize the maximum wrapper chain length first, tutis sometimes sacrificed to create
a shorter wrapper chain. These outliers in ¢chéclusters can be used to inform the TAM
architecture design; if wirelength or routing congestiom@ncerns in a particular wrapper
design, assigning an additional test bit or two could hetjuce the problem.

The other important point to note is that while tARE and POST design tools both
produce consistently lowutwrappers, th@RE tool in general is the better of the two (6.6%

on average compared to 8.4% #OST) as evidenced by the slightly tighter clustering of
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the PRE results about the origins. We attribute this to th&etent scopes each method
gives BFD and KL. ThePOST algorithm applies BFD to the global post-bond wrapper
design problem and then KL to the local pre-bond wrappermghegioblems. In doing so,
POST necessarily limits the opportunity for KL to optimize theegoond wrapper. In the
worst case, every single scan chain in the post-bond wrappeld be stitched to scan
chains from other tiers. This would leave KL with no oppoiti@s to reuse the post-bond
connections in the pre-bond wrappers. ConverselyPREetool applies BFD to the local
problem and KL to the global problem. Unlike0ST, KL applied to the post-bond design
problem is unrestricted by the physical layout of the staukso is free to reuse any of the

pre-bond stitches created by the BFD algorithm.

5.4 Summary

We have presented a methodology for designing 3D test wragpe embedded 3D IP
cores [42]. We use thBest Fit DecreasingndKernighan-Lin Partitioningheuristics to

design flexible test wrappers that can adjust to varyingnexstes like pre-bond and post-
bond test. This flexibility results in a lower total test tifioe the CUT and reduced wiring
resource consumption in the 3D wrapper design—PRE design tool reuses 93% of the
pre-bond stitching while sacrificing just 0.06% of the minim possible test time. Our
methodology is applicable to both true embedded 3D coresesithpler planar embedded

cores in cases where variable TAM bus widths are a usefujdésature.
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CHAPTER 6
SHORTING PROBE

The preceeding chapters have focused on testing the sirnternal to each unbonded tier.
Testing these components is critical, since the majoritthefdesign (tens of billions of

devices and wires) resides within a tier. Testability wasvjgted for these circuits right

up to the 3D interface; our test architecture is able to ydsbt outputs sent to the 3D
interface and source test inputs on the dangling input 3B. vidis functionality gets us

most of the way towards complete fault coverage, but the 23 themselves, the metal
blobs that actually form the microbumps and the TSVs, havarsescaped test. This is a
problem because the 3D vias are subject to defects the saamg ather component of the
tier. A test methodology targeting the 3D vias specificalyaquired in order to completely
testa 3D IC.

A variety of methods have been proposed for testing and cteiang 3D vias—
Kelvin configurations and ring oscillators [75]; sense afigation [21, 80]; leakage mon-
itors and capacitance bridges [46]. Unfortunately, alsthiechniques are designed for the
post-bond test environment; they cannot function durireglpynd test because half of the
test circuit is missing.

The sense amplification technique alone has been adoptgorddrond test of 3D
vias [16, 17]. Even then however, all these techniques at®gin nature, which is a prob-
lem. Analog test circuits are notoriously delicate, remgifinely tuned reference voltages
and passive components and a very quiet operational emvaony.e., little noise). Finely-
tuned parameters are not at all cofeetive in a high-volume production environment, and
digital ICs at very noisy chips. The techniques listed abdse all rely on comparators,
which are relatively large components that will not scaléi®millions of sub-micron 3D
vias we expect to see in near-future 3D designs.

Thus we require an all-digital test method that can be aggre-bond to millions of
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Figure 32. The three types of pre-bond-testable 3D via deféex

3D vias in a high-volume manufacturing environment. In thiapter, we present a new test
methodology, Shorting Probes. This methodology utiliteswell-established technology
of passive probes to test 3D vias with a high-speed scardlras¢hodology that can be

easily integrated with current industry best practices.

6.1 3D Via Defects

3D vias are, just like any other feature of an IC, subject toufecturing defects. Pre-bond,
there are three fierent types of defects that maffiect a 3D via; these are illustrated in
Figure 32!

Figure 32(a) shows a break, a disconnect in the structureeoBD via, caused some
stress factor on the via. A break can occur in either the TS%ahump, or the interface
between the two. Similar to a break is a void, shown in Figlt@B A void is caused
either by an incomplete fill of the TSV or the presence of aifprgarticle in either the
TSV or the microbump. Both defects increasettimeugh-resistancef the 3D via.

In contrast, a pinhole, shown in Figure 32(c), is a resissivert to the grounded sub-
strate. Pinholes are caused by a failure in the depositidheoinsulating sheath that sur-
rounds the TSV. These defects decreasegtband-resistancef the 3D via and make the

attached node flicult to charge to a high voltage. Figure 32(c) shows two pimdefects:

1The TSVs and microbumps in Figure 32 are shown at the samdwsidRistrative purposes only. The
actual relative size of these structures is process-depend
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a large defect on the left side of the TSV and a small defecherright side. The width
and the depth of the pinhole determine the severity of thealef

The magnitude of these defects determines the resultitig fasevere defect will cre-
ate a stuck-open or stuck-at-zero fault in the 3D via nodemalker defect will create a
delay fault, impacting the speed of the 3D circuit. Detegtime stuck-at faults is the pri-
mary goal, while detecting the delay faults is importantdstablishing the timing margin

on the 3D circuits (the smaller the detectable delay faluét tighter the margin can be).

6.2 3D Via Probing

The fundamental challenge in trying to test 3D vias with dtad probes is scale. Cutting
edge 3D vias are currently being manufactured on a pitchstfgdew microns, and sub-
micron via technology is expected in the next couple yead$. [6n stark contrast, the
pitch of current test probe technology is about 20) and even advanced MEMS-based
probe card technologies are only expected to push the pateh tb 4Q:m or so in the near
future [73, 74]. This size discrepancy means that the 3Dcaasot be probed individually
for the sake of test, so a traditional methodology cannotdeel tio test the vias pre-bond.
Rather than attempt to work around this size gap, we choossetd to our advantage.
We propose using traditional, large test probes to touchiphell3D vias at once. By
touching several vias simultaneously with a single tesberave connect the vias together
electrically (hereafter, we refer to the several 3D viag 8tare a single test probe as a
3DV sej, forming new circuit paths within the tier that can be useddst the vias for
faults. Figure 33 provides an example. As shown, the tieeutekt contains two unrelated
circuits. The circuit on the left is driving a signal to a nepring tier, while the circuit
on the right is receiving a signal, also from a neighborieg tPre-bond, both 3D vias are
single-ended, lacking an observer and a controller, réspedc By touching these two vias
with a test probe as shown in Figure 33(b), a new circuit pafarimed, and so faults in the

vias can now be controlled by the left circuit and observethieyright circuit, establishing

65



FF2

@

Test
Probe

i g %
FF2
(F

(b)

Figure 33. A pre-bond test scenario with faulty 3D circuits. Fault F is in-tier while fault Gis in a 3D
:/rﬁb ?Oth faults become testable when after the probe tip issed to create a new circuit path as shown
testability of these 3D vias.

Figure 34 shows a scanning electron microscrope (SEM) inodgenext-generation
test probe tip array. This particular array was jointly desgd by Cascade Microtech and
IMEC [74]. Its purpose is to contact a JEDEC 3D DRAM intercoctr@D via array [5]
for pre-bond test. The tips ar@®? on a pitch of 4@m. These tips are so small because a
design goal of this array was to utilize the standard scrabkrtechnique (contact the test
point, then slide the probe tip laterally a short distancddorease contact resistance) to
contact the 3D via array, butféierent sizes and pitches are easily produced, according to
the authors.

In our proposed technique, a similar MEMS probe array coaldsed, but with a pitch-
to-width ratio much closer to two. The three key benefits of #tyle of probe tip array
are the small size, low contact force, and tip planarityfedtures not found in traditional

probes. These features should enable the probing of 3D\Aset® propose.
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Figure 34. SEM image of a next-generation probe tip array falbicated with MEMS technology. This
image has been reproduced with permission from Setiti., ITC 2011 [74]

Noia and Chakrabarty [56] took a related butelient approach to pre-bond 3D via test.
They also proposed probing 3DV sets with traditional tesbps. Unlike our methodology
however, they assumeattive circuitry—a reference capacitor and control logic—would
be placed on the probe cards to measure the resistance aaxitanpe of the 3DV sets.
There are two key problems with this approach. First, it fdlilt to identify which 3D
via in the set is faulty. Second, placing active circuitryaprobe card is non-standard,
significantly increasing the complexity and cost of the sard

We forego the active probe card circuitry and assume instehcstry-standard passive
probe cards. Their only purpose is to short neighboring 33 wgether and create new

test paths. The scan chains are used to apply test vectore@meer test responses. This
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general approach integrates seamlessly with the test guoes already in use in modern

fabs?

6.2.1 DFT Requirements

Implementing our proposed methodology puts some constraim the physical design.
The dificulty is that diterent 3D vias serve flerent purposes. Generally, each 3D via has
one of the following purposes: rails, hardcore, signale@hsy and signal receivers. This
diversity must be considered when the 3D interface is desigrSpecifically, four DFT

rules must constrain the 3D interface specification:
1. One driver and one receiver is required in non-rail, nardbore sets

2. If there is more than one driver in a set, tri-state fun@ldy must be added to all

drivers in that set

3. Rail 3D vias must be isolated within their own sets

4. Each hardcore signal must have a dedicated set

We will discuss each in turn.

Driver and receiver 3D vias carry the actual functionaliitier signals within the 3D
circuits and so are the primary test targets. Under our malp@ single test requires
applying a test vector from one driving circuit within eacdtt $o all receiving circuits
within the same set by way of the test probe tip; this necaesitDFT rule #1. If zero
drivers exist within a given set, a test-only driver must dded to provide the test signal
source. Similarly, if there are no receivers within a setest-specific receiver must be
added to observe the test response.

If multiple drivers exist within the set, all-but-one drivenust be disabled during a

given test to prevent contention, as specified in DFT rulef#is can be achieved with the

2The actual act of probing 3D vias isfiiirent from traditional probing, as will be discussed in #e08.5,
but the methodology is the same.

68



simple addition of a transmission gate to each driver: pnedlihis gate prevents contention
between drivers; post-bond this gate is always enabledplatimg the 3D circuit. If the
driver in question already carries a tri-state signal, apténinook in the enable logic is
suficient for our test methodology. These tri-state driverslmooordinated with flip-flops
that specify which driver is active in the set. Assuming ag@f@robe tip and 2m-pitch

3D via, a maximum of fifteen flip-flops are required per set. tTika worst-case count
of 15k flip-flops in a 10mrf a negligible overhead against the millions of flip-flops in a
typical design. In the general case where sets are sparspligied, this overhead drops
to a few hundred flip-flops.

Rail 3D vias carry the VDD, ground, and other power rails agrsrs. 3DV sets
that include rail vias must be made up of only a single railetyp.g,all ground vias).
Grouping a ground via with a VDD via would cause a high-curgmort, disabling the
tier, while grouping any power via with a signal via would den the signal via untestable.
This necessitates DFT rule #3 above as so constrains thgndafsthe 3D power-delivery
network. Fortuitously though, having sets of dedicatetivias provides a ready method
for powering up the tiers for pre-bond test.

The hardcore consists of the control signals (e.g. clodetr@nd scan enable) required
to manage test. These 3D vias are not themselves under testther carry the signals
required to test the other vias. As such, similar to the riagyvan entire 3DV set must be
dedicated to each signal (e.g. one set for sourcing the @odkanother to source reset),
as specified in DFT rule #4. Generally these 3D vias will bedeiised post-bond as the
hardcore signals will have optimized 3D distribution netk&[86]. The hardcore only
consist of a few tens of signals at most. Assuming the sarmbgstas before, 25k hardcore
vias are required for ten signals. By comparison, a small abkstvith a 10mrf footprint

can contain 2.5M 3D vias, so the overhead of these dedicateltbre sets is negligible.
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(a) Basic 3DV set: one driver and one receiver;
no DFT required

(d) One driver, two receivers; no DFT required  (e) Two drivers, one receiver; DFT pass gates
added

(f) Two drivers, no receiver; DFT pass gates (g) Bidirectional source; DFT receiver and tri-
and receiver added state control added

Figure 35. Shown are a variety of possible 3DV sets. The numbef driving and receiving 3D vias in a
given set determine the required DFT structures. The additbnal DFT structures that must be added
in each example are shown hashed.
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6.2.2 DFT Example

Figure 35 highlights several possible types of 3DV setsufe@5(a) is the basic set with
one 3D via driving an output and the other via receiving aminper rules #1 and #2, no
DFT is required for this set. Figures 35(b) and 35(c) showhthsic set but missing the
driver and the receiver respectively. Rule #1 requires tiesd functionalities be replaced,
as shown by the hashed structures. Figure 35(d) shows arivee-tvo-receiver 3DV set.
Just like the basic set, no additional DFT is required. FadgeB(e), in constrast, has two
drivers, so as required by rule #2 pass gates have been angeelent conflicts during
pre-bond test. Figure 35(f) has two drivers and no recereguiiring the addition of both
an observing flip-flop and pass gates; this type of 3DV se&subrst case in terms of DFT
overhead.

Figure 35(g) shows a special case application of rules #1#&na bi-directional 3D
via. Note that in the application of rule #1, a bi-directibna may serve as either the driver
or the receiver but not bothé., self-test is not allowed) because using it in both capeiti
would result in testing only the net attached to the 3D vidthe via itself. In Figure 35(g)
then, the bi-directional 3D via serves as a driver and so a @#SErver is added. For rule
#2, the bi-directional circuit already has tri-stating abitity which can be used to prevent
conflict with another driving 3D via (not shown in the figur@herefore, to satisfy rule #2,
we add a DFT hook into the enable signal logic (representetidNAND gate) to allow
the enable signal to be controlled by both the functionah it _ctrl in the figure) and the
test path.

In general, 3DV sets will be composed of square arrays of 2B,\not lineary arrays
as has been shown. Figure 36 shows a more complex illustratiour proposal using
a square 3DV set. In the figure, four 3D vias have been shontedai set. The two left
vias are drivers and the two right vias are receivers; thissseit has already satisfied DFT
rule #1. Because this set has more than one driver, DFT ruledtdres that the drivers

have tri-state functionality. To satisfy this rule, pastegehave been added to the driving
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Figure 36. An example of the application of our test methodalgy to an unbonded silicon tier. Four
circuits have been connected by the test probe.

circuits, and a counter and demultiplexer have been adaembfudrol (in this example, itis
a one-bit counter represented by the hatch-filled flip-flé)the shown flips-flops would
be included in the scan chain; this connection is not showfigare simplicity.

An example 3D interface is shown in Figure 37(a) to illugtfaFT rule #3 and #4. The
rail 3DV sets (for VDD and GND, in this example) are placedulegy across the tier. The
driver and receiver 3D vias are placed in between the powipest The hardcore 3DV sets
are placed fi to the side to minimize their impact on the performance of3Becircuits,
just as test control circuits (e.g. |IEEE 1149.1 taps) arequlan non-critical locations in
traditional planar design. Such a design supports the wanmmwer delivery networks,
provides the necessary test control, and minimizes theti@onts on the placement of the

signal 3D vias.

6.2.3 Test Insertions

Test probes have a minimum width and pitch, and generallpitbh must be at least twice

the width. This pitch constraint means that two adjacent 3Bt cannot be probed in the
same test insertion; at least two are required. This canstras little impact on the drivers

and receivers; they are simply probed in the insertion inctvlthey are reachable. The
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Figure 37. A generalized 3D via assignment plan.

placement of the rail and hardcore 3D vias however must axtdouthe several insertions.

To minimize the test cost, it is preferred to have only onéoproard design, requiring the
reuse of that design across all insertions. That requiregak to the 3D interface design,
as shown in Figure 37(b). In this design, the rail and hamlsats have been doubled
up. One set is used for the first insertion (Figure 37(c)) dedsecond set for the second
insertion (Figure 37(d)). This allows a single probe tipaagement to power up the tier
and driver the hardcore in both insertions.

Necessarily, only a fraction (half, in the example of FigB¥@ of the rail sets are driven
in a given insertion. This limits the power draw allowed foefbond test to what can be
supplied by these sets. Generally, rail 3D vias should beprevisioned to minimize IR-
drop and% problems within the 3D stack. If not, standard test-povesluction techniques
can be employed to reduce current draw. Note that only halBDV sets are under test
in a given insertion. Therefore an easy power-reductiohrtiggie would be to not activate

the sets not under test.
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Figure 38. The circuit model of the 3DV set test system. The nuzl components, from left to right, are
the driver and its wire, the transmission gate, the driving 3 via, the probe tip, the receiving 3D via,
the receiver and its wire, and a set of loading circuits repreenting other vias in the set.

6.3 Experimental Setup
6.3.1 Modeling

To evaluate our proposed DFT scheme, we simulate the tesitsicreated by the probe
tips. Our circuit model is shown in Figure 38. The model is posed of four main
components; from left to right in Figure 38, these composi@né the driving circuit, the
test probe, the receiving circuit, and the load circuitse Thiver is the source of the test
signal, and the receiver is the observer of the test signdle [dad circuits model the
additional circuits in the 3DV set, and the test probe cotegl¢he test path. Additional
drivers within the set are not modeled because the outpaicdapce of their transmission
gates is negligible.

The driving circuit is composed of a driving fbar, a wire, a transmission gate, and
a 3D via. The bffer and the transmission gate are simulated using the higbrpeance
32nm transistor models from the Predictive Technology Mde For the wire we use a
m-model, taking the resistance and capacitance values tierPTM as well. For the 3D
via we use the model developed by Katti et al. [35].

The receiving and load circuits have the same basic formedriling circuit, minus
the transmission gate because they cannot contend withitlee. dr'he test probe is repre-

sented with a T-model. The two resistors model the contaistence between the probe
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Table 9. The list of circuit model parameters and the assoctad default value.

Parameter Default
Drive Buffer Size 16x
Drive Wire Resistance 60Q
Drive Wire Capacitance 7fF
Transmission Gate Size 16x
Drive via Resistance 0.1m
Drive via Resistive Ground | 1IMQ
Drive via Capacitance 16.6fF
Driver Contact Resistance | 0.1Q
Probe Capacitance 2pF
Receiver Contact Resistance 0.1Q
Receive via Resistance 0.1nQ2

Receive via Resistive Ground1MQ
Receive via Capacitance 16.6fF
Receive Wire Resistance 60Q
Receive Wire Capacitance | 7fF

Receive Biffer Size 16x
Number of Load Circuits 2
Load via Resistance 0.1nQ2
Load via Capacitance 16.6fF
Load Wire Resistance 60Q
Load Wire Capacitance 7fF
Load Bufer Size 16x

and the driving and receiving 3D vias, respectively. Theac#tpr represents the load of
the probe tip itself, which must be charged by the driver. Wadt model the resistive and
inductive characteristics of the tip because our test nuetlogy only requires the probe
tip, not the entire cable assembly that normally conne@stiobe to the test equipment.
The two resistors tied to the probe tip represent the comésistance between the probe

tip and the 3D vias. This will be examined in detail in Sect@o8b.

6.3.2 Parameters

The circuit parameters and the associated default valussrimodel are listed in Table 9.
The default wire resistance and capacitance values are taka a 3imwire. The default
3D via resistance and capacitance values are extrapolatediie 3D via modeling work

in [35] and [37]. The number of load circuits is based on thecBBnection density from
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Table 10. The list of variables in the sensitivity analyses.

| Component | Range |
Drive Buffer Size 2x — 80x
Drive Wire Length 0.lum—-100Qum
Receiver Biffer Size 2x — 80x
Receiver Wire Length | 0.Jum—100Q:m
Load Bufer Size 2x — 80x
Number of Load Circuitg 1 — 32

the 3D multiprocessor system presented in [27]. The propadtance is based on the

products éfered by Cascade Microtech [15]. The contact resistance e thiam [74].

6.4 Results

Here we report the results of our simulations. We conductdifferent experiments in our
evaluation. First, we conduct a series of sensitivity asegdyto investigate the impact of
different parameters on testability. Second, we use a Monte Eanldation to examine

the dfect of varying all the parameters together.

6.4.1 Sensitivity Analysis

For our sensitivity analyses, we vary the strength of stkedent circuit parameters, one
at a time. These are listed is Table 10. Note thdfdyusize ranges listed are multiples
of the minimum width. We examine Hiers of diferent sizes in the driver, receiver, and
loads because there is no guarantee that strengths of tugigrouped into a set will be
well matched the way they are in a normal circuit design. V¥e ahry the length of the
wires connecting the 3D via to either the driver or the reseiwWe vary this parameter
independently of the liter strength because we have no control over the partiticfitige
3D circuit and so cannot guarantee that these two paranaematched. For example,
if most of the 3D circuit is on the neighboring tier, the 3xunder-test may have a large
driver attached to a short wire. Conversely, if the neighiiptier contains just the receiving

flip-flop, the 3D-via-under-test might be driven by a relatwweak driver and long wire
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Figure 39. Propagation time results for varied driver widths.

because of the minimal after-3D-via load. Finally, we vdrg humber of load circuits in

the set to test the sensitivity of our methodology to the i 3D interconnects.

6.4.1.1 Sensitivity to Driver Width
Figure 39 shows the propagation time of a signal through aia3et plotted against the
resistance of the fault. The several curves represent threasing widths of the driver.
Propagation times for through-resistance defects in thndr3D via are shown in Fig-
ure 39(a), for ground-resistance defects in the driving &DirvFigure 39(c), for through-
resistance defects in the receiving 3D via in Figure 39(td,far ground-resistance defects
in the receiving 3D via in Figure 39(d). Note that these rssate log-log plots.

First consider the results for the through-resistanceatiefeThere are two regimes
apparent in the graphs. On the left is a near-constant resptins means that the driver is

strong enough to overcome the relatively low-resistanéeate (X2—10k2). Then there is
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a distinctive knee point where the response becomes lihgay. the defect is dominating

the circuit, and the resulting stuck-open fault is easilied&ble in the receiving circuit.

Effectively, this knee point defines the smallest detectabiectieNote that as the driver

size increases, the knee resistance decreases and sa sleftts can be detected. This
is a DFT opportunity in that large drivers could potentidbg incorporated into sets to
increase defect detection.

The other pair of graphs in Figure 39 reports the propagdiime when the circuit is
beset by a ground-resistance defect. The near-vertied iindicate the resistance at which
the circuit was first able to drive the receiver highithin the 500ns simulation period.
So, for example, with a 2x driver and a ground-resistancedaef the driving 3D via, the
grounding resistance must be at least@2& propagate the high voltage successfully. This
means that stuck-at-zero faults are easily detected prd-l#s with the through-resistance

defects, detecting small-leakage faults in the 3D vias isteanof driver size.

6.4.1.2 Sensitivity to Other Variables
The sensitivity results for the other variables listed iml€l0 are shown in Figures 40
through 44. Figure 40 shows the circuit’s sensitivity to taegth of the driving wire.
Notably, the circuit is sensitive to the wire length only wpat point {0Qum). All shorter
wires show €ectively the same response trend. This is an encouragingdf tecause it
means a large, test-specific driver that is inserted to tealislelay faults (as suggested by
the driver strength results) does not need to be placed inatedgadjacent to the 3D via;
designers have the freedom to place it up toi@@&way without impacting fault detection
capability. This freedom will significantly reduce the ingpaf this DFT method on the
functional circuit performance.

The results for the receiver strength (Figure 41) and recemrelength (Figure 42)

show that the circuit is almost completely insensitive testh variables. This is expected

3Ground-resistance defects are generalized stuck-atfaeits, so the appropriate test pattern is to drive
the net high
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Figure 40. Propagation time results for varied lengths of tte driving wire.

because these loads are negligible compared to the large-tippcapacitance which pre-
cedes them. In all but the most extreme case (this case bstragly-open fault combined
with a very large receiver, as shown in Figure 41(b)), theikecg nodes charge just as fast
as the 3D via node, unhindered by the small weights of thelathcomponents.

The story is the same for the load size sensitivity (Figurg 43arge load-receiver is
negligible compared to the weight of the probe tip. This i$ the case for the number
of loads (Figure 4%. Rather, the parasitic capacitance of the loading wires aoldhe
weight of the probe tip, increasing the propagation time.w&swould expect, the larger
the number of loads, the more severe tiffea. With five or fewer loads (for a total of
seven 3D vias in the set), the impact of the loads is negégiflhis is good because is

typical designs like [36], the number of loads does not nedikta design concern.

4Figure 44 reports results at fractions of a load becauseotuslare simulated as lumped-sum elements,
not as individual circuits. This does not impact result aacy.
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Figure 41. Propagation time results for varied receiver widhs.

6.4.1.3 Compiled Sensitivity Results
The results for all experiments are summarized in Figure Ed. the through-resistance
defect simulations (Figure 45(a) and (b)) the knee pointhéndata trends are reported.
For example, a through-resistance fault in the driving 3®areates a knee at 22Kor a
2x, but this point drops to just 1.6kfor an 80x driver. For the ground-resistance defects
(Figure 45(c) and (d)) the turn-on points, the resistancehath the circuit was first able
to successfully propagate the high signal, are reported example, with a 2x driver the
grounding defect had to be at least 82for the circuit to operate, but with an 80x driver,
even a 1k defect could be overcome.

There are a couple important trends to note here. First, agoutd expect, increasing

the circuit strength (e.g. the driver and receiver sizes)gases the resiliency of the circuit
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Figure 42. Propagation time results for varied lengths of tke receiving wire.

to defects, while increasing the load factors (e.g. the Veingth, load sizg and number

of load circuits) makes the circuit more susceptible to disteSecond, some components

(driver size, driving wire length, and number of loads) atgcinmore important factors in

determining the circuit response than others (receives lgimgth and the load [fier size).
The receiver size is a interesting component, as it has étiéct on the circuit response

to a through-resistance defect in the driving 3D via butisiggntly affects the response to

a defect in the receiving via. Thisfterence can be attributed to the ordering of the defect

and the large probe tip capacitance. When the defect pretieelgsobe (in the case of a

driving 3D via defect), the receiver can do nothing to help dniver charge the probe tip

faster. However, when the defect follows the probe tip (& ¢thse of a receiving 3D via

defect), a larger receiving Hier is able to respond to the weak incoming signal strongly

5A large load bifer does decrease the propagation time of the test signat toal output. However, we
are interested in theffiect of the larger bffier on the receiver output, which the larger loadfeusizes harm.
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Figure 43. Propagation time results for varied load widths.

and so significantly reduce the propagation time. This igyaiicant result because the
differing responses mean that driving and receiving 3D viadar distinguishable. A

fault in the driving 3D via will impact the test response dfrakceivers, while a fault in the

receiving 3D via will impact only the response of that reeeinDepending on the resiliency
and repairability of the circuits involved, the ability tastinguish between the two faults
could be critical in correctly identifying the tier as goodiad.

For the ground-resistance faults, it is interesting to ribtg the circuit responses to
both defects are identical; it does not matter whether thi éecurred in the driving 3D
via or the receiving 3D via. This is because our model doesoobunt for the resistance
from one 3D via to the other through the probe tip—in practlee response to the two
defects would dfer slightly. However, the probe tip is very low resistanceaiese it is a

short, wide path, so its impact will be quite small, hencedrgaision not to model it. What
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Figure 44. Propagation time results for varied numbers of l@ad circuits.

this means in practice is that, unlike through-resistarefeals, ground-resistance faults
will likely not be distinguishable; our methodology, while to detect the stuck-at-zero
fault in this 3D via set, would be unable to determine whetherfault occurred in the
driving or receiving 3D via. Unfortunately, switching to@her driver would not help, as
the resistive ground defect exists after the transmissada tipat could otherwise be used to
isolate it from the set. Note that we could distinguish thegefaults using additional test
insertions to separate the drivers and receivers irfferént sets. However, the resulting
cost increase from greater test time, probe card degragatia risk to the tier under test

makes such an approach impractical.

6.4.1.4 Impact of Probe Technology
In the previous two sections, we analyzed the impact of giveuwiables that chip designers

control and which can be manipulated by the tool flow to insedault detection. However,
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Figure 45. Plot of the knee points for all the simulated varidles.

there is one critical circuit parameter which is well beydhe control of the design team:
the capacitance of the probe tip.

Figure 46 reports the sensitivity of the 3DV set to the prapeapacitance. We vary the
capacitance from 10fF to 10pF to cover the spectrum of ctieneth near-future probe tech-
nologies. For comparison, a mass-market probe tip has aitapee of approximately 7pF,
and a state-of-the-art probe tip has a capacitance of appately 2pF. The MEMS-based
probe tip discussed in Section 6.2 has a capacitance dowmdrtOOfF. Alternatively,
Figure 47 reports the knee and turn-on points explicitly.

First, we note that the probe tip capacitance has a strongdtrgn the propagation
delay, stronger than any circuit parameter examined in thegaling section. This means
the probe tip technology is critical to test performancee@iically, improving the probe

tip technology can reduce the propagation time and thexdést time by a factor of nearly

84



Through-resistance Defect in Driver Through-resistance Defect in Receiver
100ns - = 100ns

F—— 10fF @ * » r 10fF
[ - 100 o . E - 100fF
- X- 18F : * - K- lBF
L - & - 10pF - % L - O - 10pF gol
> pooEo@EEooEEo0E0" % > hODOEOEE00EE00E0aaE00 06 el ¢
© 10nsf « @ 10ns
a r . a) r
s r X 8
s X ®
g L XK S
g 3K X K K K K K K K KKK KK g
& insf X a 1ns
L X
L33 3K K e K A K K e K e e XXX
100p5 | L1l | L1l | L1l | L1l | L1l | L1l | L1 100p: | L1l | L1l | L1l | L1l | L1l | L1l | L1
0.1 1 10 100 1k 10k 100k im 0.1 1 10 100 1k 10k 100k M
Resistance Resistance
(@) (b)
Ground-resistance Defect in Driver Ground-resistance Defect in Receiver
100ns g 100ns 3
r —+— 10fF r 10fF
%+ 100fF F % 100fF
- K- 18F lBF
L - & - 10pF 5 o - 10pF 5
> " Boooooeeod > Do posooeso
© 10nsf \ © 10nsp \
a = fa) r
c = =4 |-
8 8
K K ko
g ] H K K K K KK K - § H K K KKK KKK
o Insp a  Ilnsp
r XX K [ XK K
100pgb——t Lt L i 1 1 1 1 100pgb—— b1l Lt il L i 1 1 1
0.1 1 10 100 1k 10k 100k M 0.1 1 10 100 1k 10k 100k M
Resistance Resistance
(©) (d)

Figure 46. Propagation time results for varied capacitance of the probe tip.

10x (e.g, a test machine equipped with 1pF probes can test ten pathe time it would
take a 10pF machine to test just one). This test time redugtmuld make a strong case
for the deployment of advanced test probes in 3D fabs.

More interesting, however, is the relation between the @rib capacitance and the
knee and turn-on points in the resulting curves. For the mptenesistance faults (Fig-
ures 46(c) and 46(d)), the turn-on points do not deviate fitoen3.2K2 value seen for the
other circuit parameters. This is because the turn-on peidéfined by the resistance at
which the ground-path is able to dissipate charge faster tie driver can source it, not
on the size of the capacitor being charged. That is, the ol the 3DV set is deter-
mined by the balance between the RC delay of the chargingitcaned the RC delay of the
grounding circuit; since the capacitance is the same in, tleéhprobe tip capacitance does

not afect the turn-on point.
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For the through-resistance faults, the location of thetfadriver or receiver—has a
big impact. For a fault in the driver (Figure 46(a)), a largesbe capacitance increases the
propagation time but does not significantly increase theslpwent resistance. This is be-
cause the knee point is determined by the ratio between sistance of the driving circuit
and the through-resistance of the via. For small faultsdtingeng circuit dominates; for
large faults, the through-resistance dominates. The madgbf the probe tip capacitance
has no bearing on this ratio, so it does nfieet the knee point. In contrast, when the
through-resistance fault is in the receiver (Figure 4@ probe tip capacitancéfacts
both the propagation time and the knee point. This is becalseer probe tip slows the
charging of the 3DV set, while a larger through-resistaraegtfin the receiver slows the
charging of the receiver node. This means that the respares®d large probe capacitance
is indistinguishable from the response due to a large throegistance fault. Therefore,
smaller through-resistance faults are exposed when ussmgadl probe but hidden when
using a larger probe. So to increase coverage of smalleaghroesistance faults in the

receivers, smaller probes must be used.

6.4.2 Monte Carlo Simulation
We have evaluated thdtect of each parameter on circuit performance, but the cuivela

effect of these varying parameters is more important. To etaltee impact of all the
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Table 11. Average and standard deviations of the Monte Carloimulations.

| Experiment | -0 (ns) | Mean (ns) | +o (ns) |
No defect 0.39 1.14 3.39
Driver, resistive 0.96 5.89 36.1
Driver, resistive ground 1.66 36.3 792
Receiver, resistive 0.63 2.01 6.38
Receiver, resistive ground 1.74 38.0 829

variables at once, we ran five Monte Carlo simulations, oné &aceach defect type and
a fifth simulation for the defect-free case. Each simulationsists of 2000 data points for
a total of 10,000 experiments. In addition to the six vaealdtom the sensitivity analyses,
we also allow the length of the load circuit wire to vary. Weeuble same parameter
range as before, and we use an exponentially uniform disioitv (e.g. the probability of
choosing a wire length in the ranggrhto 1Qumis identical to the probability in the range
10umto 10Qum) to pick the sample points. The defect resistances are elsoted from an
exponentially uniform distribution.

Figure 48 presents the results. Figure 48(a) shows the tefeéecpropagation times,
Figure 48(b) and (d) the propagation times for throughstasice and ground-resistance de-
fects in the driver, and Figure 48(c) and (e) the propagaiioas for through- and ground-
resistance defects in the receiver. The defect-free seatdt generally nicely clustered at
faster propagation speeds (though there are a few outhiatslid not manage to propagate
the test signal within the simulation period). The resestilefect results are more spread
out, indicating that these faults would be detectable withroethodology. Unfortunately,
the defect-free and defect-present propagation distoibsitoverlap heavily. The implica-
tion is that a single test frequency will notfEae in order to achieve a high fault coverage.
Instead, a set of fierent test frequencies will have to be used, based on asalysach 3D
via set, to increase the fault coverage. The relationshipd®n test cost and fault coverage
is a detailed optimization problem that we leave to futurekwo

Table 11 summarizes the propagation time distributionacesthe circuit parameters

88



were varied exponentially, the mean and standard deviatascalculated logarithmically.
The mean propagation time for defect-free circuits is wéhim a single standard deviation
for the mean propagation time of both resistive faults, gging the overlap noted in the
graphs. Note however that the means for the resistive defet substantially greater
than for defect-free (76% and 420% greater for defects indthveer and in the receiver
respectively). This suggests that simple integer clogfsiin may be sfiicient for creating
the set of test frequencies necessary to increase testgaver

The results for the ground-resistance defect simulatiémngute 48(d) and (e)) are
quite diferent from the through-resistance defect results. Notabére are two widely-
separated circuit responses regimes. To the left are thiéleralkage faults, which the driv-
ing circuits are able to overcome fairly easy. To the riglat e stuck-at-zero faults that
simply cannot be charged over any reasonable length of fiimis.large variability is high-
lighted by the standard deviations (Table 11), which arerderaf magnitude greater than
those for the through-resistance defécfBhe large response gap between these two fault
types suggest that a design-for-yield (DFY) opportunitisexin addressing these faults.
First the circuit designer would need to establish how larggound-resistance defect is
acceptable for the tier to still be considered good. ThenFa ol could tweak the 3D
circuits place the switch-over point from small-leakagestiack-at-ground slightly below
that defect resistance. Our methodology would then be abtistinguish well between

manageable and failure-inducing faults.

6.5 Physical Considerations

The discussion so far has been focused on the ideal dasewe have assumed a very low
contact resistance (@) between the probe tip and the 3D vias. In an actual manufagtu

environment, low resistance cannot be guaranteed, so leeegplore the fect of variable

6Because the propagation time is capped at 500ns due to $iomuiiene constraints, the mean and stan-
dard deviations for ground-resistance defects are agtagtificially fast. This €fect is much less significant
for the defect-free and through-resistance defect rebaltause relatively few samples reach the cap there.
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Figure 49. Sources of variation when using probe tips to forn8DV sets.

contact resistance on our proposed methodology.

Variation in the contact resistance can be caused both lmgpsovariation and by phys-
ical constraints. Relevant sources of variation are ilatstt in Figure 49. As labeled,
these sources are (A) intra-set 3D via height variation, fErtset 3D via height variation,
(C) probe tip roughness, and (D) tip-to-tip height variatiBhysical constraints are a result
of the fine size of the 3D vias; a large probe force may damasgettelicate structures, so
a soft touch is required. Together, process variation angdipal constraints significantly
increase the realistic contact resistance.

Smith et al. [74] experimented with new probe cards desigoedontact 3D vias.
Specifically, they fabricated a MEMS-based probe card wilyam tip pitch. With this
style probe card, they were able to achieg&@ntact resistances in the general case and
10Q contact resistance in the worst case.(with the lowest force and least over-travel).
Unfortunately they did rely on scrub-marking to improve ttwntact quality, a technique
which can not be employed in conjunction with our proposethiéue. Therefore, we
must anticipate larger contact resistances when probingieu3D vias at once.

To examine the impact of increasing the contact resistame@gerformed another sensi-
tivity analysis. Figure 50 shows the impact of increasingtaot resistance with the driving
3D via on the propagation time. As the figure shows, our pregdschnique is quite tol-

erant of a non-ideal contact resistance. Across tlie-[DQ2] range (which covers the

"The variation in Figure 49 has be exaggerated for clarity.
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Figure 50. Propagation time results with increasing contacresistances to the driving 3D via.

expected contact resistances from [74]), the resistansedampact on the propagation

time. Beyond 10Q, the contact resistance begins to have some siffalitgthe 1K) re-

sponse is 80ps slower than the Wesponse), but this a negligible impact.

Figure 51 also shows the impact of increasing contact eesistwith the receiving 3D

via. Once again, our technique proves very tolerant of wiealicontact resistance; in this

case, theféect of the larger contact resistance is not even visibleamptbts. The dierence

between the @ contact and the Xk contact is less than 4% in the worst case.

Figure 52 summarizes the knee resistances (Figure 52@}fueamon resistances (Fig-

ure 52(b)) across the {-1kQ] contact resistance range for the drivee.( when the probe

makes poor contact with the driving 3D via); Figure 53 repdiie same data for contact
with the receiving via. These results confirm those in Fida@eand Figure 51; even at a

contact resistance well above the expected value, theaaetistance has only a minimal
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Figure 51. Propagation time results with increasing contatresistances to the receiving 3D via..

impact on circuit response. For ground-resistance defduéscontact resistance has no

effect at all in the range of interest. It is important to note tha knee resistances are an

order of magnitude greater for faults in the receiving 3D. vidis is consistent with the

pattern seen in Figure 45 for the other circuit parametars expected. This ré&ms the

observation that, because of the relative location of tieb@tip capacitance, small-delay

faults in the receiving 3D via are much harder to detect thasé in the driving via.

This is not to say that poor contact quality does not have ggaagh Comparing Fig-

ure 52 to the previous analysis reported in Figure 45, we earlsat the knee and turn-on
resistances for a poor contact are approximately the safoetag other circuit parameters.
Unfortunately, this means the contact resistance dfiestahe fault detection capabilities
of our methodology. The delay time associated with the aimésistance will add together

and mask otherwise-detectable small-delay faults witistasces just beyond the knee and
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Figure 52. Knee and turn-on results with increasing contactesistances to the driving 3D via.
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Figure 53. Knee and turn-on results with increasing contactesistances to the receiving 3D via.

turn-on values. Fortunately though, the contact resistaioes not completely overwhelm
the rest of the circuit either. This means that we can stiktdehe large-delay and stuck-at
faults that may bef8icting the 3D vias. This is key; even assuming a contact tasie

orders of magnitude greater than expected,fliscé remains insignificant enough to allow

our methodology toféectively detect severe 3D via faults.

6.6 Summary

The ability to test 3D vias pre-bond in a high-volume mantifeang environment is one of
the last significant roadblocks to industry’s adoption ofiBf2gration technology. We have

presented a new test methodology wherein traditional tedtgs are used to connect sets
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of 3D vias together, forming new test paths that are bothrotiable and observable by
traditional on-die test mechanisms. We have investigabetesof the DFT constraints—
3D via assignments and driving circuit tri-stating—neeg@g$o make an unbonded 3D tier
testable with our methodology. Finally, we have evaluakedféasibility of our methodol-
ogy by modeling the test paths created and investigatirigetfectiveness at detecting the
faults created by 3D via defects. Our simulations show tieptesence of a fault alters the
circuit response in a significant, observable manner, ite githe significant load posed by
the probe tip. High resistance (stuck-open) and high-lgaKstuck-at-zero) faults are eas-
ily detected, while small-delay and small-leakage faultserdificult but still detectable
in some cases. Importantly, our investigation has idedts®everal DFT opportunities for

increasing the observability of these faults.
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CHAPTER 7
RECENT DEVELOPMENTS

The 3D-aware test architecture presented in Chapter 3 wgisalty published in the In-
ternational Test Conference in 2007. It was the first ever pappropose a solution to
the pre-bond test problem. Since that time, a vibrant rebdald has been created by the
efforts of both academic and industrial research groups, afiwthie work presented in the
previous chapters is just a small part. In this chapter, Wedigicuss some of recent results

not previously discussed in this book that have been preddmytothers in the 3D test field.

7.1 |EEE P1838 Standard

Perhaps the most significant example of progress in the fid@Deaware DFT is the pro-
posed IEEE 1838 standardstandard for Test Access Architecture for Three-Dimeradion
Stacked Integrated Circuif®]. It is fundamentally an extension of the IEEE 1500 stan-
dard [4] for test wrappers to 3D. The proposed 3D-aware featare essentially identical to
those we recommended in Chapter 3. These features have bt fefined and detailed
in subsequent works [48, 50].

The standard is composed of two elements, a set of tier-levegbper features and
a description language for specifying the wrapper desigme description language is a
basic extension of the Boundary Description Language (BDEipdd in the IEEE 1149.1
standard [3]. More interesting is the wrapper specificatiokey part of the 1500 standard
is the specification of the wrapper cells that must be placeevery functional input and
output of the module-under-test (MUT) (as discussed in Girept These wrapper cells
serve two key functions: they enable the MUT to be testedpeddently of all logic
external to the module, and they enable the interconnetigekea two modules to be tested
independent of the internals of the modules.

The P1838 takes this concept and extends it to 3D tiers bygdke concepts of up and
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down directionality to the wrapper. A 1500 wrapper has onfyits and outputs; a P1838
wrapper has inputs coming from up and from down neighborieg tas well as outputs
going to up and to down neighbors. Within this conventiore tf-stack connections
are defined to be on the bottom-most tier. A P1838 wrapper ltlasrtwo important new
modes of operatiorelevateandturn. In the elevate mode, test data received from the down
neighbor is passed to the up neighbor and vice versa. In theriade, test data from the
down neighbor is returned to the down neighbor. To test aispdier in the stack then,
the target tier is placed in the turn mode so that its testoresgs are sent to theéfechip
interface. All tiers below the test target are placed in tlewate mode to pass test data
along between thefBychip interface and the target. In the parlance of Chaptdre3P1.838

is the LTC.

The P1838 is compatible with the 1500 and 1149.1 standavds) example 3D stack
might have an 1149.1 wrapper around the entire stack, P1888pers around each tier,
and 1500 wrappers around the individual modules within ¢gch This is equivalent to
the CTC—LTC—ITC hierarchy described in Chapter 3.

It is important to note that the P1838 is a robust design. §hdargeted specifically
to TSV-based 3D ICs, it can also be applied to other variatidnise 3D theme, like wire-
bound 3D stacks and 2.5D designs built on interposers [18is flexibility makes P1838

a very powerful standard for empowering the 3D industry.

7.2 Pre-bond Test

The works presented in this book have focused mostly on pnettbest of the circuits
internal to each tier. However, this is just one facet of tteelpond test challenge. Here we
explore the recent contributions of other groups to the fi¢lore-bond test.

The authors of [22] propose another 3D test architectureef@bling pre-bond and
post-bond test of 3D ICs, very similar to both Chapter 3 and th#&3B standard. In this

work, they focus on explicitly 1149.1 and 1500 standards matrbility, relying on just
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the minimum four test signals defined in those standards &blerB8D test. With their
wrapper designs, they achieve 3D test with only an insigaifti).15% area overhead.
This highlights the power of scan-based testing to proviaekent coverage at low cost.

In [20], the authors assume the basic test architectureileddn Chapter 3 but extend
it to multiple towers. In this work, they aim for ultimate fiexity, considering not just
multiple chip stacks on a single interposer but also seedaduib-stacks of chips on top of
larger stacks. This work really highlights the flexibility @ur basic test architecture and is
one of the building blocks of the P1838 standard.

In [62], the authors study the design of the buried probe peaya that are necessary
for pre-bond test. Specifically, they look at the co-desigthe scan chain end pads and
the power-delivery probe pads. With the former, more padeemse test access and so
decrease test cost, but consume more area, limiting theeruwohpads available for power
delivery and the area available for 3D vias. With the latteoye pads increase the power
delivery quality but limit the test access and again thelalsé 3D via area. The authors
propose CAD algorithms for optimizing this design probledentifying optimal trade-
points between test access and power delivery to the pré-demunder test.

The work presented in [55] is closely related to that in [368F work that proposed
probing 3DV sets with active probe cards. In this new worlkeytimprove on their fault
resolution capability by using multiple test insertionfigdp resolve fault locations. Simply
put, if a 3D via is probed in two dierent sets, and only one of those sets fails, that 3D via
is known to be good. This process-of-elimination can beredee to all 3D vias, allowing
faulty vias to be precisely determined. The downside isgased cost of the many test

insertions.

7.3 Post-bond Test

While the works in this book have focused on pre-bond testjgbatack and post-bond

test do create some new challenges and opportunities gnabafound in traditional ICs.
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In [57] and [59], the authors analyzed how the stacking ome¢he 3D IC dfected
the total test cost. This is yet another variable for desgne consider, in addition to
more basic concerns like IR-drop, thermal dissipation,ingucost, and die size. Using
the “bottom chip” convention of the P1838 standard, tesa dhaat is hoisted to the top
chip must scan through every chip below it. That makes thisdata more expensive to
transport than data going to the bottom chip. Therefors,dheaper to sort the 3D stack in
terms of increasing test complexity so that test data temgea minimum number of tiers.
The authors also consider other factors, such as multipteafglications in partial-stack
test and limited 3D via resources for test. The authors cmigcthat optimizing just for
post-bond test can significantly increase overall test, astnanding a more thoughtful
design of the stack’s test architecture.

In [30], the authors propose a new test-specific logical megdion for the 3D vias in
the stack to optimize the test cost. Independent of the 3B fumctional purposes, they
are organized into an addressable array for testing puspd$e authors then use MBIST-
based test structures to activate and test the 3D vias.zidglithis scheme, they report
85.2% and 93.6% reductions in area overhead and test tipeatdgely as compared to a
simple 1500-based test method. They reduce the area by diziatiag a boundary cell
to each 3D via, and they reduce test time by using BIST, ratier scanning every test
pattern in from the ATE.

In [18], the authors tackle the problem of 3D wrapper desighey note that while
test time can be reduced by designing 3D wrapper chaingy aderge number of 3D vias
to create these chains can create routing and congestibfepr®. They propose a hew
heuristic algorithm for designing 3D wrappers that takegaatage of 3D design while
minimizing 3D via usage. They report a 33% reduction in 3Dwiéization compared to

prior schemes.
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7.4 3D Assembly

Testing 3D chips pre-bond is critical to the economic viipof the fledgling 3D IC indus-
try. However, it is not the end of the story. With the péatdata in hand, manufacturers
must use this data to increase the yield of the final chip stbgkminimizing the number
of good tiers that get bound to failed tiers. Manufacturegehavo choices for actually
stacking 3D ICs, wafer-bonding and chip-bonding. In chipding, the chips are diced out
from the wafers, then bond into the chip stacks. This allomlg &nown-good chips to be
bound together, but the small size and large quantity ofschipkes handling ficult. In
wafer bonding, wafers are bound together, then the staekdieed out. Handling is then
much easier, but bonding some good chips to known-failegscisiunavoidable. There is
a third option, chip-to-wafer bonding, which has similade-dts to chip bonding.

However, it is still possible to optimize the number of knegwod chip stacks, even
when wafer-bonding is used. In [79], they propose matchilggrahms for selecting
wafers to bond together to maximize the number of good stheksre produced. They ex-
amine a large variety of factors, including stack heighip @ize, chip yield, and repository
size (the number of wafers from which the bonding pair may ti@sen). They consider
both replenished and non-replenished repositories, aydcibnsider dierent optimization
goals €.g, maximizing the number of good-good stacks versus maxigittie number of
fail-fail stacks). By utilizing their matching algorithmthey are able to improve the final
stack yields by as much as 13.4%.

In [72], the authors propose a novel new approach to packiipgonto a wafer. Rather
than simply repeating the chip design across the entirentafsy divide the wafer into four
guadrants. The chips in each quadrant rotat@@ with respect to the adjacent quadrants.
This provides a significant advantage when wafer bondindpakic wafer bonding, there
is only one possible orientation for a wafer when attemptownghaximize the final yield;
with the quadrant system, there are four orientations wfigtctively quadruples the wafer

repository size. The greatly increasing the number of g@kewafer pairs, improving the
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chance that near-perfect matches can be made. The autporsae25% improvement in
yield utilizing this technique.

In [26] and [78], the authors present the novel idea of staghkiultiple, redundant tiers
in the case that some fail or that the wafer-bond procesoigftexible to produce good
stacks with the minimum number of tiers. Basically, as longdier can pass inter-tier
signals along, the rest of the tier can be faulty withouirigithe stack. This is particularly
applicable to stacked memories, where the memory can stik at a reduced capacity due
to a faulty tier so long as that tier does not disable the mgrbos. The authors report a

59% in stack yield when applying this technique in conjumetivith wafer matching.

7.5 3D Via Repair

Even if a manufacturer is able to optimally select two knayawnd tiers to bond together,
the resulting stack is not guaranteed good. The bondingepsas subject to faults just like
any other process. To attempt to recover from a failed boraohymesearchers have looked
into methods for repairing or replacing faulty 3D vias.

In [29], the authors proposed a redundancy scheme to alloltyfaD vias to be re-
placed with good 3D vias post-bond. They accomplish thisubdgviding the 3D vias into
repairable ordered-sets composed\diunctional 3D vias and one redundant via. If a via
fails within the set, the signals in the set shift one 3D viaroxa multiplexers. This allows
each via set to recover from one failed 3D via. Using this $naesign, the authors claim
they can recover enough failed 3D vias to ensure 99.99% buoalitybetween tiers. Of
course, this method has implications for the timing acrbes3D interface since the circuit
designer does not know if the signal will end up taking thenay or back-up path; this
uncertainly must be accounted for in the design margin.

In [87], the authors provide an in-depth investigation itite trade-ff between 3D via
failure rate and redundancy costs. Whereas the previousjustressumes one redundant

3D via per set, this work varies the number of redundant 38 teaoptimally match the
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failure rate and balance the cost of repair against the gafimal stack yield. Assuming
the failure rate is a well-established value for a given 3Bcpss, the authors claim they
can achieve 100% vyield for a small cost.

The previous works assumes a uniform distribution of 3D waialts. The authors in
[34] assert that this is incorrect; process analysis in $aciwvs that 3D via faults tend to
be spatially correlated.¢., if there are two faulty 3D vias, there is a high likelihoogth
they are located near one another). They suggest an updtte 8D via repair scheme
that spaces out the 3D vias in the sets to counteract thiglabon. The authors claim
a significant improvement in repair capability in the facegaduped faulty 3D vias. The
downside is that both the signaling margins and the repart®ad are penalized by this

additional capability.
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CHAPTER 8
CONCLUSION

In this dissertation we have proposed several DFT techrigpecific to 3D stacked IC
systems. The goal has explicitly been to create technidnaggttegrate easily with existing
IC test systems. Specifically, this has meant utilizing seaud wrapper-based techniques
because these are the foundations of the digital IC tesstngu

First, we described a general test architecture for 3D ICthisnarchitecture, each tier
of a 3D design is defined to be an independently-testablékblble tier is then wrapped
in test control logic that both manages tier test pre-bordi iategrates the tier into the
large test architecture post-bond. To enable pre-bondafesl the circuits internal to the
tier, we described a new kind of boundary scan wherein eachi83 supplemented with
DFT logic to provide the necessary test control and obsernvaOur experimental results
showed that this boundary scan technique could be implesdanta block-partitioned
3D design with a negligible overhead. To ensure the operaifche test hardcore, we
proposed a new design methodology for these nets that exfsoitte pre-bond functionality
and post-bond optimality. We showed how all these desigmigaes were utilized in the
development of the 3D-MAPS test vehicle, which has proveir #ffectiveness.

Second, we extended these DFT techniques to circuit-oaeid designs. We found
that the boundary scan design is low enough overhead to heetgtdt and cost requirements
of all but the the most tightly integrated 3D designs. We exawh the case of the 3D
port-split register file, a design for which pre-bond bouydscan was indticient. We
presented a new 3D-aware MBIST technique that could be usednjunction with our
pre-bond test architecture to fully verify the register flbile avoiding the problems of
3D boundary scan. Most significantly, the combination of 33ign and the new MBIST
algorithm reduced the cost of test by nearly 40%, demomsty#bat test cost reduction is

another potential benefit of 3D integration, in additiongead, power, area, and routability
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benefits.

Third, we examined the design of test wrappers for 3D IP, aiapease of 3D test logic
where the 3D stack designer cannot know the design of theitchdil IP blocks. Producing
3D wrappers required a new algorithm because existing teaba only produced a single
wrapper, not the several pre-bond wrapper and single posd-lwrapper demanded by a
3D system. Our algorithm, basedf ehe BFD sorting and KL partitioning algorithms,
succeeded in producing 3D wrappers that minimized bothitastand design cost.

Finally, we looked at the 3D vias themselves to develop adogt; high-volume pre-
bond test methodology appropriate for production-levst.teVe described the shorting
probes methodology, wherein large test probes are usedtaatonultiple small 3D vias.
This technique has the notable benefits of being an alladigist method and of integrating
seamlessly into existing test flows. Our experimental tesiédmonstrated two key facts:
neither the large capacitance of the probe tips nor the psoeariation in the 3D vias and
the probe tips significantly hinders the testability of tirewts. Thus we showed shorting
probes to be anfiective method for detecting stuck-at and stuck-open famltsnbonded
3D tiers.

Taken together, this body of work has defined a complete testhadology for test-
ing 3D ICs pre-bond, eliminating one of the key hurdles to tbmmercialization of 3D
technology by the IC industry. We look forward to seeing tbatmued adoption of these

designs by the industry and the incredible new productsrézait.
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