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1
Introduction

In this chapter, we introduce the reader to the need and importance of numeri-
cal modeling in photonics and mention a few methods that are popular. The 
main thrust of the chapter is to explain in simple language some of the basic 
assumptions and simplifications made to Maxwell’s equations and the methods 
obtained thus. These physical insights accompany the mathematical treatment. 
Furthermore, we discuss the applicability and limitations of the various classes 
of methods. We discuss the criteria important in selecting a modeling method 
and assess the finite element method against these.

1.1 Significance of Numerical Methods

The development of photonic devices involves a time-consuming cycle of 
design, fabrication, characterization and possible redesign. The role of com-
puterized modeling and simulation tools is important in reducing the time 
and costs involved in this cycle as well as in investigating novel phenomena 
that may not lend themselves to experimental study with current technology. 
Simulation tools play a part in optimization of the physical parameters, in 
characterization and in improving efficiency of the device. Much progress has 
been made in the field of modeling and simulation techniques in photonics. A 
description of some of these is given in the literature [1–14]. Both analytical 
and numerical methods have been studied, new techniques developed, and 
existing techniques have been improved. Based on such techniques, commer-
cial simulation tools and software have also become available and are popular 
in the market. These tools have to be accurate, fast, robust, and easy-to-use 
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2 Finite Element Modeling Methods for Photonics

with minimum computation and memory requirement as much as possible. 
The following sections briefly detail some of the most widely used methods.

1.2 Numerical Methods

There is an immense variety in the numerical methods available for model-
ing of photonic devices to suit the needs of users. The different techniques 
have origins in physics, engineering and mathematics, and many have been 
applied successfully in several disciplines. Historically, closed-form solutions 
and analytical methods were used for modeling phenomena/devices to a large 
extent. As devices became progressively more complicated and the applicability 
of analytical methods became limited, approximations led to numerical meth-
ods. This was complemented by tremendous growth in low-cost computing 
power, which led to automation or computerizing of numerical algorithms. 
Thus, in recent years it has become possible to simulate highly intricate devices 
accurately using computerized codes based on different numerical methods.

Some of the most widely used numerical methods for passive devices 
include Galerkin and moment methods [15–18], transfer matrix method 
[19], finite-element-based methods [20, 21], finite-difference-based methods 
[22–24], transmission line matrix methods [24–26], and stochastic methods 
such as the Monte Carlo method [27] (this is not an exhaustive list). All these 
methods solve some form of the Maxwell’s equations, which is hence the 
natural starting point for any discussion on numerical methods.

Accordingly, we start with the Maxwellian curl equations and refresh 
some of the basic concepts in modeling of optical or electromagnetic fields. 
We discuss briefly a few classes of modeling methods: the approximations and 
assumptions inherent and their applicability.

1.3 Maxwell’s Equations and Boundary Conditions

1.3.1 Maxwell’s Equations

The evolution of electromagnetic fields is described by Maxwell’s equations. 
These first-order differential equations are coupled, reflecting the intimate 
interaction between the electric and magnetic fields, where the change in one 
field with time leads to the evolution of the other. Thus, Maxwell’s equations 
describe fields that vary in space in a time-dependent manner. The general 
differential form of Maxwell’s equations in a homogeneous, lossless dielectric 
medium is:
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Faraday’s law 
t

E
B— × = − ∂

∂
 (1.1)

Maxwell-Ampere law 
t

H
D

J— × = ∂
∂

+  (1.2)

Gauss’s law D— ρ⋅ =  (1.3)

Gauss’s law—magnetic 0B— ⋅ =  (1.4)

where

H: Magnetic field intensity (amperes/meter)
E: electric field intensity (volts/meter)
D: electric flux density (coulombs/meter2)
B: magnetic flux density (webers/meter2)
J: electric current density (amperes/meter2)
ρ: electric charge density (coulombs/meter3)

The conservation of charge or the continuity of current can be expressed 
(holds for J and the charge density, ρ) as

 t
J— ρ⋅ = − ∂

∂
 (1.5)

The associated constitutive relations for the medium are:

 ˆD Eε=  (1.6)

 
ˆB Hµ=  (1.7)

where ε̂  and µ̂  represent the permittivity and permeability of the medium, 
respectively, and can be tensors but for simplicity we shall write ε, μ. The 
photonics community is in general interested in solutions of Maxwell’s equa-
tions, not in free space or one continuous medium, but in a variety of devices 
such as optical fibers, Bragg gratings, slot waveguides, vertical cavity surface 
emitting lasers (VCSELs), and many others. These photonic components have 
one feature in common: the device usually contains more than one material 
medium, and there are several boundaries between the different media. In 
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4 Finite Element Modeling Methods for Photonics

accounting for the continuity conditions of the electric and magnetic fields 
inside such devices, boundary conditions have to be incorporated.

1.3.2 Boundary Conditions across Material Interfaces

In the absence of surface charges (ρ = 0) and surface currents (J = 0), the 
boundary conditions are the following:

1. The tangential components of the electric field must be continuous.

 

( ) 01 2

1 2

n

t t

E E

E E

× − =
∴ =

 (1.8)

2. The tangential components of the magnetic field must be continuous.

 

( ) 01 2

1 2t t

n H H

H H

× − =
∴ =  

(1.9)

3. The normal components of the electric flux density must be 
continuous.

 

( ) 01 2

1 2n n

n D D

D D

⋅ − =
∴ =

 (1.10)

 ∴   ε1En1 = ε2En2 fi∴   En1 ≠ En2  (1.11)

where ε1 and ε2 are the permittivity in medium 1 and 2, respectively. At the 
interface, ε1 ≠ ε1. We also point out here that the permittivity and refractive 
index are related (εr = n2). We use these terms interchangeably to define the 
optical response of a medium.

4. The normal components of the magnetic flux density must be 
continuous.

 

( ) 01 2

1 2

1 1 2 2

n n

n n

n B B

B B

H Hµ µ

⋅ − =
∴ =
∴ =  

(1.12)
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 Introduction 5

where μ1 and μ2 are the relative permeability in medium 1 and medium 2, 
respectively and for most nonmagnetic media, μ1 = μ2 = 1.

 1 2n nH H∴ =  (1.13)

Equation (1.13) implies equality of the normal component of the mag-
netic field vectors at the boundary.

In addition, we include two more boundary conditions that are encoun-
tered in practical waveguide problems.

Perfect electric conductor (PEC) or electric wall (EW)—the electric field 
is continuous across the boundary:

 0 0orn E n H× = ⋅ =  (1.14)

In the absence of surface currents, this boundary condition requires that 
certain magnetic field vector components must vanish. That is Hn = 0, in the 
absence of surface currents J = 0 and Ht = 0.

Perfect magnetic conductor (PMC) or magnetic wall (MW)—when one 
of the two media becomes a perfect magnetic conductor:

 0 0orn H n E× = ⋅ =  (1.15)

This condition ensures the continuity of the magnetic field component, 
H, at the boundary, while the electric field vector, E, vanishes.

Solutions of Maxwell’s equations satisfy the constitutive relations and 
the boundary conditions, and describe completely the electromagnetic fields 
inside any photonic device. These conditions also ensure that the solution 
found is unique.

In the section below, we make a brief detour to classify boundary condi-
tions in the nomenclature of partial differential equations. This general classifi-
cation describes the nature of the field (and in some cases its derivative) values 
at the boundary of the computational domain. For any given electromagnetic 
problem/domain, classifying the boundary conditions helps in choosing the 
appropriate solution technique.

1.3.3 Boundary Conditions: Natural and Forced

Boundary conditions can be classified based on mathematical representation 
and the conditions imposed upon the formulation. The boundaries can be 
left free, when the field decays at the boundary and the conditions are termed 
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6 Finite Element Modeling Methods for Photonics

as natural. In other cases, the field values have to be explicitly defined at the 
boundaries. This may be to take advantage of the symmetry of a waveguide, 
to reduce the number of elements in finite-element method (FEM) (and cor-
responding order of the matrices). Such boundary conditions are called forced 
and are classified as

Homogeneous Dirichlet φ = 0 (1.16)

Inhomogeneous Dirichlet φ = k (1.17)

where φ is a specific component of the vector electric or magnetic field and k 
is a prescribed constant value.

Homogeneous Neumann j n 0∂ ∂ =  (1.18)

where n is the unit vector normal to the surface.
The Neumann boundary condition represents the rate of change of 

the field when it is directed out of the surface. The importance of classifying 
boundary conditions in this manner lies in the impact they have upon the 
way the FEM formulation is set up.

1.3.4 Boundary Conditions: Truncation of Domains

We have described the role of boundaries that separate a device into regions of 
distinct electromagnetic properties, as well as natural/forced boundary condi-
tions. However, we are also concerned about the boundaries at infinity. By these 
we mean that the device has a finite extent in the x, y, and z directions even 
though the surrounding space extends to infinity. Therefore the boundaries 
of the outer domains of the device/surrounding space require special care in 
order for the fields (and physical quantities of interest including power and 
energy) to be well defined and a unique solution to exist. Where purely arti-
ficial boundaries are imposed to limit the computational domain to a finite 
size, during simulation, optical fields travelling toward these boundaries are 
reflected back into the computational domain. Thus, these boundaries have 
to be made absorbing in nature to minimize this unphysical reflection, which 
is a purely numerical feature. Absorbing boundary conditions including the 
transparent boundary conditions (TBC) [28, 29], perfectly matched layer 
boundary condition (PML) [30, 31] and others [32, 33] have been devised to 
deal with this problem. This results in modifications in the wave equations 
(to be derived later). We do not include the mathematical considerations 
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 Introduction 7

imposed by these boundary conditions here to keep this introduction simple. 
We do however describe in detail how these conditions are implemented in 
the FEM in Chapter 2.

To obtain the behavior of the fields inside the device described by the 
solution to Maxwell’s equations, (1.1)–(1.4) can be recast into an appropriate 
form that reflects physical considerations as well as practical ones related to the 
mathematical solution. In the following, we comment briefly on the solution 
techniques and the approximations required.

1.4 Basic Assumptions of Numerical Methods and Their 
Applicability

1.4.1 Time Harmonic and Time-Dependent Solutions

The coupled differential equation format of Maxwell’s equations naturally 
gives a description of the spatial and temporal evolution of both the electric 
and magnetic fields. Thus, it is an appropriate framework for study of time-
dependent phenomena, such as pulse propagation, reflections, radar, antennae, 
and through inclusion of the required functional forms of the permittivity 
(ε) and permeability (μ), the evolution of the fields in exotic systems such as 
metamaterials.

However, for many practical applications, we are interested in the steady 
state or equilibrium behavior of the optical field only as a function of the 
physical coordinates. This translates to the concept of time harmonic fields, 
where our interest is in continuous wave (CW) operation at a single frequency; 
time evolution can be neglected, and hence removed from the analysis. The 
fields can be written in phasor representation:

 

( , , , )
( , , , )
( , , , )
( , , , )

( , , )
( , , )
( , , )
( , , )

x y z t
x y z t
x y z t
x y z t

x y z
x y z
x y z
x y z

e j t

E
D
H
B

E
D
H
B
















=
















ω
 (1.19)

The use of the phasor representation allows replacing the time deriva-
tives in (1.1) and (1.2) by the term jω (after suppressing e jωt on both sides of 
the equation) since

 
e

t
j e

j t
j tω∂

∂
=

ω
ω
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8 Finite Element Modeling Methods for Photonics

Thus, (1.1)–(1.4) can be rewritten in the form

 jE B— ω× = −  (1.20)

 jH D J— ω× = +  (1.21)

 D— ρ⋅ =  (1.22)

 0B— ⋅ =  (1.23)

and the continuity equation becomes

 jJ— ωρ⋅ = −  (1.24)

However, time variation of a non sinusoidal field can also be accounted 
for by summing all the Fourier components over the frequency, ω, if the 
system is linear.

1.4.2 The Wave Equations

The solution of a system of coupled differential equations with boundary condi-
tions is not always an easy task [11]. Additionally, in computer implementations 
of the solution, storage of six field components (three each for the electric and 
magnetic fields) at every point in the physical domain of the device may not be 
feasible for devices of practical size. Thus, a standard procedure is to decouple 
the first-order Maxwellian curl equations, (1.1)–(1.4), to obtain second-order 
differential equations for only one field, called the wave equations.

We eliminate H from (1.1) by use of the constitutive relations [(1.7)].

We can write 
t

E
H— µ× = − ∂
∂

 and applying the curl operator to both 

sides, ( ) [ ]
t

E H— — —µ× × = − ∂
∂

× . Substituting (1.2) we get

 ( ) 2E E— — ω εµ× × =  (1.25)

A similar approach is followed to eliminate E and obtain

 
1

( ) 2H H— —ε ω µε× × =  (1.26)
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Further, using the vector identity ∇ × (∇ × A) = ∇(∇.A) − ∇2A and 
rewriting ∇(∇.E) = −∇(ln ε). E yields the vector wave equations:

 (ln )·2 2E E E— —ω εµ ε+ = −  (1.27)

 (ln )2 2H H H— — —ω εµ ε+ = − × ×  (1.28)

1.4.3 Scalar and Vector Nature of the Equations/Solutions

Having obtained second-order vector wave equations, before we describe 
procedures to solve these we need to understand some key concepts embed-
ded in the equations. The electric and magnetic fields in (1.27) and (1.28) are 
vectors; that is, the magnitude and directional dependence play a part in the 
nature of the field and its mathematical description. In general, the vector field 
(also known as the hybrid field) contains both longitudinal (along the direc-
tion of propagation) and transverse (normal to the direction of propagation) 
components that are coupled. The terms on the right-hand side of (1.27) and 
(1.28) describe the coupling of the components. In homogeneous media, ∇.ε 
= 0 and the right-hand side (RHS) vanishes, leading to the decoupling of the 
transverse and longitudinal components of the fields. For inhomogeneous 
media, however, when the term on the RHS can be neglected in comparison 
to the other terms, called the scalar or weakly guiding approximation (that 

is, when ,
— —ε
ε

µ
µ  are small compared with the length scale over which E 

and H evolve in space) it also leads to decoupling of the transverse and lon-
gitudinal components:

 ω εµ=2 2— E E  (1.29)

 ω εµ=2 2— H H  (1.30)

Equation (1.29) is homogeneous and represents the scalar wave equation 
for the electric field. The field components in the solution of these equations 
are decoupled from each other and are transverse; thus, the longitudinal com-
ponents are negligible. Each transverse component of the field now satisfies the 
scalar wave equation independently and it is sufficient to study the evolution 
of one component alone.
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10 Finite Element Modeling Methods for Photonics

1.4.4 Modal Solutions

For structures where the refractive index is almost homogeneous in one direc-
tion (we take z as the direction of propagation of light) and only varies in 
the transverse directions we can speak of the modes of the structure, which 
can be obtained by solving (1.27)–(1.30). Modes of a system represent the 
eigenfunctions or eigenstates of the system. For a simple photonic device 
such as a waveguide, modes are the steady state, discrete solutions to the wave 
equation that satisfy the boundary conditions for the given refractive index 
distribution, n(x, y). Modes represent the natural, equilibrium superposition 
of waves when light is coupled into the waveguide. On coupling light into 
the device, it will be guided in the form of one or more of the modes of that 
device. Each guided mode has characteristics such as an effective index and 
field distribution that are unique and do not change with time or even for 
different power of the incident light. Modal analysis allows us to determine 
the nature and behaviour of the electric and magnetic fields inside the device 
under CW operation.

There are several methods to find the modes of optical waveguides. 
These can be classified as analytical, semi-analytical and numerical. Analyti-
cal methods, as the name suggests, allow an analytical solution of the wave 
equation. However, such solutions are possible in rare cases (even under the 
weakly guiding approximation) such as step index planar waveguides. For most 
practical waveguides, with two-dimensional (2D) confinements, analytical 
solutions are not possible and some approximations have to be made. Among 
the semi-analytical approaches are methods such as the effective index method 
[34], Marcatili’s method [35] and its improvement with perturbation tech-
niques [36], the variational method [37] and the coupled-mode analysis [38].

Semi-analytical approaches generally involve solution of a differential/
integral equation or an integral obtained by simplifying the wave equation. 
These methods work well for uniform waveguides or coupled waveguides car-
rying few modes and deal primarily with only the guided modes. However, 
when the assumption cannot be made that the structure has very few modes, or 
if the refractive index distribution is far too complex, then numerical methods 
have to be used. There is huge variety of numerical methods in photonics, 
some of which are scalar and a few others that can deal with both vector and 
scalar problems. Some examples of numerical methods include those based on 
the FEM, finite-difference method, method of lines (MoL), and transmission 
line method (TLM and μTLM ). Some of the methods mentioned here can 
be used to obtain the modes of the structure as well as in situations where we 
are interested in the evolution of the field inside the device.
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1.4.5 Beam Propagation Methods

In structures where the refractive index varies along the propagation direc-
tion and therefore its z dependence cannot be neglected, the modal picture 
may not be appropriate. An example is a tapered Semiconductor Optical 
Amplifier (SOA), where the field evolves along the direction of the propaga-
tion (see Figure 1.1). In such situations and many others, it is important to 
employ beam propagation algorithms. In these algorithms the wave equation 
is recast in a form

 

2

2z
Hψ ψ∂

∂
=  (1.31)

where ψ, H represent the electric/magnetic field and the operator contain-
ing the transverse space derivative, as well as the refractive index variation, 
respectively.

Beam propagation methods (BPM) are marching algorithms that 
through repetitive application of the same steps in sequence take the field at 
the input of a device, propagate it along the length and eventually yield the 
field at the output end [39, 40] through the solution of (1.31). The optical 
field in such BPM algorithms is assumed to be travelling primarily in one 
direction (default is the z direction), which is discretized into small intervals 
or steps. The field at the start of an interval is given or its functional form 
assumed (it may be the device input where the field from a laser is launched). 

Figure 1.1 Schematic of an etched tapered SOA structure.
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12 Finite Element Modeling Methods for Photonics

The BPM algorithm then propagates the field through the interval in the z 
direction. The field at the end of the propagation step then acts as the input 
field for the next propagation step and so on. The total distance travelled 
along the z direction is the product of the number of propagation steps, n, 
and the length of each step, Δz. We mention a few popular methods: FFT-
BPM (Fast Fourier Transform) [39, 40], FD-BPM [41–47, 49, 50], FE-BPM 
[48], MOL BPM [51]. The discretisation scheme employed is different in 
each of these methods. We will focus on basic principles of BPM here, while 
discussing FE-BPM in detail in Chapter 3.

Beam propagation methods can be vector in nature or scalar. Neglecting 
the ∇(ln ε) term which appears inside the operator H, (1.31) yields the scalar 
and more tractable form of the BPM equation:

 
( , , ) ( , , )

2

2
2 2 2

z
k n x y z x y zt o— yψ ψ∂

∂
= +  (1.32)

where 2
2

2

2

2x yt— = ∂
∂

+ ∂
∂

in Cartesian coordinates and represents the transverse 

space derivative operator.
There are several BPM algorithms based on different numerical methods. 

The scalar BPM algorithms deal with the total field; that is, all the guided and 
radiation modes present in the structure. We describe in detail the FE-BPM 
algorithm in both scalar and vector form in Chapter 3.

We also note the particular form of (1.32), which describes waves moving 
in both the forward and backward directions. In principle, (1.32) can handle 
reflections. Therefore, BPM algorithms that solve (1.32) are termed as bidi-
rectional methods and are very often iterative in nature. More detail of bidi-
rectional methods can be found in some excellent references [41–44] and 
described in more detail in Chapter 3.

1.4.5.1 Wide-Angle and Fresnel/Paraxial Approximations

The majority of BPM formulations, are uni-directional, with only the for-
ward propagating waves taken into account. This leads to two classes of BPM 
methods: paraxial and wide-angle BPMs. The paraxial BPM algorithms can 
be derived directly by making the slowly varying envelope approximation 
(SVEA): the field is factored into a product of the slowly varying envelope 
of the field and an average phase variation over the distance travelled by 
the field.

 ( , , ) ( , , )exp( )x y z x y z jkzχΨ = −  (1.33)
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where k = konref, with nref being a suitably chosen constant refractive index 
such that field varies slowly with z. This assumes that the propagation is pre-
dominantly in the +z direction. Figure 1.2 shows the fast varying field and 
its slowly varying envelope in 2D.

Substituting (1.33) in (1.32), we get

 
2 [ ( , , ) ] ( , , ) 0

2

2

2

2 0
2 2 2

z
jk

z x
k n x y z n x y zref

χ χ χ χ∂
∂

− ∂
∂

+ ∂
∂

+ − =
 

(1.34)

Assuming the envelope to vary slowly with respect to z, we can neglect 
the first term involving the second-order derivative in comparison to other 
terms. This is the paraxial or Fresnel approximation. When the propagation 
problem satisfies paraxial conditions, the above assumption simplifies the wave 
equation substantially and we obtain a first-order equation:

 
χ χ χ∂
∂

= ∂
∂

+ −2 [ ( , ) ] ( , )
2

2 0
2 2 2jk

z x
k n x z n x zref  (1.35)

A further restriction is that the refractive index contrast cannot be very 
large for this set of techniques to be applicable for a structure. The reason is 
that large index contrasts will generate waves travelling at large angles with 
respect to the propagation direction. Indeed, in some cases even evanescent 
waves would be generated.

Wide-angle BPMs [45–49] have therefore been developed for structures 
in which the rate of variation of the refractive index is relatively large and/
or there are branches in the z direction. Rewriting (1.32) in a quadratic form 

Figure 1.2 The field ψ(x, z) and its envelope χ(x, z) for propagation in 2D.
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14 Finite Element Modeling Methods for Photonics

and separating it into a product of two factors, one representing the forward 
propagating components and the other backward propagating components, 
leads to (1.36) and (137):

 
∂ − ∂

∂
+ Ψ =( 2 ) 02 jk

zz P  (1.36)

 ∂ + + + ∂ − + + Ψ =( )( ) 02 2j k k j k kz zP P  (1.37)

where = + − ∂ = ∂
∂

[ 1];2 2
2

2k
n
n zt

ref
zP — .

The backward propagating term is neglected and the resulting equation

 
∂Ψ
∂

= + − Ψ( )2

z
j k kP  (1.38)

Equation (1.38) contains the square root of the propagation operator. 
Equation (1.38) is a paraxial-like equation since it contains only the first 
derivative with respect to z. However, the presence of the square root opera-
tor implies that waves propagating at large angles can be handled. Expansion 
of the square root operator yields wide-angle methods of different accuracy 
(see [45–50] for several wide-angle techniques, including but not limited to 
those that utilize Pade approximations to expand the square root operator). 
The Pade approximation of zero order results in the paraxial wave equation 
and is equivalent to making the Fresnel approximation.

1.5 Choosing a Modeling Method

Thus far, we have described some of the forms Maxwell’s equations are cast 
into, and the attendant assumptions, applicability and nature of solutions that 
can be expected. We have mentioned the names of a few techniques, briefly 
detailing the limitations for certain classes of methods. For an appropriate 
modeling method for a given structure or phenomenon, we need to answer 
some questions:

•	 Is it necessary to study the evolution of the fields as a function of time?
•	 What is the nature of the refractive index variation in the structure 

(e.g., small or large)?

CH01_6337.indd   14 6/18/13   7:50 AM



 Introduction 15

•	 Is it necessary to consider the vector nature of the fields?
•	 Do we need to obtain a modal solution or propagation of the fields?
•	 What are the required model inputs (for example, material parameters)?
•	 How widely can the method be applied?
•	 Is the light travelling in +/− z direction or in all directions?
•	 Is the material linear?

Based on the answers to these questions it is possible to identify the 
class of modeling methods that would be applicable for the problem at hand. 
It is possible to shortlist more than one technique that fulfills some of the 
listed major criteria. However, each technique has weaknesses and strengths, 
and other considerations that often play a part in determining the specific 
method of choice:

•	 What is the accuracy and reliability of the method?
•	 How stable is the method?
•	 What are the resources (computer time, memory) required?
•	 How easy is it to implement the method?

In the following section, we briefly examine the FEM against some of 
these criteria.

1.6 Finite-Element-Based Methods

We develop each aspect of the FEM-based methods in later chapters. Here, we 
describe in general terms the reasons why this class of methods is important 
and examine it against the criteria mentioned in the previous section.

The FE-based methods presented in this book are able to deal with 
complicated refractive index distributions, including those where the vector 
nature of the fields has to be considered. The H field FEM that we use is highly 
accurate, with continuity of the fields being naturally accounted for in the 
implementation, unlike E field-based methodologies. Modal solutions can be 
obtained in a vast variety of waveguide structures, ranging from simple step 
index to high index contrast Si slot waveguides, Bragg fibers, plasmonic struc-
tures, QCL modes, and so on. These are discussed in Chapter 2. Beam propa-
gation solutions based on the FEM (both scalar and vector) can be applied 
to study power splitters, Arrayed Waveguide Gratings (AWGs), directional 
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couplers, polarization rotators/converters, waveguide and fiber tapers, spotsize 
converters, nonlinear effects such as second harmonic generation (SHG), and 
so on, considered in Chapter 3. Furthermore, even time-dependent phenomena 
such as reflections, pulse propagation, and spectral response can be studied 
with finite-element time domain (FETD) methods, described in Chapter 4. 
The model parameters typically required are the refractive index distribution 
of the device and the dielectric function. Physical effects such as acousto-optic, 
thermal, electro-optic, and material non linearity can also be included in FEM 
analyses (see Chapter 5). Therefore, FEM-based methods can be adapted for 
application to a vast variety of problems.

The computational aspect of the FEM also satisfies the criteria mentioned 
in Section 1.5. FEM is a highly accurate method (see Chapter 2 for a detailed 
discussion on convergence, accuracy, stability, and resource requirement), 
which has been successfully tested on a variety of structures. The method is 
stable and highly robust and has been very successful in computer implemen-
tation including the parallel format/multithreading. The implementation of 
the FEM can seem challenging to a beginner, and in this book we hope to 
address this issue, making the method accessible, as well as explaining by way 
of algorithms and computer codes how to implement it easily. The resource 
requirement in terms of computer memory storage and run time can also be 
optimized especially through use of sparse matrices, for interior or closed 
problems. In conclusion, the FEM-based methods form a suite of highly 
versatile, powerful tools for modeling, and a good understanding of these is 
valuable for anyone interested in photonics simulation.
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