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Abstract

In November 2010, the German government started to issue the new electronic
identity card (eID) to its citizens. Besides its original utilization as a ’visual’
identification document, the eID card can be used by the cardholder to prove
one’s identity at border control and to enhance security of authentication
processes over the Internet, with the eID card serving as a token to reliably
transmit personal data to service providers or terminals, respectively. To
this end, the German Federal Office for Information Security (BSI) proposed
several cryptographic protocols now deployed on the eID card.

The Password Authenticated Connection Establishment (PACE) protocol se-
cures the wireless communication between the eID card and the user’s local
card reader, based on a cryptographically weak password like the PIN chosen
by the card owner. Subsequently, the Extended Access Control (EAC) protocol
is executed by the chip and the service provider to mutually authenticate
and agree on a shared secret session key. This key is then used in the secure
channel protocol, called Secure Messaging (SM). Finally, an optional protocol,
called Restricted Identification (RI), provides a method to use pseudonyms
such that they can be linked by individual service providers, but not across
different service providers (even not by malicious ones).

This thesis consists of two parts. First, we present the above protocols and
provide a rigorous analysis on their security from a cryptographic point
of view. We show that the Germen eID card provides reasonable security
for authentication and exchange of sensitive information allaying concerns
regarding its usage.

In the second part of this thesis, we introduce two possible modifications to
enhance the security of these protocols even further. Namely, we show how
to (a) add to PACE an additional efficient chip authentication step, and (b)
augment RI to allow also for signatures under pseudonyms.
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Zusammenfassung

In November 2010 wurde der neue elektronische Personalausweis (nPA) in
Deutschland eingeführt. Neben der ursprünglichen Verwendung als ’optisches’
Identifikationsdokument, kann ein Ausweiseigentümer den nPA verwenden,
um sich in Grenzkontrollen auszuweisen oder die Sicherheit bei dem Authen-
tisierungsvorgängen im Internet zu verstärken. Der nPA wirkt hier als Mittel,
um zuverlässig persönliche Daten zu einem Dienstanbieter oder dem Terminal
zu transferrieren. Das Bundesamt für Sicherheit in der Informationstechnik
(BSI) führte mehrere kryptograpische Protokolle ein, welche nun im nPA
eingesetzt werden.

Das Password Authenticated Connection Establishment (PACE) Protokoll,
welches auf kryptographisch schwachen Passwörtern basiert, wie die von
Nutzern ausgewählten PIN, sichert die kabellose Kommunikation zwischen
dem nPA und dem Lesegerät des Nutzers. Anschließend wird das Extended
Access Control Protokol zwischen der Chipkarte und dem Diensteanbieter
ausgeführt, um sich gegenseitig zu authentifizieren und sich auf einen gemein-
samen geheimen Sitzungsschlüssel zu einigen. Dieser Schlüssel wird dann
in dem Protokoll für sichere Kanäle mit dem Namen Secure Messaging (SM)
verwendet. Schlussendlich bietet ein optionales Protokoll namens Restricted
Identification (RI) eine Methode an, Pseudonyme zu verwenden, welche inner-
halb individuellen Diensteanbieter wiedererkennbar sind, allerdings anonym
gegenüber anderen (selbst böswilligen) Diensteanbieter bleiben.

Diese Dissertation besteht aus zwei Teilen. Zum einen präsentieren wir die
oben genannten Protokolle und liefern eine gründliche Sicherheitsanalyse aus
kryptograpischen Gesichtspunkt. Wir zeigen, dass der nPA eine vernünftige
Sicherheit für eine Authentifikation und den Austausch von sensiblen Daten
bietet, welche jegliche Bedenken den neuen elektronischen Personalausweis
aus Sicherheitsgründen nicht zu nutzen, ausräumen sollte.

Im zweiten Teil dieser Dissertation führen wir zwei mögliche Änderungen ein,
welche die Sicherheit der Protokolle noch weiter erhöhen könnten. Genauer:
wir zeigen wie (a) dem PACE Protkoll eine zusätzliche Chip Authentifizierung
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hinzugefügt werden kann, und (b) das RI Protokoll so erweitert werden kann,
dass Nutzer Signaturen unter ihren Pseudonymen erstellen können.
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1. Introduction

In more than 100 countries around the world, national identity cards are
issued to their citizens. These identity cards can be used as travel documents
— equivalent to passports — (as long as they are accepted in the destination
country) as well as a proof of identity within their home country. Only few
nations do not require their citizens to own and use an identity card, e.g.,
Australia, Japan, and United States. Usually, identity cards are more compact
in their physical form than passports and the handy size makes them easier
to carry around in a daily life. Additionally, more information about the card
owner is often displayed on identity cards than passports reveal, such as the
home address, height of the person, and eye color.

Nowadays, traditional identity cards (made of paper-core laminated at both
sides) are replaced and updated more and more by identity cards in which an
electronic RFID chip is embedded. These electronic identity (eID) cards allow
one not only to identify and authenticate oneself to a person or to a machine
which has physical access to the card, but also to a remote machine far from
the eID card and its owner. For this, the card owner requires a card reader,
which communicates with the eID card over a wireless channel, and Internet
connection. Obviously, online authentication — that is, over the Internet — is
not an option when the card is used as a travel document; however, certain
services which require a person to identify via an identity card or passport, can
now be accessed through the Internet. This includes services like eGovernment,
eBanking, or eCommerce. For instance, one can open a new bank account
without being physically present in the bank. Preannouncing, in Cebit 2013

in Hannover, the biw-bank provided an automatic cash dispenser to German
citizens where one was able to withdraw money only using his/her eID
card [Hei13]. What services are provided exactly and under which conditions
they can be utilized is determined by the corresponding countries.

In Germany, any person aged 16 or older must possess an identity card or
a passport. In 1951, Germany issued for the first time (traditional) identity
cards to their citizens containing, among others, the name, birth date and birth
place of the card owner, as well as an ID picture and a handwritten signature.
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1. Introduction

The paper-made identity card is currently being gradually replaced by an
electronic identity card, a process that started in November 2010. The German
eID card displays all the information included in the older paper cards, but
in addition stores biometric data (i.e., fingerprints) of the card owner and a
digital copy of his or her picture in the RFID chip on the card. This hardware
chip allows to communicate with a card reader over a short distance through
a wireless connection. Optionally, one can store information for electronic
signatures on the card, possibly provided by a private company. Two years
after its introduction, there were 45 companies and departments offering more
than 87 applications or services for eID users [Hei12].

Identity cards require protection against copying, cloning, and forgery in order
to prevent that one misuses an identity card or impersonates a different person
— possibly a non-existent person. For this reason, during the production
of these cards, identity-card issuers use countermeasures which allow to
physically check the correctness and validity of the identity card at hand.
For instance, on the German eID card, parts are written with color-changing
ink, and the card includes 2D and 3D holographic security elements, and
fluorescent elements which luminesce in different colors under ultraviolet
light. Also, parts of the card’s memory, where the secret key material is stored,
should be resistant against tampering and no one, not even the card owner,
should be able to read from or write on this memory.

As the authentication can now take place online over the Internet, all messages
sent and received by the eID card must be protected against eavesdroppers and
malicious parties which try to illicitly access sensitive information about the
card owner and/or his or her transactions. Also, the card owner must choose
a personal identification number (PIN) which needs to be entered to the card
reader in order to authenticate. In order to secure the card’s authentication over
the Internet, several cryptographic protocols are implemented on the German
eID card. These protocols aim to provide authenticity, integrity, and privacy of
user data. In this thesis, we investigate the security of these protocols from a
cryptographic point of view. That is, we look at the mathematical abstraction
of these protocols (as defined in the specifications [BSI10]) and give security
arguments under reasonable assumptions.

The security of the actual implementation is not part of our analysis, and it
must thus be studied further. Also, the design choices of the protocols are not
part of this thesis. Nonetheless, in the second part of the present work, we
propose future extensions to facilitate the authentication process and provide

4



1.1. The Protocols

additional security features while making as little modification to existing
protocols as possible.

Next, we introduce the cryptographic protocols used by the German eID card
and present our results on their security.

1.1. The Protocols

The cryptographic protocols deployed on the German eID card build a se-
cure communication between the chip card, and a card reader or a terminal,
respectively. In Figure 1.1 we depict an overview of all the relevant crypto-
graphic protocols. Here, we briefly introduce these protocols and refer to the
subsequent chapters for a detailed description and the corresponding security
analysis.

The Password-Authenticated Connection Establishment Protocol.
Through ISO/IEC JTC1 SC17 WG3/TF5 [ISO10] the International Civil Avia-
tion Organization (ICAO) has adopted the Password Authenticated Connec-
tion Establishment (PACE) protocol [BSI10] to secure the contactless communi-
cation between machine-readable travel documents (including identity cards)
and a reader. Roughly, the protocol generates a secure Diffie–Hellman key out
of a low-entropy password — the PIN for the German eID card — which the
owner has to enter at the reader, or which is transmitted through a read-out of
the machine-readable zone. This (hashed) Diffie–Hellman key is subsequently
used to secure the communication through the Secure Messaging protocol
which we describe below.

The Extended Access Control Protocol. The Extended Access Control
(EAC) protocol was proposed initially in 2005 by the German Federal Office
for Information Security (BSI) for the electronic passports (ePASS). It provides
a secure key establishment between a chip card and a terminal, using a public-
key infrastructure. The new version of EAC, recommended and introduced in
November 2010 for the German ID card, is presented in this thesis (with some
slight simplifications for the sake of presentation, but without violation of
security properties of the overall protocol). EAC serves the purpose of limiting
access to the sensitive data stored on the chip card (e.g., fingerprints). The

5



1. Introduction

Figure 1.1.: Overview of the cryptographic protocols

BSI integrated EAC in the German electronic identity (eID) card to have a
complete protection of all recorded personal data.

The EAC protocol consists of two phases: the Terminal Authentication (TA)
protocol which is a challenge-response protocol in which the terminal signs
a random challenge (and an ephemeral public key) with its certified signing
key; and the Chip Authentication (CA) protocol in which both parties derive
a Diffie–Hellman key from the terminal’s ephemeral key and the chip’s static,
certified key, and where the chip finally computes a message authentication
code to authenticate.

Note that the PACE protocol should be executed first; then the communication
between the card and the terminal is secured through the EAC protocol.
We note that the reader and the terminal should also be connected securely
through, say, SSL/TLS, before the keys between the chip and the terminal
are derived in the EAC protocol. We comment on security issues related to
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protocol composition in Chapter 5.

Secure Messaging. The Secure Messaging (SM) protocol as specified
in [BSI10] constructs an end-to-end integrity-preserving secure channel, which
requires a secret key shared by the chip card and the reader or terminal,
respectively, and enables the parties to communicate securely over an inse-
cure channel. In particular, SM provides confidentiality and authenticity for
the exchanged messages. It uses the Encrypt-then-Authenticate paradigm
which implements a secure channel if the input keys are uniformly dis-
tributed [CK01].

The Secure Messaging protocol is run twice. First, the messages between
the chip card and the card reader are secured using the session key derived
by PACE. Second, the keys derived by running EAC serve as input to SM
to provide end-to-end security. In Figure 1.1 we denote by SMPACE the SM
protocol with input the PACE keys, and, respectively, SMEAC denotes the
protocol run for EAC keys.

Restricted Identification. The overall design of the identity card includes
another protocol, called Restricted Identification (RI). In this optional protocol,
card holders can use domain-specific pseudonyms to interact with service
providers such that (a) a service provider can recognize pseudonyms of
individual cards and use this information for the service (domain-specific
linkability), and (b) different service providers cannot link interactions of one
user in their respective domains (cross-domain anonymity).

The Restricted Identification protocol is run as soon as a secure channel is built
between the chip card and the corresponding service provider by running
SMEAC. Afterwards, any card application can be run as long as pertaining
communication is secured and confidential.

1.2. Security Analysis

In this thesis we investigate the security of all the aforementioned protocols
from a cryptographic point of view. As such, we classify the protocols accord-
ing to their purpose and identify strong security models capturing the desired
security properties. We also propose two novel protocols enhancing and up-
dating the previous protocols. First, we present our results about the security
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of cryptographic protocols implemented currently on the German eID card.
We remark that this thesis focuses on the security analysis of cryptographic
protocols. Performance analysis and design choices for these protocols are not
investigated here.

In [BFK09] it has been shown that the PACE protocol achieves the widely
accepted security notion of password-based authenticated key agreement
of Bellare, Pointcheval, and Rogaway [BPR00], in its strong form stated by
Abdalla et al. [AFP05]. This holds under a variant of the Diffie–Hellman
assumption, assuming secure cryptographic building blocks, and idealizing
the underlying block cipher, as well as the hash function. Following the
initial analysis of PACE [BFK09], further studies were published regarding
the security of the PACE protocol [CS10, CGIP12, CSD+

12].

Similarly to PACE, the EAC protocol also allows two parties to agree on a
secret shared key; however, rather than relying on a secret password as input,
the security of the EAC protocol is based on public-key infrastructure. All
chip cards and terminals possess a unique secret value whose corresponding
public value is revealed in order to authenticate and derive a session key. A
party’s secret value remains secret throughout lifetime. We analyze the EAC
protocol as an authenticated key-exchange protocol in the strong security
model by Bellare and Rogaway [BR94a]. We show that the protocol is secure
in this model, assuming that the underlying cryptographic primitives are
secure (signatures, certification, and message authentication codes). Similarly
to PACE, the deployed hash function for key derivation is assumed to behave
ideally, and a Diffie–Hellman assumption is required. We mention that the
security of the earlier version of EAC, implemented on electronic passports,
was assessed in [MVV07, PPW08, SBPV08]. The revised version — that is,
the up-to-date and currently deployed version in the German eID card —
was modified accordingly. The security of the latest version of EAC was an
unresolved question previous to our analysis.1

We give a monolithic security analysis on the Secure Messaging protocol.
That is, we define an appropriate security model where the secure channel
protocol is executed after the key agreement took place. To this end, we
build our model upon on the Bellare-Rogaway framework for authenticated
key exchange, which allows us to use known results on the security of the
underlying key-exchange protocol (in our case: PACE and EAC). We prove the
SM protocol secure in this monolithic security model, which tells us that SM

1In [Nit09], the author briefly discusses whether attacks on previous protocols apply to
EAC. However, he does not provide a rigorous security analysis.
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implements an end-to-end integrity-preserving confidential channel between
the participants. In particular, our security proof implies immediately that not
only the single components are secure, but their compositions as well.

Restricted Identification (RI) allows users to use domain-specific pseudonyms.
From a security and privacy point of view, these pseudonyms should be
unique within a domain (domain-specific linkability) and moreover, two
service providers should be unable to link pseudonyms of the same card
across domains (cross-domain anonymity). In this context, we are first to
introduce formal security notions for cross-domain anonymity and prove RI
secure in this model. We also argue on the domain-specific linkability.

1.3. Future Enhancements

Besides investigating the security of the protocols used by the German eID
card, we further propose two new cryptographic protocols building on the
aforementioned protocols. In particular, we introduce the following enhance-
ments for PACE and RI, respectively.

PACE with Active Authentication. As already mentioned, PACE is in-
troduced and standardized to secure the communication between a reader
and machine-readable travel documents in general. It was implemented for
the first time in the German eID card; however, it was designed primarily
to replace the Basic Access Control (BAC) protocol for electronic passports.
An optional protocol, called Active Authentication (AA), was introduced for
electronic passports in order to prevent passport cloning (and identity theft).
In this thesis we show how to merge PACE and AA in a single protocol,
namely PACE|AA, which preserves all the security guarantees of the two
separate protocols and, moreover, it improves the computation complexity —
AA is run (almost) for free — when compared to the sequential execution of
these protocols. We provide a rigorous security analysis in a security model
slightly different from the one used for the analysis of PACE.

Active Authentication introduces a potential threats to privacy, as discussed
in [MVV07, BPSV08a, BPSV08b, BSI10]. A terminal is able from the interaction
with the passport to derive a proof for others that an interaction took place.
Our protocol avoids this pitfall. We show that PACE|AA provides deniable
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authentication [DDN00]. This roughly means that a terminal could have gen-
erated the purported proof (essentially a transcript itself) from public data.
Consequently, a passport owner can deny any interaction and claim that the
terminal itself has fabricated this conversation.

Domain-Specific Pseudonymous Signatures. Although the concept of
Restricted Identification in [BSI10] currently only supports recognition of
pseudonyms, it can be easily extended to provide additional functionalities,
by, for example, allowing users to output signatures under their pseudonyms.
In this thesis we propose a novel signature scheme which builds upon RI.
As such we identify several required security properties for such signatures,
which we roughly define as follows:

Cross-Domain Anonymity. As for RI, signatures generated under user’s pseu-
donym should also not allow service providers to link transactions of
users across domains.

Unforgeability. As for common digital signature schemes, the standard se-
curity notion of unforgeability must also hold for our domain-specific
pseudonymous signatures. That is, no one can generate signatures on
behalf of an honest card except the legitimate card.

Seclusiveness. This property guarantees that no one is able to generate sig-
natures under a pseudonym which is not (yet) assigned such that the
signature is accepted by the terminal.

We are first to give a formal security definition of these security properties for
pseudonym generated signatures. We also propose a construction satisfying
all security requirements, which, moreover, builds upon RI enabling an easy
integration into cryptosystems (e.g., the German eID card) where RI is already
implemented.

1.4. Further Remarks

Media Comments on the German eID cards. Since the introduction of the
novel German electronic identity cards, several organizations scrutinized the
security of the card in several attack scenarios. In this paragraph we comment
on these ostensible potential threats and discuss how they relate to the results
in this thesis.
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In August 2010, the Chaos Computer Club (CCC) criticized one of the three
possible card readers handed out to German citizens [Hei10b, Hei10a, Hei10d].
They claim that the basic reader, which uses the keyboard from the PC rather
than its own keyboard, is inherently unsafe. In their attack scenario they
assume that an adversary is able to install on the card owner’s PC a keylogger
(without the owner noticing this). Then, if the legitimate owner of the card
enters his/her PIN to authenticate to the card reader, this PIN is forwarded to
the adversary, which can re-authenticate illicitly if the owner forgets to take
the card from the reader.

Clearly, if an adversary possesses the card (which remains close to the reader)
and if the PIN is revealed (through keylogging software on the owner’s PC),
there is no secret information that can prevent impersonation attempts. This
attack, however, does not contradict our results since we do not — and indeed
cannot — give any security guarantees if all secrets needed to authenticate
are disclosed. Nonetheless, the adversary is not able to read sensitive data
from the card, as this information is sent encrypted over the channel. We
stress here that in order to apply this attack a trojan has to be installed
on the PC and thus, if one keeps one’s PC protected through a firewall,
with an updated virus-scanner, this attack is not a potential threat. Also
note that authentication through the eID card and the PIN still provides
stronger security than traditional credentials, like username and password, to
authenticate to a service provider.

In November 2010, Jan Schejbal described in his blog [Jan10] an attack against
the eID application software, called AusweisApp, where he exploits its update
routine in order to inject a wrong uncertified AusweisApp [Hei10c]. This does
not affect the security of the eID card directly. That is, no immediate abuse of
the eID card is possible and also no sensitive data can be retrieved from the
card. However, the compromised PC might leak sensible information. To this
end, BSI reacted to this post and updated the AusweisApp accordingly, with
no subsequent security leak (to the present day). The subsequent phishing
attack by Jan Schejbal [Hei11] works similarly to his previous approach, luring
the card owner to a webpage masquerading as a certified service provider.
The adversary thus learns the PIN, given that the basic card reader is used.
Similar arguments as for attack by the CCC apply here. That is, if all secrets
of an eID card leak, no secure authentication can be constructed on top of it.
This attack, though, works under particular setup assumptions on the user’s
PC, and can be eliminated by updating the corresponding software.

We infer from previous paragraphs that in order to assess the security of
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the eID card not only the protocols itself needs to be secure but also their
implementation and its periphery.

Other National Electronic Identity Cards. Germany is not the only
country moving to identity cards with an embedded electronic chip. In fact,
many European countries are going, or have already started, to use national
electronic identity cards. This is the case, for instance, in Belgium, Estonia,
Finland, Italy, the Netherlands, Portugal, Spain, and Sweden. Also outside
Europe, eID cards are expected to be deployed (or are already being used) in,
e.g., Brazil, Indonesia, Malaysia, the Philippines, Afghanistan, Bahrain, Oman,
Qatar, Saudi Arabia, the UAE, and many more countries.

These electronic cards are different in many ways. First, the information dis-
played on the cards varies from nation to nation. For instance, in Europe
biometric data is contained in only four countries, i.e., Italy, Portugal, Spain,
and Germany. Also, each country uses different protocols to ensure secure
communication and identification. In this thesis we focus only on the secu-
rity of the protocols deployed in the German eID card. However, we stress
that standardization (which is planned for Europe) can lead to much more
applicability and stronger security if nations agree on the choice of proto-
col implemented on the card. Clearly, without provable security no protocol
should be chosen and implemented. To this end, we hope that our result
encourages authorities to favor the protocols proposed by BSI, which are
partially already standardized for deployment on machine-readable travel
documents.

1.5. Contributions of this Thesis

The major focus of this thesis is to investigate how secure the cryptographic
protocols deployed on the German eID card are. In addition, based on these
protocols we propose two novel protocols providing stronger security and
improved efficiency. We summarize the major results of this thesis below:

Security of the Extended Access Control Protocol. We give a positive secu-
rity proof of the EAC protocol under a generally accepted number-
theoretic assumption (namely Gap Diffie-Hellman) and assuming the
security of the underlying building primitives. To this end, we select an
appropriate and approved, strong security model for authenticated key
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exchange, i.e., the Bellare and Rogaway model [BR94a]. Moreover, we
look at further security properties, such as forward secrecy and leakage
of internal secrets. The following theorem captures informally our result
on the security of EAC:

Theorem 1 (Security of EAC - informal) The Extended Access Control
protocol is a secure authenticated key-exchange protocol in the security model
of Bellare and Rogaway as long as the underlying certification, message authen-
tication code, and respectively, signature scheme, and the compression function
are secure, the hash function behaves ideally, and the Gap Diffie–Hellman
assumption holds.

Security of the Secure Messaging Protocol. Key-exchange protocols are
subsequently used in the secure channel protocol (constructed in the
German eID card by the SM protocol). We first formally define the secu-
rity model which captures all required and desired security properties.
In particular, we formulate a monolithic security definition and assess
the security of SM when it is composed with the key-exchange protocols
PACE and EAC, as this is the intended procedure for the German eID
card. We stress that composing two secure protocols do not yield a
secure composition. We discuss this issue further in Section 3.3. Subse-
quently, we show that Secure Messaging provides all required security
properties as a secure channel even if executed after PACE or EAC. Our
main result can be stated as:

Theorem 2 (Security of SM - informal) The Secure Messaging protocol is
a secure channel protocol when using the keys derived from PACE or EAC, as
long as the underlying message authentication code and encryption scheme are
secure.

Security of the Restricted Identification Protocol. The optional RI protocol
allows a user to identify to a service provider through a pseudonym.
For this protocol we first assess its security with respect to the two
properties claimed in BSI specification, namely, cross-domain anonymity
and domain-specific linkability. To this end, to the best of our knowledge,
we give the first concrete security model for cross-domain anonymity in
the literature. In this model we prove that RI is cross-domain anonymous,
i.e.:

Theorem 3 (Cross-Domain Anonymity of RI - informal) The Restricted
Identification protocol is cross-domain anonymous as long as the Decisional
Diffie–Hellman assumption holds.
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We also comment on domain-specific linkability and provide positive
results in the context of RI security.

Introduction of the PACE|AA Protocol. We propose a novel protocol which
is essentially a merge of the PACE and Active Authentication (AA)
protocols. AA is the alternative to the EAC protocol implemented on
electronic passports. We describe how the PACE and AA protocols can
be merged in a natural way such that it preserves the security properties
of the component protocols. We prove the following result:

Theorem 4 (Security of PACE|AA - informal) The PACE|AA protocol is
a secure password-based authenticated key-exchange protocol resistant to imper-
sonation attacks as long as, the specific signature scheme is secure in a robust
sense, and the certification and message authentication scheme are secure.

We also prove that one variant of our proposed protocol is deniable, i.e.,
a chip card can deny that any interaction with a terminal took place. This
is a privacy property not provided by the original Active Authentication
protocol.

Introduction of Domain-Specific Pseudonymous Signatures. We introduce a
novel signature scheme which allows a user to sign arbitrary messages
on behalf of pseudonyms. In particular, our signature scheme is built
upon Restricted Identification such that it allows easy integration in the
given architecture and provides additional security properties. That is,
we show that our scheme provides cross-domain anonymity, unforge-
ability, and seclusiveness. Informally, the two latter properties guarantee
that no one can sign messages on behalf of pseudonyms of other honest
parties or of (still) unassigned pseudonyms.

Theorem 5 (Security of our Signature Scheme - informal) Our
domain-specific pseudonymous signature scheme is cross-domain anonymous,
unforgeable, and seclusive as long as the Decisional Diffie–Hellman assumption,
and, respectively, the Discrete Logarithm assumption hold. In addition, we
assume that the hash function behaves ideally.

1.6. Outline of this Thesis

The structure of this thesis is as follows:
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Chapter 2. In this chapter we introduce the basic definitions and notations
necessary to formally define and analyze cryptographic protocols used
in the German electronic identity card. Moreover, we introduce number-
theoretic assumptions and cryptographic primitives which serve as
building blocks for the more complex protocols and resp. for the proofs
we show in the next chapters.

Chapter 3. Here, we explain the general structure and strategy employed in
the security analysis of a cryptographic protocol. This way of reasoning
will often recur and influence our results in the subsequent chapters.
We also show one way of modeling the security of authenticated key
exchange and secure channel protocols.

Chapter 4. In this chapter, we describe the PACE protocol in detail. We also
recall all the results on PACE to date. We stress that these security
analyses are not part of this thesis’ contribution. Nevertheless, these
results must form a part of any complete treatment of the other protocols
used by the German identity card.

Chapter 5. We give a detailed description of the EAC protocol where we
subdivide the protocol into two parts, namely Terminal Authentication
and Chip Authentication. Afterwards, we analyze the security of EAC
as an authenticated key-exchange protocol.

Chapter 6. In this chapter we describe the Secure Messaging protocol, and
prove its security if it is run with the keys from the key-exchange
protocols PACE or EAC.

Chapter 7. Here, we describe the Restricted Identification protocol and pro-
vide a rigorous security analysis of it. In particular, we show that RI
satisfies cross-domain anonymity and offers domain-specific linkability.

Chapter 8. We summarize the assumptions on the cryptographic primitives
and whether they are conformed according to the specifications in order
to assure secure usage of the German eID card for authentication. Then,
we comment on further requirements, beyond cryptography, for the
security of the German eID card.

Chapter 9. This chapter presents the PACE|AA protocol (variants). We dis-
cuss the security model for password-based authenticated key exchange
and impersonation resistance. After discussing the relevant (number-
theoretic and cryptographic) security assumptions, we demonstrate our
security results. Finally, we discuss our deniable version and its security.

Chapter 10. Here, we propose an extension to the Restricted Identification
solution where users are able to sign messages on behalf on their pseu-
donyms. We identify three essential security properties, namely cross-
domain anonymity, unforgeability, and seclusiveness. We show that our
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proposed domain-specific pseudonymous signature scheme satisfies all
these properties, making it a reasonable upgrade to the RI protocol.

16



2. Definitions

In this chapter we introduce the basic definitions and notations necessary to
formally define and analyze the cryptographic protocols used in the German
electronic identity card. Moreover, we introduce number-theoretic assumptions
and cryptographic primitives which serve as building blocks for the more
complex protocols we analyze in the next chapters. For a broader and more
detailed introduction to cryptography encompassing important primitives,
cryptographic assumptions, and their instantiations we refer to the books of
Goldreich [Gol01, Gol04], and Katz and Lindell [KL07]. Experienced readers
familiar with cryptography may skip most of this chapter.

Reader’s Roadmap. In Section 2.1, we begin introducing the general nota-
tion which we use throughout this dissertation. In Section 2.2 we formalize
number-theoretic assumptions that the protocols in the German eID card rely
on. These computational assumptions have been believed to hold — i.e., no
computationally efficient algorithm is known to exist that breaks the corre-
sponding problem — for decades by cryptographers and mathematicians. In
Section 2.3, we give formal definitions of cryptographic primitives and their
security requirements, and describe their purpose when deplyoed in a more
complex construction.

2.1. General Notation

Throughout this dissertation, we denote the security parameter by λ (or
in unary notation 1λ). Cryptographic primitives and protocols adjust their
specific parameters (e.g, key sizes, choice of a mathematical group, etc.)
according to the security parameter. A function is called negligible (in the
security parameter λ) if it decreases faster than the inverse of every polynomial
in λ, for λ sufficiently large. More formally:
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Definition 2.1.1 (Negligible Functions) A function ε : N 7→ R is called negli-
gible, written ε(λ) ≈ 0, if for all polynomials p : N 7→ R+ there exists an N ∈ N

such that for all λ ≥ N it holds ε(λ) ≤ 1
p(λ) .

Consequently, if a function δ(·) is non-negligible, then there exists a poly-
nomial p(·) whose inverse decreases faster than function δ. Examples for
negligible functions are 2−λ, 2−

√
λ, or λ− log λ. Let ε1, ε2 be two negligible func-

tions and p1, p2 be two polynomial functions. It is easy to verify the validity
of the following relations:

• The functions defined as follows are non-negligible:

1/(p1(λ) + p2(λ)), 1/(p1(λ) · p2(λ)), ε1(λ) + 1/p1(λ) .

• The functions defined as follows are negligible:

ε1(λ) + ε2(λ), ε1(λ) · ε2(λ), ε1(λ)/p1(λ) .

For an algorithm A, the value y← A(x) denotes the output of A on input x;
if A uses randomness, then A(x) is a random variable. Also, AO denotes that
A has access to oracle O. An algorithm A is probabilistic polynomial-time
(PPT) if A is randomized — uses internal random coins — and, for any input
x ∈ {0, 1}∗, the computation of A(x) terminates in at most poly(|x|) steps.

By N and Z we denote the set of natural and integer numbers, respectively.

For n ∈ N, let [n] def
= {1, 2, . . . , n}. The order of a group G is denoted by

ord{G}. We denote by 〈g〉 with g ∈ G the (sub)group generated by g. All
protocols within the eID card use cyclic groups of prime order p. Indeed,

the finite additive cyclic group Zp
def
= {0, 1, . . . , p− 1} has prime order p, i.e.,

ord{Zp} = p. The multiplicative group Z∗p consists of the non-zero elements
of Zp (given p is prime). Furthermore, if the protocols run on elliptic curves,
then the parameters G = (a, b, p, q, g, λ) give the description of an elliptic
curve y2 = x3 + ax + b( mod p) where 〈g〉 is a group of prime order q.

If D is a probability distribution or random variable, we denote by d ← D
the process of sampling a value d randomly according to D. In case S is a
set, then s←R S means that the value s is sampled according to a uniformly
random distribution over the set S.

Let X = {Xλ}λ∈N and Y = {Yλ}λ∈N be two distribution ensembles. We say
X and Y are ε-computationally indistinguishable if for every polynomial-time
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distinguisher A there exists a function ε such that:

|Pr[A(X) = 1]− Pr[A(Y) = 1]| ≤ ε(λ) .

If ε(λ) is negligible, we simply say X and Y are (computationally) indistin-
guishable (and we write X ≈ Y).

2.2. Number-Theoretic Assumptions

The security of cryptographic protocols is often based on number-theoretic
assumptions, i.e., the hardness of computational problems.

Constructions secure against even unbounded adversaries (thus not relying
on computationally hard problems) guarantee information-theoretic security.
Even if such constructions are preferable over computationally-secure pro-
tocols from a security point of view, they often require significantly more
memory or they lack efficiency, such that usually they cannot be implemented
on a resource-restricted platform, such as the chip card within electronic iden-
tity cards. Moreover, some cryptographic primitives or protocols cannot be
built to be information-theoretically secure. An direct example is information-
theoretically secure key agreement when parties do not share a secret and
communicate over a public channel, which is, interceptable by anyone [Mau93].
For these reasons, the protocols presented and analyzed in this thesis, i.e., the
protocols deployed on the electronic identity card, are based on problems that
are presumably hard-to-solve by an efficient bounded adversary.

All the protocols involved in the German electronic identity card base their
security on the hardness of either the discrete-logarithm (DL) problem or on
variants of the Diffie–Hellman (DH) problem [DH76]. These assumptions have
been the subject of study for many decades such that nowadays we can very
well assess their hardness. Consequently, we are able to provide the exact,
concrete security of cryptosystems based on these problems.

We start by recalling the DL problem, whose hardness is required for proving
the security of the Restricted Identification protocol (cf. Chapter 7), and its
extension (cf. Chapter 10). We also note that, throughout the thesis, we use the
multiplicative notation for group operations. It is understood that, if working
with elliptic curves, multiplications correspond to additions and exponenti-
ations to multiplications. Moreover, we consider a randomized algorithm I ,
called an instance generator, which upon input a security parameter λ (in
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unary), runs in polynomial time in λ and outputs a (cyclic) group G of order
pλ with group generator g.

Definition 2.2.1 (DL Hardness) The Discrete Logarithm problem (relative to an
instance generator I) is (t, ε)-hard if any algorithm A, running in time t, makes the
following experiment output 1 with probability at most ε:

(G, g)← I(λ)
pick a← Zp
let a′ ← A(G, g, ga)
output 1 iff a = a′

We let AdvDL(t) denote (a bound on) the value ε for which the DL problem is
(t, ε)-hard.

In 1976, Diffie and Hellman [DH76] proposed a novel protocol where parties
derive a shared key while no passive adversary, merely eavesdropping the
network, learns any information about this key. Its security is based on a new
number-theoretic assumption, named after the authors.

We denote by DH(ga, gb) the Diffie–Hellman value of ga and gb, i.e., DH(ga, gb)
def
=

gab. We sometimes write DH(ga, b) to emphasize that a party contributes with
its secret b to compute the corresponding Diffie–Hellman value DH(ga, gb).

The computational Diffie–Hellman (CDH) assumption is formally defined as
follows.

Definition 2.2.2 (CDH Hardness) The Computational Diffie–Hellman (CDH)
problem (relative to an instance generator I) is (t, ε)-hard if any algorithm A,
running in time t, makes the following experiment output 1 with probability at most
ε:

(G, g)← I(λ)
pick a, b← Zp
let Z← A(G, g, ga, gb)
output 1 iff Z = DH(ga, gb) = gab

We let AdvCDH(t) denote (a bound on) the value ε for which the CDH problem is
(t, ε)-hard.
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The computational Diffie–Hellman assumption states that no algorithm can
output the DH value relative to a group generator and to public shares.
The decisional variant of this assumption, called Decisional Diffie–Hellman
(DDH) [Bra93, Bon98], says that no efficient algorithm is able to even distin-
guish a genuine DH value from a randomly chosen group element, given the
same inputs. The following definition captures the DDH assumption formally.

Definition 2.2.3 (DDH Hardness) The Decisional Diffie–Hellman (DDH) prob-
lem (relative to an instance generator I) is (t, ε)-hard if any algorithm A running in
time t, makes the following experiment output 1 with probability at most ε:

(G, g)← I(λ)
pick a, b, c← Zp and d←R {0, 1}
let d′ ← A(G, g, ga, gb, gdab+(1−d)c)
output 1 iff d = d′

We let AdvDDH(t) denote (a bound on) the value ε for which the DDH problem is
(t, Q, ε)-hard.

To show security against active adversaries, possibly contributing to the
computation of DH values, we need a stronger assumption than CDH, denoted
Gap Diffie–Hellman (GDH) problem [OP01, BLS01]. This assumption basically
states that solving the computational DH problem (outputting the DH value
of ga, gb, given these shares) is still hard, even if an adversary can test whether
arbitary triples (gx, gy, gz) form a DH triple. This is formally done by giving
the adversary access to a decisional DH-oracle DDH(X, Y, Z) which returns 1
iff DH(X, Y) = Z, and 0 otherwise.

Definition 2.2.4 (GDH Hardness) The Gap Diffie–Hellman (GDH) problem (rel-
ative to an instance generator I) is (t, Q, ε)-hard if any algorithm A, running in
time t and making at most Q oracle queries, makes the following experiment output 1
with probability at most ε:

(G, g)← I(λ)
pick a, b← Zp

let Z∗ ← ADDH(·,·,·)(G, g, ga, gb)
output 1 iff Z∗ = DH(ga, gb) = gab

If A queries DDH(X, Y, Z),
return 1 iff DH(X, Y) = Z.
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We let AdvGDH(t, Q) denote (a bound on) the value ε for which the GDH problem is
(t, Q, ε)-hard.

For the security proof of the protocols, we actually need a slightly weaker
requirement where the adversary can only query the DDH oracle on inputs of
the form (ga, B, C) or (A, gb, C), i.e., where one of the values is given by parts
of the input.

2.3. Basic Cryptographic Primitives

In this section we introduce the cryptographic primitives used by the proto-
cols in the German eID card. For sake of clarity, we sometimes omit saying
explicitly that messages are elements from the message spaces (analogously,
ciphertexts, keys, etc.) and simply assume it implicitly.

Digital Signatures. A (digital) signature allows a party to provide a
publicly-verifiable proof that a certain message is approved by it. It is the digi-
tal analogue of a hand written signature. Roughly, anyone who can produce
signatures on behalf of a party must know its corresponding secret material.
This provides a means of guaranteeing data authenticity. Digital signatures are
important tools in key-exchange protocols, where parties can verify that their
partner in one session is a legitimate one. The following definition captures
digital signatures formally.

Definition 2.3.1 (Signature Scheme) A (digital) signature scheme consists of
three PPT algorithms (SKGen, Sig, SVf) defined as follows.

Key Generation. Upon input the security parameter 1λ, the probabilistic algorithm
SKGen outputs a key pair (sk, pk) where sk (resp. pk) denotes the signing (resp.
public verification) key.

Signature. Upon input a signing key sk and a message m, the probabilistic algorithm
Sig outputs a signature σ.

Verification. Upon input the verification key pk, a message m, and a signature σ,
the deterministic algorithm SVf outputs either 1 (= valid) or 0 (= invalid).

We require correctness of the verification, i.e., the verifier must always ac-
cept genuine signatures. More formally, for any security parameter λ, any
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(sk, pk) ← SKGen(1λ), for any message m, any signature σ ← Sig(sk, m), we
must have SVf(pk, m, σ) = 1.

From a signature scheme, we require that no outsider is able to forge a
signer’s signature. Formally, this property is called unforgeability against
adaptively-chosen-message attacks (unf-cma) and is defined as follows.

Definition 2.3.2 (UNF-CMA Security.) A (digital) signature scheme S =
(SKGen, Sig, SVf) is (t, Q, ε)-unforgeable against adaptively-chosen-message attacks
if for any algorithm A with runtime t and making at most Q queries to its signing
oracle S, the probability that the following experiment returns 1 is at most ε.

(sk, pk)←R SKGen(λ)
(m∗, σ∗)←R AS(·)(pk)
Return 1

iff SVf(pk, m∗, σ∗) = 1 and m∗ /∈ M.

Set M = ∅.
If A queries S(m),

add m to M, and
return Sig(sk, m).

The probability is taken over all coin tosses of SKGen, Sig, and A.

We let Advunf-cma
S (t, Q) denote (a bound on) the value ε for which the scheme

S is (t, Q, ε)-unforgeable.

Certification Schemes. The protocols within the German eID card make
use of a Public-Key Infrastructure (PKI). A certification authority (CA) assigns
all users — chip cards and terminals — secret and public key material and
provides them with a certificate on their identity and on the public key.
The certificate binds a public key to a corresponding identity. If a certificate
verifies, one is assured that the underlying public key has been generated by
the trusted CA only.

Formally, we consider a certification scheme as a signature scheme where
the signer is a certification authority (CA). We denote such a scheme as a
tuple CA = (CKGen, Certify, CVf). The key generation algorithm, executed by
a CA, outputs a pair of keys (skCA, pkCA) ← CKGen(λ); given the identity
information relative to user U (to specify: for sure, a static public key pkU ), the
CA embeds U ’s credentials into a certificate certU ← Certify(skCA, pkU , . . . ).
Anyone can validate the certificate certU by checking whether the algorithm
CVf(pkCA, certU ) outputs 1.
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Similarly to digital signatures, we denote by Advunf-cma
CA (t, Q) a (bound on the)

value ε for which no attacker in time t can forge a certificate (while making at
most Q certifying queries).

Encryption Scheme. Encryption schemes allow a user to send messages
to a recipient over an insecure communication channel while preserving the
confidentiality of the message. Roughly speaking, an encryption of a message
does not reveal any information about the message and only the person who
knows the corresponding secret key can recover the encrypted plaintext. The
protocols involved in the German eID card use symmetric encryption schemes,
where both the encryption of messages and the decryption of ciphertexts
require the secret key. The following definition captures symmetric encryption
schemes formally.

Definition 2.3.3 (Symmetric Encryption Scheme) A symmetric encryption
scheme consists of three polynomial-time algorithms E = (KGen, Enc, Dec) defined
as follows.

Key Generation. Upon input the security parameter 1λ, the probabilistic algorithm
KGen outputs a secret key sk.

Encryption. Upon input the secret key sk and a message m, the probabilistic algo-
rithm Enc outputs a ciphertext c.

Decryption. Upon input the secret key sk and a ciphertext c, the deterministic
algorithm Dec outputs a message m.

An encryption scheme should be complete, i.e., for any security parameter
λ, any sk ← KGen(1λ), for any message m, and any c ← Enc(sk, m) we have
Dec(sk, c) = m.

The security of the protocols in the German eID card rely on the standard se-
curity of the underlying encryption primitive, namely the indistinguishability
(of encryptions) under chosen-plaintext attacks (ind-cpa) [GM84].

Definition 2.3.4 (IND-CPA Security.) A symmetric encryption scheme
E = (KGen, Enc, Dec) is (t, Q, ε)-indistinguishable under chosen-plaintext attacks
(or simply (t, Q, ε)-ind-cpa secure) if for any algorithm A with runtime t and making
at most Q queries to its encryption oracle E, the advantage Advind-cpa

E (t, Q) is at
most ε where

Advind-cpa
E (A) = Pr

[
Expind-cpa-1

E ,A (λ)
]
− Pr

[
Expind-cpa-0

E ,A (λ)
]

.
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The experiments Expind-cpa-b
E ,A (λ) for b ∈ {0, 1} are defined as follows.

Experiment Expind-cpa-b
E ,A (λ)

sk←R KGen(λ)
d← AE(·,·)

Output d.

If A queries E(m0, m1),
return Enc(sk, mb);

The probability is taken over all coin tosses of KGen, Enc, and A.

Many symmetric encryption schemes take as a building block blockciphers
— or simply ciphers — which are a family of permutations. Roughly speak-
ing, a blockcipher C consists of two PPT algorithms (Enc, Dec) where both
algorithms take as input a key of size k and an input of block size n and
output an n-bit long bitstring. Correctness requires that for all keys κ ∈ {0, 1}k

and all strings m ∈ {0, 1}n we have Dec(κ, Enc(κ, m)) = m. A blockcipher is
essentially a symmetric encryption scheme for a fixed “maximum” message
length. If needed, one could pad an 0-string to a message to satisfy the length
condition.

In order to allow easier proofs, ciphers are sometimes modeled as an ideal
cipher. In the ideal-cipher model, ciphers act like a random permutation, and
hence, are hard to invert, and output a uniformly distributed ciphertext from
the ciphertext space. The ideal-cipher model is commonly used and dates
back to Shannon [Sha49]. Also, the protocols PACE and PACE|AA are proven
secure in the ideal-cipher model.

Message Authentication Codes. As is the case for digital signature
schemes, message authentication codes (MAC) provide data authenticity;
however, unlike signature schemes, the verification of a tag — the analog of a
signature for MAC — requires the secret key. That is, message authentication
codes are signature schemes with private verification. The following definition
captures message authentication codes formally.

Definition 2.3.5 (Message Authentication Codes) A message authentication
code consists of three efficient algorithms (MKGen, MAC, MVf) defined as follows.

Key Generation. Upon input the security parameter 1λ, the probabilistic algorithm
MKGen outputs a secret (tagging) key sk.
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Tagging. Upon input a secret key sk and a message m, the probabilistic algorithm
MAC outputs a tag T.

Verification. Upon input the secret key sk, a message m, and a tag T, the determin-
istic algorithm MVf outputs either 1 (= valid) or 0 (= invalid).

The completeness of the message authentication code demands that for any
security parameter λ, any key sk ←R MKGen(1λ), and any message m, the
value T ← MAC(sk, m) makes MVf(sk, m, T) return 1.

We require that the message authentication code M is unforgeable under
adaptively chosen-message attacks. That is, the adversary is granted oracle
access to MAC(sk, ·) and MVf(sk, ·, ·) for random key sk and wins if it can
eventually output a tag T∗ on a message m∗ which has not been sent previously
to MAC, and for which MVf returns 1.

The following definition captures this property formally.

Definition 2.3.6 (UNF-CMA Security.) A message authentication code M =
(MKGen, MAC, MVf) is (t, qm, qv, ε)-unforgeable under adaptively chosen-message
attacks if for any algorithmA with runtime t and making at most qm (resp. qv) queries
to its tagging (resp. verifying) oracle, the probability that the following experiment
returns 1 is at most ε.

sk←R MKGen(λ)
(m∗, T∗)←R AMAC(sk,·),MVf(sk,·,·)(λ)
Return 1

iff MVf(sk, m∗, T∗) = 1 and m∗ /∈ M.

Set M = ∅.
If A queries MAC(sk, m),

add m to M, and
return MAC(sk, m).

If A queries MVf(sk, m, T),
return MVf(sk, m, T).

The probability is taken over all coin tosses of MKGen, MAC, and A.

We let Advunf-cma
M (t, qm, qv) denote (a bound on) the value ε for which the

schemeM is (t, qm, qv, ε)-unforgeable.

We note that some security models for message authentication codes
(e.g., [KL07]) do not allow the adversary to query a verification oracle. How-
ever, we stick to our model allowing the distinction of “impersonation attacks”
(qm = 0 and qv = 1), “substitution attacks” (qm = 1 and qv = 1), and even
attacks featuring large qm and qv values, as described in lecture notes on
“Modern Cryptography” by Bellare [Bel12].
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Key Derivation and Hash Functions. The key-exchange protocols within
the German eID card invoke a key-derivation function enabling both parties
to derive a uniformly-random distributed key on input a DH value which is
only known to the participants of the protocol instance. The same property
is desirable for cryptographic hash functions. Informally, hash functions are
functions that map a string of arbitrary length into a string of fixed length,
and, in addition, terminate in polynomial time in the input length. While
key-derivation functions should provide a uniformly distributed output, hash
functions must provide mainly (second-) preimage resistance and collision-
resistance. In practice, key derivation functions are implemented by hash
functions. For that reason, we only introduce here the definition of hash
functions and sketch the security requirements. We assume throughout the
thesis that the hash functions have predefined fixed domain and image space
depending on the security parameter.

Definition 2.3.7 A function h : {0, 1}m 7→ {0, 1}n is called a hash function if the
following conditions are fulfilled:

1. h is efficiently computable (i.e., in PPT), and
2. h is compressing, i.e., m > n .

The following security properties are requested by a hash function.

One-Wayness (Pre-Image Resistance). For a value y uniformly sampled
from {0, 1}n, it should be computationally hard to find a pre-image
x ∈ {0, 1}m such that h(x) = y.

Second Pre-Image Resistance. For a value x uniformly sampled from {0, 1}m,
it should be computationally hard to find a second pre-image x′ ∈
{0, 1}m such that h(x) = h(x′).

Collision Resistance. It should be computationally hard to find two values
x, x′ ∈ {0, 1}m such that h(x) = h(x′) and x 6= x′.1

Similarly to the ideal-cipher model, to facilitate security proofs, hash functions
and key-derivation functions are sometimes modeled by ideal functions. In the
random-oracle model (ROM) [BR93] one assumes the existence of a publicly-
available function H that acts like a truly random function.

The random oracle is widely recognized as relevant for security proofs of
complex cryptographic protocols and, in particularly, extensively used for

1Here, we implicitly assume that the hash function is drawn uniformly from a family of
hash function because otherwise a collision can be hardcoded in the machine of an adversary.
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practical protocols, e.g., RSA-FDH [BR93, BR96], RSA-OAEP [BR94b, BF06],
RSA-PSS [BR96], TLS [MSW08, GMP+

08, BFS+13], and SSH [Wil11]. Through
simplified proofs, the ROM allows one to construct more efficient protocols
and primitives; as opposed to protocols which are provably secure in the
standard model (i.e., no idealized function/primitive). However, there exists
cryptographic schemes which are provably secure in the ROM, but insecure
once the idealized function is instantiated with any hash function [CGH98],
these constructions are rather artificial and security in the ROM shows that in
order to break the protocol, one must exploit some weaknesses of the hash
function [KM07]. The relation between the random-oracle model and the
ideal-cipher model is studied in [CPS08, HKT11].

In this thesis, we analyze the security of the protocols in the random-oracle
model.

Compression Functions. The Extended Access Control protocol makes
use of a compression function Compr. For a compression function Compr we
assume either that this function is injective (errorless compression), or at least
second-preimage resistant. In any case, it should be hard to find another
preimage to a given random image mapping to the same value. For instance,
this property is fulfilled by injective, as well as collision-resistant functions,
even though second-preimage resistance imposes a weaker condition on
the function than collision-resistance. We discuss in Section 5.3 that even
this requirement can be weakened even further, provided that collisions are
“appropriately intertwined” with the Diffie–Hellman problem. For example,
in the case of elliptic curves, a projection of the public key to the x-coordinate,
suggested in [BSI10], remains secure as well.

Definition 2.3.8 (Second-Preimage Resistance) For a function H : {0, 1}∗ →
{0, 1}λ let AdvSecPre

H,D (A) denote the probability that algorithm A, given input
m ← D (drawn according to distribution D), outputs m′ such that m 6= m′ and
H(m) = H(m′).

We usually demand that AdvSecPre
H,D (A) is negligible, and then call the function

second-preimage resistant.
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In this chapter, we present how to appropriately model the security of authen-
ticated key exchange (AKE) and secure channel (SC) protocols. Essentially, an
AKE protocol is secure if agreed session keys are private (i.e., only known
to the intended partner) and not reproducible by different parties even if an
adversary interacts actively, e.g., by tampering exchanges messages as well
as by eavesdropping. The first property provides confidentiality of agreed
session keys, while the latter ensures key authenticity. On the other hand, an
SC protocol should provide the confidentiality and integrity of the exchanged
messages in the channel.

Reader’s Roadmap. In Section 3.1 we explain the general procedure of an-
alyzing the security of cryptographic protocols. The understanding of this
section is essential for the rest of the thesis. In Section 3.2 we introduce
two approved security models for authenticated key agreement, namely the
model by Bellare and Rogaway (BR) [BR94a] and extended Canetti-Krawczyk
(eCK) model [LLM07], under which EAC is analyzed. For password-based
key-exchange protocols we recall the Bellare-Pointcheval-Rogaway (BPR)
model [BPR00]. Then, in Section 3.3, we present our security model for secure
channels. Finally, in Section 3.4, we discuss the security properties implied by
a security proof in the respective security model.

3.1. Proving Security in Cryptography

The security of proposed cryptographic protocols must be analyzed before the
protocols are deployed in practice. This methodology is called alias provable
security. Attaining the goal of provable security for cryptosystems involves
providing a mathematical guarantee that the protocol is secure. As is common
in mathematics, this is accomplished under some assumptions. We attain this
by means of the following points:
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• a precise description of the protocol
• a precise description of the class of adversaries
• a precise description of the security model
• a precise description of the success condition
• a security proof that no adversary in the specified class succeeds to

break this protocol in the security model under the predefined success
condition.

There are various ways of proving security. In this thesis, we investigate the
computational security of protocols, i.e., we show that no adversary succeeds
in attacking the security protocol — here, AKE and SC — with “reasonable”
advantage in “reasonable” time. A common approach is to base security
proofs on theoretical experiments, called “games”. We gradually reduce the
adversary’s attack strategies against the protocol showing that if the adversary
succeeds by using such strategies, it can break the security of underlying
assumptions. This process is repeated until the adversary can only perform
trivial attacks. Note that it is essential to prove that the probability for each
excluded strategy to succeed is negligible; otherwise, we would exclude
realistic (and practical) adversaries.

Typically, we model an adversary through an algorithm — formally by a
Turing machine — which is probabilistic and terminates in polynomial time (in
a given security parameter). Security models provide an abstract interpretation
of the actual implementation of protocol, and should be, therefore, adequately
formulated. This issue already applies when defining the notion of security.

Before stating that a protocol is secure, one needs first to define precisely the
sought-after security goals. A model must then encompass all these security
properties. Security models describe how an adversary can interact with the
honest participants of the cryptographic protocol and, potentially, grant the
adversary additional power in order to capture stronger (even non-existent)
adversaries. In the early years of cryptography, one tailored a (unique) security
model for each cryptosystem to assess its security. However, it is much more
practical (and less fault-prone) to have a single generic security model, which
can be reused for many cryptosystems and, which is recognized as accurate.
For instance, [BR94a] or [BPR00], are models of these kind, which provide
an established security notion for (password-based) key-exchange protocols
(cf. Section 3.2). However, it might be still necessary to modify this generic
model to some extent, since due to its broad application spectrum, special
instantiations of protocols might not be captured in the model.
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The security of a cryptosystem is often proven by means of reductions. Here
it is shown that if a successful adversary against the cryptosystem exists,
then one can use this adversary to solve a different (often number-theoretic)
problem, which is assumed to be hard to solve. This hardness assumption is
justified after people have investigated the problem for many years. Examples
are the Diffie–Hellman or the discrete logarithm assumptions (cf. Section 2.2).
Since we assume that these problems cannot be solved efficiently (neither
today, nor for many years), we can exclude the existence of such adversaries
by reasoning through mathematical logic.

3.2. Security Model for Authenticated Key Agreement

Bellare and Rogaway [BR94a] were the first to provide a profound model to
analyze AKE protocols (this is the BR model). Security according to their no-
tion provides strong guarantees, ensuring that the derived keys remain secure
even in presence of active adversaries and multiple concurrent executions. We
analyze the Extended Access Control protocol implemented in the German
eID card (cf. Chapter 5) in the BR model.

Though the BR model provides strong security guarantees, alternative models
subsequently proposed to ensure even further desirable security properties.
The most prominent alternatives stem from Canetti and Krawczyk [CK01],
mainly augmenting the BR model by modeling leakage of session states during
the execution (CK model), and from LaMacchia et al. [LLM07] extending the
CK model (eCK model) to also include forward secrecy and key-compromise
impersonation resilience (KCI). The former property guarantees that session
keys are still protected even if the adversary later learns long-term secrets like
a signature key. KCI, on the other hand, ensures that leaking the long-term
secret does not cause the party to spuriously believe its talking to a different
party. Although seemingly stronger, all these models do not form a strict
hierarchy, due to technical details [CBH05, BCNP08, Cre09b, Cre09a].

In cryptography, security models are divided into two classes depending on
the approach and methodology they use. All aforementioned security models
follow the game-based approach. Here, one considers an adversary and its
“game”, which the adversary aims to win (in order to break the corresponding
security property). For key agreement one declares an adversary successful
if it can distinguish (with significant advantage) a session key derived by an
honest participant from a truly random key, drawn from the key space. The

31



3. Security Model

game-based approach is usually to divide the intuitive properties of a scheme
into separate games, and thus, proofs are often easier to follow. For example,
in authenticated key-exchange protocols one can capture the properties key
secrecy and impersonation resistance by two separate security games.

In contrast, simulation-based security models capture many security properties
at once and work as follows. First, the protocol to be analyzed is modeled by
an ideal functionality which by definition satisfies all security requirements
required for this protocol. Then, in order to prove security, one shows that
any successful real adversary against the protocol can be translated into a
likewise successful ideal adversary (also called simulator) against the ideal
functionality. This implies that the only information an adversary has from
the real protocol is the permitted leakage modeled in the ideal world; in other
worlds, the real protocol behaves (almost) ideally. Prominent examples for
simulation-based security models are the “Universally Composability” (UC)
framework by Canetti [Can01], the model for reactive systems by Backes,
Pfitzmann and Waidner [BPW04], Shoup’s security model, purpose-built for
key exchange [Sho99], and the abstract cryptography framework by Maurer
and Renner [MR11].

Unfortunately, the above mentioned models do not cover AKE protocols which
are password-based, such as PACE or our novel proposal PACE|AA. For this
reason, Bellare, Pointcheval, and Rogaway [BPR00] propose a variant of the BR
security model particularly for password-based key-exchange protocols. Later,
Abdalla, Fouque, and Pointcheval [AFP05] extended the model of Bellare et
al. [BPR00], proposing a real-or-random security model (cf. Section 3.2.1). The
BR model [BR94a] and BPR model [BPR00] are closely related, though. Hence,
we cover both models in a single description in the following subsection.
Nevertheless, we do explicitly mention the differences between them.

We also mention that Canetti et al. [CHK+
05] (and subsequently [ACCP08])

do give stronger simulation-based formalizations for password-based key
exchange in the UC framework. Only a few password-based AKE protocols,
however, could be proven secure in that model [CHK+

05, GMR06, ACCP08,
GK10, KV11, DF12].

3.2.1. The BR and BPR Security Model

Attack Model. Consider a set of honest participants, also called users. Each
participant may run several instances of the key agreement protocol, and
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the j-th instance of a user U is denoted by Uj or (U, j). Each user holds a
long-term key pair (sk, pk) and we assume that the public key is registered
with a certification authority (e.g., some approved organization for identity
cards). The certification authority checks the well-formedness of the keys, e.g.,
that they belong to an approved group. To obtain a session key, the protocol P
is executed between two instances of the corresponding users.

Upon successful termination we assume that an instance Ui outputs a session
key K, the session ID sid, and a user ID pid identifying the intended partner.
In the case of the EAC protocol we will assume that the partner identity
is determined through the certificates exchanged during the protocol. By
contrast, in the case of PACE the partner identity is set to ∅ for anonymity
reasons. We note that the session ID usually contains the entire transcript of
the communication but, for efficiency reasons, in the PACE, PACE|AA and
EAC protocol it only contains a fraction thereof. We discuss the implications
of our approach in more detail in corresponding sections of the protocols.

We consider security against active attacks where the adversary’s goal is
to distinguish between genuine keys, derived in executions between honest
parties, and random keys. This is formalized by allowing a (single) test
query in which the adversary either sees the genuine key of the session, or a
randomly and independently chosen key (real-or-random). In the BR model,
it suffices to consider only a single test query, since the case for multiple test
queries for many sessions follows by a hybrid argument [AFP05], decreasing
the adversary’s advantage by a factor equal to the number of test queries. In
contrast, in the BPR model one must allow many test queries explicitly.

The adversary can access user instances through an oracle, basically providing
the interface of the protocol instance. By assumption, the adversary is in
full control of the network, i.e., it decides upon message delivery. In the BR
model, initially, the adversary is given all (registered) public keys of the users.
These users are called honest whereas the other users, for which the adversary
subsequently registers chosen public keys, are called adversary-controlled.1

In the password-based BPR model, the honest users are initially given their
secret password (chosen uniformly from a dictionary of size N). Before each
interaction, this password is transmitted privately to the partner without
leaking any information about it to the adversary. This captures entering the
PIN in the case of PACE.

1We remark that the adversary may register public keys already chosen by honest parties
on behalf of adversary-controlled users.
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The adversary can make the following queries to its oracles:

Execute(U, i, U′, j) causes the honest users U and U′ to run the protocol for
(fresh) instances i and j. The final output is the transcript of a protocol
execution. This query simulates a passive attack where the adversary
merely eavesdrops on the network.

Send(U, i, m) causes the instance i of honest user U to proceed with the
protocol when receiving message m. The output is the message generated
by U on input m and depends on the state of the instance. This query
simulates an active attack where the adversary pretends to be the partner
instance.

Reveal(U, i) returns the session key of the input instance. The query is an-
swered only if the session key was generated, the instance has terminated
in accepting state, and the user is not controlled by the adversary. This
query models the case when the session key has been leaked. We assume
without loss of generality that the adversary never queries about the
same instance twice.

Corrupt(U) enables the adversary to obtain the party’s long-term key sk. This
happens in the so-called weak-corruption model. In the strong-corruption
model the adversary also obtains the state information of all instances
of user U. The corrupt queries model a total break of the user and allow
us to model forward secrecy. Henceforward, user U is considered to be
adversary-controlled.

Test(U, i) is initialized with a random bit b. Assume the adversary makes
a test query about (U, i) during the attack and that the instance has
terminated in accepting state, having computed a secret session key
K. Then, the oracle returns K if b = 0 or a random key K′ from the
domain of keys if b = 1. If the instance has not terminated yet, or has
not accepted, or the user is adversary-controlled, then the oracle returns
⊥.
This query determines the adversary’s success in telling apart a genuine
session key from an independent random key. In the BPR model, we
assume without loss of generality that the adversary never queries
about the same instance twice, and does not query a partner instance
for an already tested instance (where the partners are defined below).
Consequently, all answers by the oracle are consistent for b without
further checking. In the BR model, we assume that the adversary only
makes a single Test-query during the attack.

Register(U∗, pk∗) allows the adversary to register a public key pk∗ on behalf
of a new user (identity) U∗. The user is immediately considered to be
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adversary-controlled.

In addition, since we work in the random-oracle model, the attacker may also
query a hash function oracle. In case of PACE and in PACE|AA the adversary
may additionally query an ideal-cipher oracle in order to encrypt messages
and decrypt ciphertexts, both chosen adaptively by it.

We assume that the adversary always knows if an instance has terminated
and/or accepted. This seems to be inevitable since the adversary can send
further messages (in subsequent protocols) to check for the status. We also
assume that the adversary learns the session id and the partner id immediately
for accepting runs.

Differences between the BR and BPR Model. As mentioned above, in
the BR model we can restrict ourselves to a single test query when analyzing
protocols based on asymmetric cryptography; it increases the success proba-
bility of an adversary by a factor of at most “# test-queries” when compared
to multiple queries.

In the case of the password-based BPR model we must allow multiple queries
to the test oracle. This is the most significant difference to the model of
Abdalla et al. [AFP05]. For simplicity reasons we denote the BPR model with
multiple queries again by BPR. In the BPR model for PACE the Register-oracle
becomes obsolete because there are no certified public keys involved and the
active adversary can simulate users on its own (by choosing the password)
through an active attack.

Partners, Correctness and Freshness. We say that instances Ui and U′j
are partnered if both instances have terminated in an accepting state with the
same output for sid and each pid identifies the other party as the alleged
partner. Instance Ui is called a partner to U′j and vice versa. Any untampered
execution between honest users should be partnered and, in particular, they
should end up with the same key (this correctness requirement ensures the
minimal functional requirement of a key agreement protocol).

Neglecting forward secrecy for the moment, an instance (U, i) is called fresh
if U is not controlled by the adversary, there has been no Reveal(U, i)-query
at any point, neither has there been a Reveal(U′, j)-query where party U′j is a
partner to Ui, nor is (U, i) partnered with an adversary-controlled party, nor
has a user been corrupted; else, the instance is called unfresh. In other words,
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fresh executions require that the session key has not been leaked (by either
partner) and that no Corrupt-query took place.

To capture forward secrecy we refine the notion of freshness and further
demand from a fresh instance (U, i), as before, the following: the session key
has not been leaked through a Reveal-query; for each Corrupt(U)-query there
has been no subsequent Test(U, i)-query involving U, or, if so, then there has
been no Send(U, i, m)-query for this instance at any point. In this case we call
the instance fs-fresh, else fs-unfresh. This notion captures the fact that it should
not help the adversary to corrupt some party after the test query, and even
if corruptions take place before test queries, then executions between honest
users are still protected (before or after a Test-query).

AKE Security. The adversary A eventually outputs a bit b′, trying to predict
the bit b of the Test-oracle. We say that the adversary wins if b = b′ and
instance (U, i) in the test query is fresh (resp. fs-fresh). Ideally, this probability
should be close to 1/2, implying that the adversary cannot do significantly
better than guessing.

To measure the resources of the adversary we denote by

t the number of steps of the adversary, i.e., its running time,
(counting also all the steps required by honest parties)

qe the maximal number of initiated executions
(bounded by the number of Send- and Execute-queries),

qh the number of adversarial queries to the hash oracle,
qc the number of adversarial queries to the ideal-cipher oracle.

We often write Q = (qe, qh) or Q = (qe, qh, qc), depending on whether we
consider an ideal cipher, and say that A is (t, Q)-bounded.

Define now the AKE advantage of an adversary A for a key agreement
protocol P by

Advake
P (A) := 2 · Pr [A wins]− 1

Advake
P (t, Q) := max

{
Advake

P (A)
∣∣∣A is (t, Q)-bounded

}
.

The forward secrecy version is defined analogously and denoted by
Advake-fs

P (t, Q).
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For a secure protocol in the BR model we expect that the advantage is close
to 0 — formally, the advantage is smaller than a negligible function in the
security parameter of the AKE protocol. For password-based protocols and
the BPR model we merely expect that the advantage is close to qe/N, where
qe is the number of executions where the adversary takes actively part, and
N the size of the password dictionary. The reason lies in the fact that N here
is usually much smaller than, for example, the space of cryptographic keys,
and that the adversary could find the correct password in the executions by
purely-guessing. Indeed, one can easily construct a trivial adversary in the
BPR model which guesses passwords and has qe/N advantage. In this spirit
we demand from a secure password-based protocol that this trivial attack is
the best possible one.

3.2.2. The eCK Security Model

The BR model is a strong security model providing confidentiality of agreed
session keys and authenticity (i.e., at most one partner will hold the same
derived keys). In addition, one can show forward secrecy when adapting
the freshness notion. However, as pointed out by LaMacchia et al. [LLM07],
some attack scenarios are not considered in the BR model. For this reason,
LaMacchia et al. [LLM07] proposed the eCK model, an extension of the AKE
model by Canetti and Krawczyk [CK01].

The eCK model modifies the BR model in such way that the adversary can
derive information about the users’ secrets, and its winning condition. The idea
is that the adversary can now also get information about the internal secrets
of the users within a session, i.e., the randomness, but without compromising
the long-term secret key nor the session key. This fine-grained distinction
allows us to model further desirable security properties, as we discuss in
Section 3.4.

Attack Model. The adversary in the eCK model obtains essentially access
to two additional oracles:

LongTermReveal(U) returns the long-term secret key of the user U. Querying
this oracle does not change user’s state, i.e., an honest user U remains
honest even if its long-term key is revealed through this oracle.
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EphKeyReveal(U, i) returns the ephemeral secret key of the user U in instance
i. This encompasses all internal random coins in this session, but neither
the long-term secret key nor the derived session key (if it exists) are
divulged. We denote an ephemeral secret key by eskU , where the index
determines the user.

The AKE security is defined analogously to the BR model requiring a fresh
instance as input to the Test-oracle. In order to define freshness (or, respectively,
clean [CK01]) here, let sid be the session identity of a completed session by
participant U and sid∗ the corresponding session of partner U′, which needs
not necessarily exist. Then, we call a session sid fresh if none of the following
conditions is satisfied:

• U or U′ is adversary-controlled. This rules out trivial attacks where
the malicious participant follows honestly the protocol specification,
computes the session key, and picks this instance or the one of the
partner as the challenge.

• The adversary A requested the session key of the session sid or sid∗ (if it
exists) via a Reveal-query. As before — in the BR model —, a disclosed
session key cannot be tested.

• The session sid∗ exists, and A asked for either skU and eskU or skU′

and eskU′ (via oracle queries). This corresponds to the situation where
an adversary already has knowledge of all necessary information to
compute the session key itself.

• The session sid∗ does not exist, and A asked for either skU′ or both
skU and eskU (via oracle queries). This comes close to the previous case
except that the adversary acts as U′ with the knowledge of the long-term
key skU′ .

Note that, as opposed to the BR model, sessions where, for instance, the
long-term key of a protocol participant is disclosed to the adversary, remain
fresh (unless the ephemeral secret of that party is leaked to the adversary).
Even more, an adversary can test a session for which it knows all long-term
secret keys of the parties. Any (partial) leakage in the BR model, which is
captured by Corrupt-queries, makes the corresponding session unfresh.

3.3. Security Model for Secure Channels

In this section, we define the security model for secure channels (SC) when
executed after an AKE protocol; our approach here is monolithic, i.e., we
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do not separate the two component protocols. In particular, we consider the
secure composition of both protocols. If one is only interested in the security
of the secure channel, then one simply assumes that the session keys, which
are input to the secure channel are sampled uniformly from the key space and
distributed, accordingly, among the users. Note that a modular security inves-
tigation where the security of each component is assessed separately, does not
necessarily remain secure once the protocols are composed (see [BFWW11] on
composability of key-exchange protocols). Nevertheless, composed protocols
with a positive proof in a monolithic security definition are by definition
secure in the given composition, even though providing the security statement
is usually more challenging.

The security model follows the BR model for key exchange as discussed in
the previous section, but with the following modifications. We consider execu-
tions of the AKE protocol together with the SC protocol, and the adversary
may initiate the Secure Channel phase after the key exchange by querying
Send(U, i, c) with c = ∅ (the AKE protocol is then considered completed). In
order to protect the transmitted data (instead of the session keys), we modify
the Test-oracle as follows. Instead of obtaining a genuine or random session
key (according to b) by asking the Test-oracle on (U, i), the adversary may test
the SC protocol: it eavesdrops on the communication of either the genuine
secured execution between two honest participants for this phase (b = 0) or a
secured “dummy” execution where trivial messages consisting of 0-bits are
exchanged (b = 1). The adversary is even allowed to choose the outgoing mes-
sages m (resp. m′) of both participants. If the adversary cannot tell apart those
executions, the composition of the key-exchange protocol with the subsequent
secure channel protocol provides confidentiality of the messages.

Note that we demand from a secure channel even more than confidentiality
of exchanged messages. In fact, a secure channel should prevent adversaries
from modifying, replaying, or adding messages (and more). For this reason,
we require in addition that honest parties only answer to a received cryp-
togram c if it is generated by the intended communication partner (as defined
in the AKE protocol) and this cryptogram c was not delivered before. Put
differently, only if an adversary passes cryptograms to the parties (leaving
them untouched), do honest participants react to them.

Formally, we modify the Test-oracle as follows.

Test(U, i, m, U′, j, m′). The oracle is again instantiated with a random and
secret bit b ∈ {0, 1}. The oracle outputs ⊥ if either (i) the AKE exe-
cution between (U, i) and (U′, j) is not completed, or (ii) there is no
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session key K pfor one of these instances (U, i) or (U′, j), or (iii) the
parties are unpartnered or dishonest. In addition, both parties must
not have received already a message in the secure channel. Now, the
oracle generates the communication for outgoing messages m and m′

as specified in the secure channel protocol. The partners always receive
these honestly generated cryptograms as opposed to the adversary. If
b = 1, the oracle returns the adversary a communication generated by
exchanging encryptions of 0-string messages of same length. Otherwise,
it receives the transcript of the genuine communication.

In addition, we prohibit the use of Reveal-queries. This is mandatory since an
adversary could query the Reveal-oracle after the secure channel is initiated.
In that case, the Reveal-oracle could potentially return keys for the dummy
communication and disclose the secret bit b trivially. A rigorous discussion on
this fact is given in [BFS+13].

The security requirements for authenticated key exchange including the defini-
tion of fresh sessions carries over to secure channels. An adversary is declared
to be successful if all test sessions are fresh and

Forgery: a Send(U, i, c) to an honest instance Ui with c 6= ∅ does not return
a ⊥ symbol where c was not generated by Ui’s partner before (as a
response to a Send-query);

Replay: a Send(U, i, c) to an honest instance Ui does not return a ⊥ symbol
where the same cryptogram was sent before with a response distinct
from ⊥;

Confidentiality: the adversary’s guess b′ equals b.

We define the advantage of an adversary in the authenticated key agreement
protocol with subsequent secure channel (AKE+SC) as its success probability
minus the pure guessing probability 1/2. Note that an adversary who outputs
a forgery or performs a replay attack with probability ε can be converted to an
adversary against the AKE+SC experiment with success probability of 1

2 +
ε
2 :

this adversary simply checks if the forgery or replay attack was successful
and, otherwise, returns a random bit b′.

We define now the AKE+SC advantage of an adversary A for AKE protocol
P1 and SC protocol P2 against the AKE+SC security experiment by

Advake+sc
P1,P2

(A) := |2 · Pr [A wins]− 1|

Advake+sc
P1,P2

(t, Q) := max
{

Advake+sc
P1,P2

(A)
∣∣∣A is (t, Q)-bounded

}
.
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Remark. We stress that the above security model does not capture attacks
where an adversary intercepts transmitted cryptograms and forwards them
in a modified order. However, as we will show in Chapter 6, the Secure
Messaging protocol, which implements the secure channel protocol for the
German eID card, prevents those attacks by injecting sequence numbers into
the header protected by the cryptogram.

3.4. Discussion on the Security Models

In this section we informally describe all desired security properties provided
by the key-exchange models B(P)R and eCK, and by the secure channel model
from the previous section. We start with the B(P)R model.

3.4.1. Achieved Security Properties in the B(P)R Model

Roughly, security in the B(P)R model guarantees:

• confidentiality of agreed session keys
• resistance against so-called dictionary attacks (online and offline), where

an adversary tries to retrieve the password by exhaustive search (BPR
model)

• forward secrecy
• authenticity (i.e., there exists only one partner sharing the same session

key)

Confidentially of agreed session keys means that an adversary is not able to
learn information in the key agreement protocol regarding an established
session key. Since in B(P)R, the winning condition is that an adversary can
distinguish a session key from a random key with significant probability, an
unsuccessful adversary does not even learn a single bit of the session key.
Thereby, confidentiality is implicitly given by a security proof in the B(P)R
security model.

Dictionary attacks can be divided into offline and online attacks. In an of-
fline dictionary attack an adversary tries passwords which are compliant to
the observed communication or where it actively participated after the com-
munication terminated. If the password-based protocol (with a low-entropy
password) allows one to perform such attacks, an adversary could try all
possible passwords in a reasonable time to break the protocol’s security.
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The BPR security model gives security guarantees against such adversaries,
because, otherwise, the following strategy would break the protocol’s security
in the BPR model. An adversary would eavesdrop an honest communication
or would take actively part in the protocol, and, afterwards, run the offline
dictionary attack to search for a working password (or at least to rule out a set
of possible passwords). Again, it initiates an interaction to this user and picks
one of the derived passwords. The success probability to learn the shared
secret key is clearly higher than the pure guessing probability of 1/N.

In online attacks, an adversary needs to take part actively in the protocol in
order to test a password guess for correctness. Security in the BPR model
guarantees that an adversary is able to test only a single password per protocol
execution.

Forward secrecy entails that loss of a long-term key should not compromise
already-distributed session keys and, in addition, future session keys remain
private if one only eavesdrops on the corresponding communication. The
B(P)R model captures this property (if requested) by modeling freshness with
respect to a Corrupt-query. This query reveals the long-term secrets of a user.
B(P)R allows Corrupt-queries if it takes place after the test session or if the test
session was only eavesdropped by the adversary, i.e., the communication is
untouched by the adversary.

Authenticity is provided in the B(P)R model by restrictions on test queries
with respect to partners — the adversary is not permitted to query the Reveal-
oracle for a partner instance of a tested session. If an adversary is able to
initiate another protocol execution, where two participants agree on the same
session key, as different users in a previous session, in such a way that those
parties are not partnered, then one can easily query the Reveal-oracle for one
session and answer test queries to the other instance. Obviously, in that case
an adversary can distinguish the key from a random string.

3.4.2. Achieved Security Properties in the eCK Model

The eCK model provides several nice features in addition to the security
properties entailed by the BR model. The following three properties are
satisfied through a security proof in the eCK model.

• key-compromise impersonation resistance
• (weak) forward secrecy
• resistance against leakage of internal information
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Key-Compromise Impersonation (KCI), as considered in [JV96], covers attacks in
which the adversary first receives the long-term secret key of a user, and takes
advantage of this knowledge to impersonate others to this party. In the eCK
model, sessions remains fresh even if an adversary obtained one’s long-term
key via a LongTermReveal-query. If one successfully launches a KCI attack,
then one succeeds in the eCK model as well. Hence, a positive security result
in the eCK model excludes the possibility of KCI attacks.

Forward Secrecy is captured in the eCK model. A session remains fresh (and
therefore, the session key confidential) as long as the adversary misses one
of the four secrets (long-term and ephemeral secret key of each party) in a
session of honest users, or misses one of three secrets in case the adversary
pretended to a party and talked to an honest user (where there is only the
long-term secret of the intended partner but no ephemeral key). Therefore,
similarly as in BR, forward secrecy is by definition captured. In BR, however,
forward secrecy is proven explicitly when considering fs-fresh sessions.

Resistance against leakage of internal information is a strong security property.
The adversary can get information about the internal state of a session and
the derived session key should still remain confidential (unless the adversary
also elicits the long-term secret key of the corresponding user). This is, for
example, a difference compared to the model of Canetti and Krawczyk [CK01]
where one can specify more restrictively that the session-state reveal leaks less
information, and where such sessions with a state reveal are not considered
fresh anymore.

3.4.3. Achieved Security Properties in the AKE+SC Model

The AKE+SC security model for secure channels where the session keys
are derived by an authenticated key-exchange protocol builds an end-to-end
integrity-secure confidential channel.

Confidentiality of transmitted messages says basically that, without knowledge
of the session key, all messages exchanged through the channel are hidden.
An adversary learns no information about the exchanged messages, not even
a single bit. This is captured by the fact that adversaries able to distinguish a
genuine communication from the “dummy” communication with sufficient
advantage, succeed in the security model. Consequently, a security proof in
the AKE+SC model implies confidentiality.
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The integrity of messages over the channel is preserved as well. In particular,
this means that no adversary can modify, replay, or add messages in the
channel. An adversary that successfully injects forged or replayed messages
through the channel, is, by definition, declared successful in breaking the
security of the secure channel. Hence, any modifications on messages within
the channel are detected.
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The Protocols used by the
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4. The Password Authenticated
Connection Establishment Protocol

Through ISO/IEC JTC1 SC17 WG3/TF5 [ISO10] the International Civil Avi-
ation Organization (ICAO) has adopted the Password Authenticated Con-
nection Establishment (PACE) protocol [BSI10] to secure the contactless com-
munication between machine-readable travel documents (MRTD) including
identity cards, and a reader. PACE was primarily developed to replace the
Basic Access Control (BAC) mechanism [ICA06] for MRTD.

BAC is currently the de facto standard for almost all electronic passports. It
provides basic security against skimming and eavesdropping attacks. However,
BAC does not provide sufficient security for today’s and future threats. More
precisely, BAC realizes (password-based) authentication using only symmetric-
key mechanisms. Even though, symmetric-key operations are much faster
than asymmetric ones, the password strength bounds the entropy (or strength)
of the session keys derived from a password-based key-exchange protocol.
For electronic passports, the password is basically the Machine Readable Zone
(MRZ) which offers only limited strength (entropy). As the MRZ consists
of the date of birth, expiry date, and a relatively short serial number, the
maximum entropy of the MRZ is estimated at 36 bits according to [LG07].
This is clearly not enough entropy for the established session keys.

To overcome this issue and to offer cryptographically strong keys as output
of the key-exchange protocol, the German Federal Office for Information
Security (BSI) proposed the PACE protocol in 2007 [BSI10]. This protocol
works even for weak passwords (= low entropy), and, therefore, is suitable
for the use in electronic identity cards, like the German eID. Indeed, PACE
is implemented in all German eID cards to ensure secure communication
between the chip card and the terminal or card reader depending on whether
the communication takes place during border control — the ePass scenario —
or during online authentication. The password of the eID card depends on the
application. If the card acts as a passport, and connects to a reader at a border
control, the MRZ defines the password. Otherwise, the card owner enters his
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Personal Identification Number (PIN) — of low entropy — to the card reader
to authenticate. If the PIN is blocked, for instance through mistyping, one
can use the PIN Unblock Key (PUK). In exceptional cases (e.g., at a police
check), the reader is authorized to read the Card Access Number (CAN) as
the password printed or displayed on the card.

In the remainder of this chapter, we consider the execution of PACE with a
(card) reader, as this is the more general case and possibly the one that is more
susceptible to attacks. Roughly, the PACE protocol comprises four phases:

1. In the randomization phase, the chip card sends an encrypted nonce to
the reader. For correct encryption and decryption the knowledge of the
password π is required.

2. In the mapping phase, both the chip card and the reader derive a random
generator of a group by executing an interactive protocol Map2Point.
There are several options for the employed Map2Point protocol, and
address these later in this chapter.

3. In the key establishment phase, the participants execute the Diffie–Hellman
protocol on ephemeral keys, using the group generator obtained from
the mapping phase.

4. In the key confirmation phase, the chip and the reader exchange and
verify authentication tokens, thereby, ensuring that the partner knows
the session key.

Several works provide rigorous security analyses of the PACE protocol [BFK09,
CS10, CGIP12, CSD+

12], and thus, furnish evidence about the security of the
PACE protocol. In 2009, Bender et al. [BFK09] proved the security of PACE
as a (password-based) key-exchange protocol in the BPR model [BPR00] (cf.
Section 3.2.1). The authors gave a generic result, i.e., they proved security
based on the security of chosen mapping Map2Point. While [BFK09] showed
the security of the DH2Point instantiation of Map2Point— i.e, the mapping is
realized by a DH exchange—, Coron et al. [CGIP12] examined the instantia-
tion Hash2Point. The mapping Hash2Point maps a nonce directly to a point
in an elliptic curve, which can be instantiated by hash functions proposed
in [SvdW06, BCI+10, Ica09].

In [CS10], a (symbolic) algebraic-logic security proof of PACE in the Dolev-
Yao (DY) model [DY81] has been carried out in the Verification Support
Environment (VSE) tool, yielding a machine generated proof of all its security
properties. The DY model is based on a message algebra given by crypto-
graphic operations and equations. Cheikhrouhou et al. [CSD+

12] describe the
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integration of the cryptographic security analysis of PACE in [BFK09] and the
algebraic-logic security proof in [CS10].

We emphasize explicitly that the results of this chapter, namely the design of
the PACE protocol and its security analyses are not part of the thesis’ contri-
bution. We merely describe and recall given security results on PACE for sake
of completeness. The thesis should provide the reader with a comprehensive
and rigorous study on all protocols used by the German identity card.

Reader’s Roadmap. In Section 4.1, we give a detailed protocol description
of PACE, including all options for the mapping function Map2Point. Then, in
Section 4.2, we recall more formally the security results on PACE.

4.1. Protocol Description

As mentioned before, the Password Authenticated Connection Establishment
protocol can be divided into four phases: randomization, mapping, key es-
tablishment, and key confirmation. Next, we describe these phases in more
detail. The complete protocol is depicted in Figure 4.1.

When the chip card connects to a card reader, the user is asked to enter a
password. This password π is derived from one of the following passwords:
the PIN, PUK, CAN or the MRZ. If MRZ is chosen, the hashed MRZ sets
the password. Otherwise, the input characters are converted to octets using
the ISO/IEC 8859-1 character set. Both the chip card and card reader are
initialized with authenticated group parameters G = (a, b, p, q, g, λ) describing
a subgroup of order q, generated by g, of an elliptic curve with parameters
a, b, p for security parameter λ.

In the randomization phase, the chip card chooses a random nonce s ∈ {0, 1}` ⊆
Zq. This nonce is then encrypted through a cipher C using as key Kπ :=
H(0||π), i.e., the password π is hashed in order to suit in size for an encryption
key. The card sends this encrypted nonce over to the reader, which recovers s
by decrypting under Kπ.

In the mapping phase, the participants jointly generate a random generator
ĝ which becomes the group generator for the subsequent DH step. For this
purpose, they execute the interactive protocol Map2Point which takes as input
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Chip : Terminal / Card reader :
password π password π

authenticated group parameters G = (a, b, p, q, g, λ)

Kπ = H(0||π) Kπ = H(0||π)
s←R {0, 1}` ⊆ Zq
z = Enc(Kπ, s)

G, z−−−−−−−−−−−−−→ abort if G incorrect
s = Dec(Kπ, z)

. . . . . . . . . . . . . . . . . . . . . . . . . . . Map2Point(s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
DH2Point(s)

xC ←R Z∗q xT ←R Z∗q
XC = gxC XT = gxT

XT←−−−−
XC−−−−→

abort if XT = 1g abort if XC = 1g
h = XxC

T h = XxT
C

ĝ = h · gs ĝ = h · gs

Coin2Point(s)
xC ←R Z∗q xT ←R Z∗q
XC = gxC XT = gxT

CC = H(XC)
CC−−−−→
XT←−−−−
XC−−−−→

abort if CC 6= H(XC)
h = XC · XT h = XC · XT
ĝ = h · gs ĝ = h · gs

Hash2Point(s)
Let Hc be a hash function onto a curve.
Let PRF be a pseudo-random function.

t←R {0, 1}λ

t←−−−

ĝ = Hc(PRF(s, t)) ĝ = Hc(PRF(s, t))

Power2Point(s)
(with re-encryption)

(for Z∗p with p = wq + 1)

choose K′

K′←−−−
s′ = Enc(K′, s) s′ = Enc(K′, s)
ĝ = (s′)w mod p ĝ = (s′)w mod p

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
yC ←R Z∗q yT ←R Z∗q
YC = ĝyC YT = ĝyT

YT←−−−−−−−−−−−−−

if Map2Point = DH∨ Coin YC−−−−−−−−−−−−−→ if Map2Point = DH∨ Coin
check that YT 6= XT check that YC 6= XC

K = (YT)
yC K = (YC)

yT

KENC = H(1||K) KENC = H(1||K)
KMAC = H(2||K) KMAC = H(2||K)
TC = MAC(KMAC, (YT,G)) TT = MAC(KMAC, (YC,G))

TT←−−−−−−−−−−−−−

abort if TT invalid
TC−−−−−−−−−−−−−→ abort if TC invalid

key=(KENC,KMAC) key=(KENC,KMAC)

Figure 4.1.: The Password Authenticated Connection Establishment protocol
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the nonce s. One of the following four options for Map2Point is chosen when
PACE is executed:

DH2Point. The chip card and the reader perform a Diffie-Hellman execution.
For this, both choose ephemeral exponents xC and xT, and exchange
their public part XC = gxC and XT = gxT , respectively. Both parties
have to verify that the received DH part is not the neutral element 1g
of the group generated by g. The resulting DH value h = DH(XC, XT),
multiplied by gs, is the new generator ĝ.

Coin2Point. In the coin-flipping protocol Coin2Point the chip card first sends
a commitment for its input XC, and reveals XC after the reader sends its
input XT to the card. The commitment CC on XC binds XC to the chip C
such that the chip card cannot change its input once the commitment is
delivered to the reader. Both inputs, together with gs, are then multiplied
such that the generator ĝ is set to ĝ = gxC+xT+s.

Hash2Point. This mapping assumes the availability of a hash function Hc
which maps a string directly to a point in the elliptic curve. Possible
instantiations are given in [SvdW06, BCI+10, Ica09]. Now both parties
apply a pseudo-random function PRF on input a nonce t chosen by the
reader using as key the nonce s. The output of PRF(s, t) is then hashed
to a curve point ĝ using Hc.

Power2Point. This mapping works only for groups over Z∗p where p is defined
as p = wq + 1, with q prime and w having large prime factors. Now, the
reader chooses a new key K′ for the cipher C and encrypts the nonce
s using K′ such that s′ = Enc(K′, s). Both parties set ĝ = (s′)w mod p
after the reader handed over the key K′. Since w has large factors and
the nonce s′ looks uniform — C is ind-cpa secure — ĝ is distributed
statistically close to uniform.

In the key establishment phase, the chip card and the reader perform a DH
exchange. To compute their public part of the DH exchange the parties raise ĝ
to their ephemeral keys yC and yT, respectively. Both parties, however, check
that they receive a “fresh” input to DH. That is, neither ĝyC nor ĝyT appeared
in the mapping phase. Otherwise, the parties abort the execution. The parties
derive the session key(s) KENC and KMAC by applying the hash function H
on input (1||K) and (2||K) where K is the deduced Diffie-Hellman value, i.e.,
KENC = H(1||K) and KMAC = H(2||K). At this point, the parties know the
session key only if they used to correct PIN and know their ephemeral keys.

In the key confirmation phase, both parties now explicitly confirm knowledge
of the session key. For this, they authenticate the public values (ĝyC ,G) and
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(ĝyC ,G), respectively, using as key KMAC. If verification fails (= outputs 0),
parties abort the execution.

4.2. On the Security of PACE

In this section, we recall and comment on given security analyses of the PACE
protocol.

4.2.1. Results by Bender et al.

Bender et al. [BFK09] prove the security of the PACE protocol in the BPR model
(cf. Section 3.2.1). The authors show that the PACE protocol is a strongly-secure
password-based key-exchange protocol under the following assumptions:

• The encryption scheme and the hash function used in PACE behave
ideally, i.e., the result hold in the random-oracle and ideal-cipher model.

• The message authentication schemeM is unforgeable against adaptively
chosen message attacks.

• A newly-introduced assumption, namely the so-called gPACE-DH prob-
lem is hard, holds for the chosen mapping function Map2Point.

In order to prove security, the authors introduce a new number-theoretic as-
sumption, called the general password-based chosen-element DH (gPACE-DH)
problem, which is related to the DH assumption. It allows to reason about
the security of the PACE protocol independently of the respective choice
for Map2Point. The gPACE-DH problem captures the fact that in PACE the
adversary may contribute to the input of DH either directly, via yC (resp.
yT), or indirectly, via the mapping into a group generator ĝ including the
choice of nonce s and the ephemeral values in Map2Point. Consequently, the
gPACE-DH problem states that no efficient adversary is able to compute the
final DH value even if the adversary has a strong impact on the respective DH
execution. In particular, this means that the hashed DH value, which defines
the session key(s), looks random to an adversary, and hence, the adversary
cannot win in the BPR model by distinguishing a session key from a randomly
sampled key. Formally, gPACE-DH is defined as follows.

Definition 4.2.1 (gPACE-DH Hardness [BFK09, Def. 4.3]) The general
password-based chosen-element DH problem is (t, N, Q, ε)-hard (with respect to
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Map2Point) if for any algorithm A = (A0,A1,A2) running in time t, the probabil-
ity that the following experiment returns 1 is at most 1

N + ε.

Experiment ExpgPACE-DH
Map2Point,N,Q,A(λ)

pick authenticated group parameters G = (a, b, p, q, g, λ)
(s1, . . . , sn, st)←R A0(G, N) with s1, . . . , sn pairwise distinct
pick yT ←R Zq and k←R [N]
let ĝ be the local output of the honest party in an run of Map2Point(sk),

where A1(st) controls the other party (updating state information st).
(YC, K1, . . . , KQ)← A2(state, ĝyT)
Return 1

iff YC 6= 0 and Ki = YyT
C for some i ∈ [Q].

The probability is taken over the choice of G, yT, all coin tosses of Map2Point, and A.

We let AdvgPACE-DH
Map2Point (t, N, Q) denote (a bound on) the value ε for which the

gPACE-DH problem is (t, Q, N, ε)-hard.

Bender et al. show that if one breaks the DL problem, then one can build an
adversary against the gPACE-DH problem. The converse is not known to hold
in general; however, the authors prove the equivalence of gPACE-DH and DH
in the generic group model (introduced in [Sho97]) and under the assumption
that ĝ is defined as ĝ = gs · h for randomly chosen group element h. Both ĝ
and h are given to A2 in the experiment.

The following theorem provides concrete bounds on the successful probability
of attacking the PACE protocol with respect to the generic protocol Map2Point.

Theorem 4.2.2 ([BFK09, Thm. 5.1]) In the ideal-cipher and random-oracle models,
we have:

Advake
PACE(t, Q) ≤ qe

N
+ qe ·AdvgPACE-DH

Map2Point (t
∗, N, qh)

+qe ·Advunf-cma
M (t∗, 2qe, 2qe) +

2qeN2 + 8q2
e N + qcqe

min{q, |Range(H)|}

for t∗ = t + O(λ(q2
e + q2

h + q2
c + λ)) and Q = (qe, qc, qh), where λ denotes the

security parameter, q = q(λ) the group order, qe the number of protocol executions
launched by the adversary, qh (resp. qc) denotes the number of queries made to the
random oracle (resp. to the ideal cipher). We denote by N the size of the dictionary the
passwords are drawn from.
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In other words, in order to learn any information about the established
session key an adversary can merely guess the password as long as the
gPACE-DH is hard with respect to Map2Point and the message authentication
scheme is unforgeable. Beside the generic result on the security of PACE, the
authors additionally show the hardness of the gPACE-DH when Map2Point is
instantiated by DH2Point.

To be precise, the above theorem holds for a slightly modified PACE protocol.
In fact, the authors apply the following modification to PACE. In the key-
establishment phase, both parties additionally derive a MAC key K′MAC =
H(3||K) which in turn sets the respective MAC key in the key confirmation.
This is necessary to prove security in the BPR model. As the BPR model
requires that the corresponding session keys for secure key-exchange protocols
are indistinguishable from random values, any use of the session key in the
protocol execution itself allows an adversary to test the challenge key by
checking its consistency with the protocol transcript.

A similar strategy of modification is recommended in [BPR00] and is applied
ever since, when parties authenticate the protocol transcript already with
the established session key, like in [DFG+

13b]. Nonetheless, the security of
the modified protocol carries over to the original protocol if the message
structure in the key confirmation phase is different than in the actual payload
sent through the secure channel. Since the channel is also implemented by
secure messaging, and due to the similarity between the BPR, and respectively,
the BR model, our monolithic analysis for EAC and Secure Messaging in the
following two chapters immediately carries over. Hence, roughly speaking, the
security implications of Theorem 4.2.2 hold for the original PACE as well.

4.2.2. Results by Coron et al.

Coron et al. [CGIP12] extend the work by Bender et al. [BFK09] and show
that the PACE protocol is secure when the Map2Point protocol is instanti-
ated by Hash2Point. The specific instantiation of PACE is called PACE v2

Integrated Mapping and is standardized in [ISO10]. Their results rely on
the Gap Chosen-Base Diffie-Hellman (GCBDH) assumption. Informally, the
GCBDH assumption states that on input (g, ga, gb) for uniformly sampled
a, b ∈ [ord{〈g〉}] it is hard to compute a tuple (h, h1/a, h1/b) even given a DDH
oracle — a similar statement as in GDH (cf. Definition 2.2.4).
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In their security proof, the authors of [CGIP12] assume that Map2Point (=
Hash2Point) behaves as a random oracle mapping to a point in the curve.
However, they show that if the hash function Hc is simulatable and its output
is statistically close to uniform, then the security results carries over. Indeed, as
the authors show, the functions defined in [SvdW06, Ica09] fulfill the required
properties. Recently, [BCI+10] proposed a hash function mapping to elliptic
curves points, which also fulfills the above requirements.

Note that the key derivation function is still modeled as a random oracle, and,
thus, their results also hold in the random oracle.

4.2.3. Further Security Studies on PACE

Concurrently to [BFK09], Cheikhrouhou and Stephan gave a (symbolic) alge-
braic-logic security proof of PACE [CS10], in the Dolev-Yao (DY) model [DY81],
which has been carried out in the Verification Support Environment (VSE)
tool, yielding a machine-generated proof of all its security properties. The
DY model is based on a message algebra given by cryptographic opera-
tions and equations. The operations define the syntax of protocol messages
while the equations formalize in an abstract way which computations honest
participants must perform during the protocol execution. A subset of these
operations is available for the adversary to analyze observed messages and
to synthesize new ones. This attacker model is very powerful in the sense of
an unrestricted access (of the adversary) to the communication lines. On the
other hand, it limits the abilities of the adversary in attacking cryptography by
assuming that exactly the algebraic (or symbolic) computations can be carried
out by the adversary.

In follow-up work [CSD+
12], Cheikhrouhou et al. describe an approach to

merge the cryptographic security analysis in [BFK09] and the algebraic-logic
security proof in [CS10], aiming at a reliability improvement in the security
of PACE. Their merging approach is based on an adequate formalization of
the BR model (cf. Section 3.2.1) allowing to attribute public bit strings (values)
to symbolic expressions for corresponding applications of the cryptographic
functions. Sequences of alternating intruder queries and protocol oracle re-
sponses (BR traces) are associated in this way with a symbolic structure that
allows one to define DY computations in the BR model.

In [BDF12], Brzuska et al. survey the recent cryptographic developments for
building secure channels, especially for TLS and the German identity card. In
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particular, the authors comment on the security of PACE and EAC building
on the results of [BFK09] and our security analysis on EAC in Chapter 5.
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(EAC) Protocol

The Extended Access Control (EAC) protocol was proposed in 2005 by the Ger-
man Federal Office for Information Security (BSI), for the German passports
(ePASS). It is meant to provide secure key establishment between a chip card
and a terminal, using a public-key infrastructure. The latest version of EAC,
recommended for the German ID card, is presented in this thesis (with some
slight simplifications for the sake of presentation, but without alteration of
security properties of the overall protocol). EAC enables the terminal to access
sensitive data on the card (e.g., stored finger prints). The BSI integrated EAC
in the German ID card in order to ensure the full protection of all recorded
personal data.

The EAC protocol consists of two phases: Terminal Authentication (TA) which
is a challenge-response protocol in which the terminal signs a random chal-
lenge (and an ephemeral public key) with its certified signing key; and Chip
Authentication (CA), in which both parties derive a Diffie–Hellman key from
the terminal’s ephemeral key and the chip’s static certified key; in the second
part the chip ends by computing and sending a message authentication code
in order to authenticate.

We note that the EAC key-exchange protocol is just one component in the
security framework for identity cards and passports. Another sub protocol
is Password Authenticated Connection Establishment (PACE) [BSI10], which
ensures a secure key exchange between the card and a reader (which sits
in-between the card and the terminal). The PACE protocol is executed first,
and then the communication between the card and the terminal is secured
through the EAC protocol. We note that the reader and the terminal should
also be connected securely through, say, SSL/TLS, before the keys in the EAC
protocol are derived by the chip and the terminal. We comment on security
issues related to the composition at the end of this chapter.
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Analyzing the EAC Protocol. We analyze the EAC protocol as an authen-
ticated key-exchange protocol in the BR security model (cf. Section 3.2.1). We
show that the protocol is secure in this model, assuming that the underlying
cryptographic primitives are secure (signatures, certification, and message
authentication codes), that the deployed hash function for key derivation
behaves as a random oracle, and assuming the gap Diffie–Hellman prob-
lem [BLS01] is hard. Recall that the latter assumption says that it is infeasible
to solve the computational Diffie–Hellman problem even if one has access to a
decisional Diffie–Hellman oracle. This assumption is equivalent to the standard
computational DH assumption for pairing-friendly elliptic curves since the
decisional Diffie–Hellman problem is easy in such groups [JN03].

Our analysis is in terms of concrete security, identifying exactly how weak-
nesses of the EAC protocol relate to attacks on the underlying assumptions
and primitives. We note that we cannot prove the EAC protocol secure in the
eCK model (cf. Section 3.2.2). This is mainly because the chip card does not use
ephemeral secrets due to its limited resources; consequently, forward secrecy
cannot be achieved without further assumptions (like tamper-resistant hard-
ware). However, we still show that the EAC protocol achieves key-compromise
impersonation resilience (cf. Section 3.4.2).

Related Work. We like to mention that the security of the earlier version
of EAC, implemented on the electronic passports, received some attention in
e.g., [MVV07, PPW08, SBPV08]. The security of the latest version — that is, the
up-to-date version, currently deployed in the German eID card — remained,
to the best of our knowledge, open until our results. In [Nit09], the author
briefly discusses whether attacks on previous protocols apply to the latest
EAC. However, he does not provide a rigorous security analysis.

Reader’s Roadmap. In Section 5.1 we describe the EAC protocol. We sub-
divide here the description into the Terminal Authentication and Chip Au-
thentication protocols. We elaborate on the security of the EAC protocol in
Section 5.2. We discuss further security properties in Section 5.3.
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5.1. Protocol Description

The EAC protocol, or more precisely, the composition of the Terminal Au-
thentication (TA) protocol and the Chip Authentication (CA) protocol, allows
mutual authentication between a terminal and a chip and the establishment
of an authenticated and encrypted connection. The following subsections
present the two main components of the Extended Access Control protocol.
Afterwards we define the EAC protocol and comment on deviations in the
presentation here, compared to the original protocol.

5.1.1. Terminal Authentication

Terminal Authentication requires the terminal to present a proof of authority,
thereby allowing the chip to check whether the terminal is allowed to access
sensitive data. This proof works with the use of a Public Key Infrastructure
(PKI). Terminals may be operated by an official domestic document verifier
or by a foreign document verifier. As document verifier (DV), such verifiers
are certified by the Country Verifying Certification Authority (CVCA) of the
issuing country.

In addition, terminals are given a certificate specifying the access authorization
and a signed public key. By a challenge-response step, the terminal convinces
the chip to allow it permission to read (some of) the chip’s data. In this step
the terminal signs a nonce sent by the chip together with its compressed
ephemeral key, which is used in the following Chip Authentication protocol.
This step, therefore, somewhat “connects” the TA and the CA phases.

From a cryptographic point of view, the TA protocol requires a compression
function Compr : {0, 1}∗ → {0, 1}λ, and a secure signature scheme. A signa-
ture scheme consists of three efficient algorithms S = (SKGen, Sig, SVf) to
generate a key pair (sk, pk) ← SKGen(1λ) such that s ← Sig(sk, m) allows to
sign arbitrary messages m with the secret key sk, and such that the signatures
can be subsequently verified via the verification algorithm and the public
key pk, returning a bit d ← SVf(pk, m, s). The scheme should be (perfectly)
correct in the sense that for any (sk, pk)← SKGen(1λ) , any message m, any
s ← Sig(sk, m) we always have SVf(pk, m, s) = 1. For formal definitions of
signature and compression schemes together with their security requirements
we refer to Chapter 2.
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We also assume a certification authority CA, modeled similarly to the signature
scheme, with algorithms CA = (CKGen, Certify, CVf), but where we call the
“signing” algorithm Certify. This is in order to indicate that certification may
be done by means other than signatures. We assume that the keys (skCA, pkCA)
of the CA are generated at the outset and that pkCA is distributed securely to
all parties (including the adversary). We also often assume that the certified
data is part of the certificate. We note that the CA may, as usual, check for
correctness of the data it certifies, e.g., verifying well-formedness of certified
keys or checking the identity of a key owner; however, in order to model
security threats more realistically, we allow the adversary to register arbitrary
(well-formed) keys.

In the Terminal Authentication protocol the terminal T and the chip C perform
the following steps:

1. T sends a certificate chain to C, including its certificate, along with the
certificates of the DV and CVCA.

2. C is able to verify the certificate chain of CVCA, DV, and the certificate
certT of the terminal. Then, C extracts T’s public key pkT from the
certificate.1

3. T generates an ephemeral Diffie–Hellman key pair (eskT, epkT, DC) for
domain DC and sends the compressed ephemeral public key Compr(epkT)
to C.

4. C randomly chooses a nonce r1 ←R {0, 1}λ and sends it to T.
5. T signs the identifier IDC of C along with the nonce r1 and the com-

pressed public key Compr(epkT), i.e.,

s = Sig(skT, (IDC, r1, Compr(epkT))) .

The signature s is sent to C by T.
6. C checks if SVf(pkT, m, s) = 1 for m = (IDC, r1, Compr(epkT)), using the

static public key pkT of the terminal.

Remarks. We do not consider auxiliary data sent by the terminal as specified
in [BSI10], since it neither offers any additional security nor hurts the security
for the key exchange. The auxiliary data is eventually later used by eID card
applications once a secure channel is built; however, the specifications for the
protocol do not indicate or restrict the later use of this data. Still, the delivery

1For the sake of simplicity, we will sometimes use certT and mean therewith the whole
certificate chain, including the certificates of CVCA and DV.
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of auxiliary data is insignificant for key secrecy, and omitting this data from
the description above facilitates the analysis and understanding of the TA
protocol.

The static domain parameter DC contains the (certified) group description
for which the chip and terminal execute the Diffie–Hellman computations.
This domain parameter is known to the terminal from PACE, which is run
before the EAC protocol. The identifier of the chip IDC is defined by the
compressed ephemeral public key Compr(epkC) used in the PACE protocol
before the Terminal Authentication is invoked. Thus, one establishes a link
between the PACE protocol and Terminal Authentication; however, decoupling
protocols like PACE and EAC eases the analysis of EAC. The composition
of the protocols does not lead to any significant advantage with respect to
the BR model, since active adversaries are potentially able to control the card
reader and act genuinely for the PACE and SSL/TLS protocol executions.

Further, we assume that the parties abort an execution whenever they receive
an unexpected message including either wrong format or a false sequence of
messages. This holds also for the following protocols.

5.1.2. Chip Authentication

The Chip Authentication protocol provides an authenticity check of chips,
as well as a secure session key for encryption and integrity-preservator of
subsequently transmitted messages. Unlike TA, there is no challenge-response
action, as this leads to certain privacy breaches; see Chapter 9 for more details.
Instead, the chip computes the Diffie–Hellman value with its static key and
the ephemeral key chosen by the terminal, and both parties then hash this
value together with a random nonce. Thereby, the chip obtains the session key
for encryption and authentication (and an extra key for authentication in the
key confirmation phase). Now, the chip computes a message authentication
code over the ephemeral public key of the terminal, using the additional
authentication key as the secret, and sends this authentication token to the
terminal. The terminal can verify the authenticity by checking the validity of
the token with the newly derived key.

In this step we need a message authentication code, which, similarly to sig-
nature schemes, is modeled by a tupleM = (MKGen, MAC, MVf) of efficient
algorithms (cf. Definition 2.3.5). We also let H1, H2, and H3 denote hash
functions modeled as random oracles. For implementations we assume that
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we are given a random oracle H and then set Hi(·) = H(〈i〉 ||·) for some
fixed-length encoding 〈i〉 of i = 1, 2, 3.

In the Chip Authentication protocol, the terminal T and the chip C perform
the following steps:

1. C sends T its static public key pkCand the domain parameters DC, to-
gether with a certificate certC for pkC.2

2. After T has checked the validity of certC, T sends C its ephemeral public
key epkT from the TA phase.

3. C applies the compression function Compr to the received ephemeral
public epkT and compares this to the compressed public key received
during the Terminal Authentication execution.

4. Both C and T compute the shared key as K = DH(epkT, skC) or resp.
K = DH(pkC, eskT).3

5. C picks a random r2 ←R {0, 1}λ and derives session keys, computing

KENC = H1(K, r2), KMAC = H2(K, r2), K′MAC = H3(K, r2)

where we assume that H3 generates the same distribution on keys as
MKGen(1λ). Afterwards, the chip C prepares an authentication token
T = MAC(K′MAC, (epkT, DC)) and sends it to T, along with r2.

6. After receiving r2 the terminal T is able to derive the session keys as
well, by computing the secret keys

KENC = H1(K, r2), KMAC = H2(K, r2), K′MAC = H3(K, r2) .

Finally, the validity of the authentication token T is checked by T with
K′MAC.

5.1.3. Extended Access Control

After the introduction of the Terminal Authentication and Chip Authentication
protocols, we define the Extended Access Control protocol. See Figure 5.1
for an overview. The EAC scheme can be viewed as an authenticated key-
exchange protocol, where the parties output KENC,KMAC as the session key(s),

2Formally, the chip card also sends here some further data, which is irrelevant for the
security of EAC as an AKE protocol.

3Recall from Section 2.2 that DH(ga, b) = gab for group element ga and exponent b. We
overload the function and occasionally also write DH(ga, gb) = gab, where g is clear from the
context.
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the session id consists of the authenticated values (epkT, pkC, r2, DC) in the
final messages, and the partner id is assumed to be empty for the chip card
(see the remarks below).

5.1.4. Remarks

Some remarks about the changes we made, with respect to the original
protocol in [BSI10] and to underlying assumptions are in order.

Session and Partner IDs. We substitute the common definition of session
IDs, which include the whole transcript in sid by a “more loose" version. In
order to allow the parties not to storing the transcript data for each execution
— see [FL10] for solutions to this problem — we define the session IDs as the
ephemeral public key of the terminal epkT, the chip’s static key pkC, and the
nonce r2 chosen by the chip (the domain DC is also implicitly included). This
loose partnering approach, however, may allow an adversary to run a man-in-
the-middle attack making the honest parties assume they communicate with
someone else, even though they hold the same key.

We note that the terminal identifies the chip (i.e., its public key) as a partner in
pid, whereas the chip outputs an empty partner ID. The latter is necessary if
the adversary can register adversary-controlled terminals (as is the case in our
model), because such a terminal could basically perform a man-in-the-middle
attack, substituting the honest terminal’s data in the TA phase by its own. If
the adversary cannot register terminals, then the chip can output the certified
public key pkT as the reliable partner ID.

The final authentication step. The original scheme uses the output key
KMAC for the MAC computations (token) in the key-agreement protocol. This
version, however, may not be provably secure in our security model. The
reason is that with the Test-query the adversary obtains a random or the
genuine session key, including KMAC. Then, the adversary can easily test
whether this received KMAC, together with epkT, matches the transmitted
value. For the general analysis, we therefore suggest to derive an ephemeral
MAC key K′MAC as K′MAC = H3(K, r2) and use this key for authentication. A
similar strategy is used in the formal analysis of PACE [BFK09]. As mentioned
in Chapter 4, as long as the messages input to the MAC scheme in EAC and
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Chip : Terminal :
public-key pair skC, pkC public-key pair skT, pkT
certificate certC certificate certT
pkCA, IDC pkCA, IDC

Terminal Authentication

certT←−−−−−−−−−−−
If CVf(pkCA, certT) = 0, abort
extract pkT (from certT)

generate (eskT, epkT, DC)
Compr(epkT)←−−−−−−−−−−−

r1 ←R {0, 1}λ

r1−−−−−−−−−−−→
s = Sig(skT, (IDC, r1, Compr(epkT)))

s←−−−−−−−−−−−
If SVf(pkT, s, (IDC, r1, Compr(epkT))) = 0, abort

Chip Authentication

certC, pkC, DC−−−−−−−−−−−→ If CVf(pkCA, certC) = 0, abort
epkT←−−−−−−−−−−−

verify that epkT matches Compr(epkT)
K = DH(epkT, skC) K = DH(pkC, eskT)
r2 ←R {0, 1}λ

KENC = H1(K, r2)
KMAC = H2(K, r2)
K′MAC = H3(K, r2)
T = MAC(K′MAC, (epkT, DC))

T, r2−−−−−−−−−−−→
KENC = H1(K, r2)
KMAC = H2(K, r2)
K′MAC = H3(K, r2)

If MVf(K′MAC, (epkT, DC), T) = 0, abort

key=(KENC,KMAC) key=(KENC,KMAC)
sid = (epkT, pkC, DC, r2) sid = (epkT, pkC, DC, r2)
pid = ∅ pid = pkC

Figure 5.1.: The Extended Access Control protocol
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in the subsequent secure channel have different structure — and thus, are
different — the security of modified EAC carries over to the original one.

Different versions of EAC protocol. In [BSI10], the German Federal
Office for Information Security (BSI) proposes two versions of EAC. Both ver-
sions give implicit authentication of the data stored on the chip. The second
version additionally provides explicit authentication of the chip. This is real-
ized by the authentication token in Steps 5 and 6 of the Chip Authentication
protocol. We present and analyze the second version of EAC since it allows
the composition order executing the Chip Authentication protocol at the end,
and this version is currently implemented in the German electronic ID card
since November 2010.

Encryption by PACE. Basically, the whole communication between the chip
and the terminal is secured by the session key obtained in the previously-
run PACE protocol instance combined with presumably SSL/TLS. Running
PACE ensures a secure communication between card reader and the chip.
The communication between card reader and the terminal should be secured
by using SSL/TLS. For our analysis, we do not even use these additional
provisions of security means; the EAC protocol alone is strong enough.

Passive Authentication. In [BSI10], the BSI recommends to insert a Pas-
sive Authentication step between the Terminal Authentication and the Chip
Authentication protocols. In this step the chip’s certificate (data security ob-
ject) issued by the document signer is transmitted to the terminal to verify
the authenticity of the chip. However, Passive Authentication cannot detect
cloning. Therefore, the execution of the Chip Authentication protocol is nec-
essary. To simulate the original workflow of EAC, we substitute the Passive
Authentication step by adding a certificate certC to the first message of the CA
when the chip card sends its static public key. This reflects the essential part
for AKE security.

Static Public Key of the Chip Card. The static public key pkC of the chip
card is shared by a large set of chip cards. This gives the cardholder some kind
of anonymity, as this is essentially the only information the terminal obtains
about the specific chip card (resp. cardholder). Thus, revealing the static public
key allows the cardholder to still remain hidden within a (sufficiently large)
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group. All chip cards sharing the same static public key are essentially the
same card in our analysis, since the session IDs contain the chip’s static public
key (and no other information about the card).

5.2. Security Analysis

This section gives a security analysis for the Extended Access Control proto-
col.

Theorem 5.2.1 In the random-oracle model we have

Advake
EAC(t, Q)

≤ qe

(
AdvSecPre

Compr,KG(t) + Advunf-cma
M (t∗, 1, qe) + Advunf-cma

S (t∗, qe)
)

+2q2
e ·AdvGDH(t∗, (2qe + 1)(qh + qe)) + Advunf-cma

CA (t∗, qe)

+

(
qe

2

)
· ( 1

q + 2−λ+1) ,

where λ denotes the security parameter (and bit length of nonces), t∗ = t + O(λ ·
qeqh log(qeqh)), q = q(λ) the group order, Q = (qe, qh) the number of executions
and hash computations, respectively, and KG the algorithm which generates an
ephemeral public key for the terminal.

Proof. The proof of correctness, i.e., that untampered executions between
honest parties yield the same accepting output, is straightforward from the
correctness of the underlying primitives. Therefore, it remains to show the
AKE security property.

We show security by using a common game-based approach, called game-
hopping, gradually changing the original attack Game0 (with random test bit
b) via experiments Game1; Game2; . . . to a game where the adversary’s success
probability to predict b is bounded by the guessing probability of 1

2 . Each
transition from Gamei to Gamei+1 will change the adversary’s probability
only slightly (depending on cryptographic assumptions); thus, in the end we
prove that the success probability in the original attack cannot be significantly
larger than 1

2 . (Formally, we can condition on all “bad” events ruled out in the
previous games not to happen.)
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Description of Game0. This corresponds to the original attack on the EAC
protocol.

Description of Game1. This game works as Game0, but aborts in the case
of collisions in the compression function Compr.

We abort the experiment (declaring the adversary to lose) whenever there is
an execution in which the honest terminal chooses a key epkT such that there
is another execution in which an honest terminal chooses (resp. the adversary
sends) a distinct ephemeral public key epk′T with the same compressed value
Compr(epkT) = Compr(epk′T). This immediately yields an algorithm finding a
second-preimage for Compr (running in the same time as the AKE adversary).
To this end, we consider all the (at most) qe public keys epkT of honest
terminals in executions to be generated via KG at the outset of the attack, and
we assume that one of them is determined at random for the second-preimage
attack. With a probability of 1/qe the adversary (or an honest terminal) finds
a collision for this key.

Letting Gamei also denote the event that the adversary successfully predicts
the test bit b in Gamei we thus have

Pr [Game0] ≤ Pr [Game1] + qe ·AdvSecPre
Compr,KG(t) .

Description of Game2. This game works as Game1, but aborts in case of
collisions among (epkT, r1) values chosen (resp. received) by honest terminals.

We abort if there are two executions in which honest terminals receive the
same value r1 (possibly chosen by the adversary) and use the same ephemeral
key epkT. Since we have at most qe executions (and thus at most (qe

2 ) execution
pairs), and since the ephemeral keys are chosen at random from a set of size
q, we have

Pr [Game1] ≤ Pr [Game2] +

(
qe

2

)
· 1

q
.

In particular, in combination with the assumption that the compressed eph-
emeral keys of different keys are distinct, no honest terminal issues a signature
for the same message m = (IDC, r1, Compr(epkT)).
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Description of Game3. This game works as Game2, but aborts in case of
collisions among the received compressed value h and chosen nonce r1 by
honest chip cards.

We now abort if there are two executions where the honest chip cards receive
the compressed value h (possibly chosen by the adversary) and use the same
nonce r1. Since we again have at most qe executions and the values r1 are
chosen at random from a set of size 2λ we have

Pr [Game2] ≤ Pr [Game3] +

(
qe

2

)
· 2−λ .

Note that there may of course be pairs (h, r1) appearing in an execution with
an honest chip and an honest terminal, e.g., in a matching conversation or if
the adversary runs a man-in-the-middle attack. However, the previous steps
imply that there is at most one such combination.

Description of Game4. This game works as Game3, but aborts if there
exists an adversary A who is able to forge a valid signature on behalf of an
honest terminal.

That is, assume that there exists an execution such that the honest chip card
receives a valid signature for m = (IDC, r1, Compr(epkT)) under the (certified)
key pkT of an honest terminal, but such that the terminal has never signed
this message before.4

Next, we show that this would yield a successful forger against the signature
scheme. More precisely, we construct an adversary AS against the underlying
signature scheme as follows. Adversary AS receives as input a public key pk
of the signature scheme, picks a random index i← {1, 2, . . . , qe}, and runs the
attack of A by simulating all other parties faithfully, including the certification
authority (note that there can be at most qe active honest terminals). Only
for the i-th honest terminal AS sets pkT := pk and calls its signature oracle
whenever it is supposed to sign a message for this terminal (all other steps of
this terminal follow the game description). When the adversary at some point
submits a valid signature s∗ for a message m∗ to an honest chip under the key
of our predicted terminal, where m∗ has not been signed before, adversary
AS stops and outputs m∗, s∗.

4Note that for honest terminals the pairs (Compr(epkT), r1) are unique according to the
previous games. Thus, it cannot happen that the terminal has issued, say, i signatures for such
values, but i + 1 signatures appear.
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For the analysis note that the simulation here is identically distributed as
Game3, independently of the choice i of AS . Hence, if the adversary in this
game at some point forges a signature for some honest terminal, then AS
forges a signature in the unforgeability experiment with the same probability
(times a loss factor 1/qe for making the right guess):

Pr [Game3] ≤ Pr [Game4] + qe ·Advunf-cma
S (t + O(λ · qe log qe), qe) ,

where the running time of AS is only negligibly higher than of A’s where the
overhead is due to maintaining the simulation.

Description of Game5. This game works as Game4, but aborts if the ad-
versary in some execution submits a new long-term public key with a valid
certificate such that this key has not been registered with the authority before.

In this case the adversary must forge a certificate for another public key. This
can easily be turned into a successful forger against the CA scheme but, as
opposed to the previous case, we do not need to predict the corresponding
execution. Thus,

Pr [Game4] ≤ Pr [Game5] + Advunf-cma
CA (t + O(λ), qe) .

Description of Game6. This game works as Game5, but aborts if the adver-
sary makes a hash query for a Diffie–Hellman key computed by an honest
chip, allegedly in an execution with an honest terminal.

More specifically, we abort if there exists an honest chip C that accepts in
a session with sid = (epkT, pkC, r2, DC) such that a partnered T (which has
sent epkT) is honest, and where the adversary at some point makes a query
(DH(epkT, skC), r2) to the function Hi for i ∈ {1, 2, 3}.

Then we show how to solve the GDH problem. That is, we build an adversary
Agdh with access to a DDH oracle as follows. Algorithm Agdh gets as input
G, g and ga, gb. It initially guesses a chip index i← {1, 2, . . . , qe} and a terminal
session indexed as j← {1, 2, . . . , qe}. Algorithm Agdh injects ga in pkC for the
i-th chip C, and gb into epkT for the j-th execution with an honest terminal. It
then invokes A’s attack, playing all other parties, with exceptions concerning
the implicit evaluations of the hash function:
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• When the adversary makes a hash query (K, r2) to the Hi algorithm,
Agdh checks if DDH(ga, gb, K) = 1 with the help of its DDH oracle
and, if so, stops with output K. Else, Agdh checks if there is already
an entry (honest, {A, B}, r2, y) for Hi such that DDH(A, B, K) = 1. If
so, it returns y to the adversary; if not, it checks if there is an entry
(malicious, K, r2, y) and returns y in this case; in any other case it picks
a random y and stores (malicious, K, r2, y) in the list for Hi and hands
y over to A.

• When an honest party is supposed to compute a key K = DH(A, B) and
to make hash queries about (K, r2) in an execution where it knows either
logg A or logg B (i.e., the part under control of the simulated honest party
is not in {ga, gb}), then it computes K as requested and returns y such
that there is an entry (honest, {A′, B′}, r2, y) with DDH(A′, B′, K) = 1,
or an entry (malicious, K, r2, y) (and else inserts (honest, {A, B}, r2, y)
for a new random value y). If the honest party cannot derive K,
that is, its part equals ga or gb, then it checks the lists for entries
(honest, {A, B}, r2, y) and afterwards for entries (malicious, K, r2, y)
with DDH(A, B, K) = 1 (and adds an entry to the honest list if there
are no entries at all).

Basically, entries of the form (honest, {A, B}, r2, y) provide a more fine-
grained maintenance of hash queries and answers, and are thus consistent
with the adversary’s view.

It remains to argue that, if the honest user identifies an honest terminal T
as the partner, then the adversary likely hits our trap, represented by the
injected values (and cannot, for example, use an adversarially-chosen epkT on
behalf of T for which it can easily compute the DH key and make the hash
query). It follows from the unforgeability of the signature scheme that the
adversary must make a query to the random oracle about a DH key from
an ephemeral key epkT chosen by T; otherwise, the chip would abort after
checking the signature in the TA phase. Hence, we inject the values at the right
execution with probability at least 1/q2

e . In this case, however, if A makes such
a hash query, Agdh has found a solution to the Gap Diffie–Hellman problem,
running in time t + O(λ · qe log qe) and making at most (2qe + 1) · (qh + qe)
DDH queries:

Pr [Game5]

≤ Pr [Game6] + q2
e ·AdvGDH(t + O(λ · qeqh log qeqh), (2qe + 1)(qh + qe)).
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Description of Game7. This game works as Game6, but aborts if the adver-
sary makes a hash query for a Diffie–Hellman key computed by an honest
terminal, allegedly in an execution with an honest chip.

More specifically, we abort if there exists an honest terminal T that accepts
in a session with sid = (epkT, pkC, r2, DC) and pid = pkC such that a partnered
C is honest and has registered pkC, and where the adversary at some point
makes a query (DH(pkC, eskT), r2) to the function Hi for any i ∈ {1, 2, 3}.

The fact that this cannot significantly decrease the adversary’s success prob-
ability follows as in the previous game. Note that the adversary cannot, for
example, send a false key pk∗C 6= pkC with a valid certificate for chip C, since
the certification scheme is unforgeable, i.e.,

Pr [Game6]

≤ Pr [Game7] + q2
e ·AdvGDH(t + O(λ · qeqh log qeqh), (2qe + 1)(qe + qh)) .

Note that in order to argue about key secrecy, it is insufficient merely to
require that an honest chip never uses a DH key (computed with an honest
terminal) known by the adversary without making a hash query (this was our
strategy in the previous steps). Indeed, the adversary could produce the same
DH key and r2-value with the chip in an execution with a malicious terminal,
then make a Reveal request for this session, and easily distinguish the key of
the other execution from random. In the following games we show that this is
unlikely.

Description of Game8. This game works as Game7, but aborts if there are
r2-collisions for honest chip cards.

We abort if there are two executions where (possibly distinct) honest chip
cards pick the same value r2. Since we again have at most qe executions and
the values r2 are chosen uniformly at random from a set of size {0, 1}λ, we
have

Pr [Game7] ≤ Pr [Game8] +

(
qe

2

)
· 2−λ .

It follows that, for any accepting executions of honest chip cards, there are no
identical pairs (K, r2) from which the keys are derived. We next show that this
is also true on the terminal side, assuming the unforgeability of the MAC.
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Description of Game9. This game works as Game8, but aborts if there are
two honest parties with both accepting sessions yielding (K, r2), but which
are not partnered.

First note that, according to Game8, the two parties cannot be two honest
chips. We next argue that, in any other case, such (K, r2) collisions require
forging a MAC. To this end, we first show that an adversarially-controlled
chip must send a distinct pair (epk′T, D′C) with a valid MAC.

Assume that there are two honest terminals (or an honest chip and an honest
terminal) with accepting executions resulting in the same pair (K, r2), but
such that the executions have different session identifiers (epkT, pkC, r2, DC) 6=
(epk′T, pk′C, r2, D′C); note that the partner identities pkC, pk′C output by terminals
are determined by the session IDs. Then it must hold in particular that
(epkT, DC) 6= (epk′T, D′C). Else, since the Diffie–Hellman keys match and the
certification authority verifies the well-formedness of the registered keys —
and the key must be registered according to Game5 — this would imply that
pkC = pk′C. This, however, would mean identical session and resp. partner
identities. According to Game8, however, no two sessions run by honest
chip cards use the same (K, r2) to compute the MACs for both (epkT, DC) 6=
(epk′T, D′C), implying that an adversarially-controlled chip card must create
one of the valid MACs.

We finally need to argue that sending a valid MAC for a new pair (epk′T, D′C)
contradicts the unforgeability of the MAC scheme. According to Game7 the
adversary does not make a hash query about (K, r2). Hence, it follows that
the key K′MAC is an unknown random value for the adversary, which is also
used by at most one honest chip card in at most one session to compute a
MAC for either (epkT, DC) or the distinct value (epk′T, D′C); all other derived
keys are based on a different r2 values and are thus independent, since they
are hashed by the random oracle.

The above can be now easily used to construct a successful forger against the
message authentication codeM. That is, simulate (perfectly) all the steps of
honest parties in Game7, but guess in advance an execution. In this execution
the value K′MAC = H3(K, r2) of the chip card is not used to compute the MAC
T, but one calls an external MAC-oracle instead. If there is another execution in
which a (simulated) honest party, or the adversary sends a MAC for the same
values (K, r2), then output the corresponding MAC for a value (epk′T, D′C)
which verifies as the forgery attempt. This requires only a single call to the
MAC oracle and at most qe verification queries, and the initial guess is correct
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with probability at least 1/qe. Thus,

Pr [Game8] ≤ Pr [Game9] + qe ·Advforge
M (t + O(λ), 1, qe) .

In the final game it follows that for any session in the fresh Test-query the
adversary cannot make a hash query, nor a Reveal-query to an unpartnered
honest party for the same pair (K, r2) from which the keys are derived. Hence,
in the random-oracle model the derived keys in the Test-session are indistin-
guishable from independent and random ones, and the adversary can only
guess b. �

Hiding the Chip’s Data. Note that, without certificates for malicious ter-
minals, the adversary can never make a chip card reveal any of its data5 in
another protocol run (except for some randomness r1). This follows from
Game4 above, where it is shown that a chip card aborts, unless the adversary
can forge signatures on behalf of an honest terminal. Since the communication
in previous executions is supposed to be encrypted (via PACE and SSL/TLS),
an outsider cannot obtain the chip card’s data.

5.3. Discussion

In this section we put the security guarantees provided by protocol in the
BR model into the perspective of the eCK security model of LaMacchia et
al. [LLM07], which in turn extends the model of Canetti and Krawczyk [CK01].
We also discuss some specific steps in the EAC protocol which are necessary
to ensure security in the BR model, and briefly discuss questions related to
the composition of the security protocols for identity cards.

5.3.1. EAC and the eCK Model

Security Properties of EAC. The eCK model covers several security prop-
erties not captured by the BR model (cf. Section 3.4); however, as shown in
[CBH05, Cre11] these models are neither formally, nor practically comparable.
We cannot, indeed, prove the security of the EAC protocol in the eCK model

5By data we refer to personal data (e.g., name, date of birth, or address) and particularly
sensitive information (i.e., information for biometric identification). In addition, we include the
chip’s certificate to what we call chip data.
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directly. This is mainly because the chip card does not use ephemeral secrets
(due to its limited resources) and, consequently, forward secrecy cannot be
achieved without further assumptions (like, for instance, tamper-resistant
hardware). We next discuss which of the three security properties — key-
compromise impersonation (KCI) resilience, forward secrecy, and leakage-
resilience — the EAC protocol achieves. We start with forward secrecy and
leakage-resilience:

Forward Secrecy. It is obvious that, whenever the card discloses its long
term secret key, or the terminal its ephemeral key, the adversary can
easily deduce the session key. On the other hand, assuming that the
hardware of the eID card is leakage-resistant, and that the terminal
immediately and securely deletes ephemeral keys when they are no
longer required (and that these keys cannot be leaked in the meanwhile),
previous sessions cannot be attacked anymore. We also remark that, if
the adversary only knows the terminal’s long-term secret key, but lacks
knowledge of the terminal’s ephemeral key and of the card’s long-term
secret, then the session key of an execution between honest parties is
still secret.

Leakage-Resilience. The card only uses two internal random strings r1 and r2,
which are later sent in clear. Leaking this information does not harm the
security of the protocol, even if leaked in advance. Leaking the terminal’s
ephemeral key, however, does breach security. Thus, it is recommended
to hedge terminals against leakage of ephemeral keys, whereby this risk
of leakage can be minimized.

Next, we discuss that the EAC protocol ensures resilience against KCI. This,
in particular, implies that the following attacks are infeasible:

Leakage of Card Secrets. Assume that the adversary gets hold of the (long-
term) secret key of a chip card. Then the adversary still cannot read the
user data from the card, or make the card accept in a terminal imper-
sonation attack (without knowledge of the terminal’s long-term secret),
because the chip card would abort prematurely unless the signature in
the TA phase is valid.

Leakage of Terminal Secrets. Assume now that the adversary has obtained
the long-term secret key of a terminal. This still does not allow the
adversary to successfully complete a protocol run with the terminal on
behalf of an honest chip card. The reason is that the adversary cannot
compute the derived Diffie–Hellman key (and therefore, the derived
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session key) without knowledge of the card’s long-term secret. It must
thus forge the final message authentication code.

5.3.2. On the Role of the Components

On the Role of r2. We first show that without having the (public) random-
ness r2 in the protocol, a security proof in the BR model would be impossible,
i.e., we show a successful attack in this case. More generally, assume that r2
is a random string of ` bits only. We show an easy attack which breaks the
security of a key with advantage roughly 2−`+1. Hence, for small values of `
this probability significantly exceeds the acceptable bound.

Our attack works as follows. The adversary registers a malicious terminal T∗
and then observes a session between a chip card C and an honest terminal
T. Let epkT be the terminal’s ephemeral public key in this execution. The
adversary now lets the card interact with T∗, where the adversary uses the
same key epkT as in the other execution; all other steps are performed using
the known secret key of T∗.

Note that the card’s key part is identical in both executions, and thus the de-
rived DH keys are also identical. If the key part chosen by the card matches in
the two executions – which happens with probability 2−` – then the adversary
obtains the same session key as for the execution between C and T with a
Reveal-query for the session between C and T∗; it can then test the session
between C and T and distinguish the obtained key from a random key with
probability almost 1 (there is a small chance that the random key accidentally
matches the session key, in which case the adversary cannot deduce the secret
bit b correctly). In case the r2 values do not match (with probability 1− 2l),
the adversary outputs a random guess. This yields the claimed advantage.

On the Role of Compr(epkT). In case of elliptic curves, [BSI10] proposes the
projection Px of the point into the x-coordinate as the choice for a compression
function. This function is obviously neither collision resistant nor second-
preimage resistant, since each points P = (x, y) and −P = (x,−y) map to the
same value. However, this is the only other point on the curve with the same
x-coordinate. This procedure, however, is (according to Theorem 5.2.1) still
secure for the function Compr = Px:
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Corollary 5.3.1 In the random-oracle model we have for Compr = Px:

Advake
EAC(t, Q)

≤ qe

(
Advunf-cma

M (t∗, 1, qe) + Advunf-cma
S (t∗, qe)

)
+2q2

e ·AdvGDH(t∗, 2(2qe + 1)(qh + qe)) + Advunf-cma
CA (t∗, qe)

+

(
qe

2

)
· ( 1

q + 2−λ+1) ,

where λ is the security parameter, t∗ = t + O(λ · qeqh log(qeqh)), q = q(λ) the
group order, and Q = (qe, qh) the number of executions and hash computations,
respectively.

In contrast to Theorem 5.2.1 the term AdvSecPre
Compr,KG for second preimage resis-

tance of Compr is dropped, but consequently the number of queries to the
DDH oracle in the GDH experiment doubles.

Proof. The proof is carried out analogously to the proof of Theorem 5.2.1; we
sketch here only the game modifications.

Description of Game1. This game is omitted.

Games 2 to 5 remain unchanged.

Description of Game6. In this game we originally aimed to solve the GDH
problem by inserting given values ga, gb in the value pkC of a (randomly
chosen) honest chip card and in the ephemeral key epkT of a (randomly
chosen) honest terminal. Via the DDH oracle we then checked if the adversary
at some point queries its random oracle on the Diffie–Hellman key K for these
values. In this step we used the fact that, by the unforgeability of the signature
scheme, the adversary can only use previously signed values Compr(epkT) and
thus, because of the second-preimage resistance, only values epkT generated by
the honest terminal. We concluded that the adversary must, with sufficiently
large probability, use the injected values ga, gb such that we break the GDH
problem.

With a compression function like Px, which is not second-preimage resistant,
the argument above is no longer valid, though. The adversary could now send
a different value epk′T instead of epkT with Compr(epk′T) = Compr(epkT), i.e.,
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in our case one with identical x-coordinate. Luckily, for Px the corresponding
Diffie–Hellman key K′ to epk′T would be the inverse of the key K for epkT.
Hence, we can check with two queries to the DDH oracle both possibilities, K
and −K, and return the corresponding value. Put differently, we are still able
to solve the GDH problem for this compression function Px.

The remaining games stay unchanged for Compr = Px. �

More abstractly, for the security of the EAC protocol we require that the
compression function Compr is either second preimage resistant, or that for
ga, gb, and DH key K, for any gc with Compr(gb) = Compr(gc) and for the
corresponding DH key K′ of ga, gc, one can efficiently compute K and the
number of such gc with identical compression values is polynomial in λ.

5.3.3. On the Composition of the MRTD-Protocols

Recall that the EAC protocol is only one of the security mechanisms related to
identity cards and machine-readable travel documents (see again Figure 1.1
in Chapter 1). EAC already provides strong AKE security guarantees on
its own, without relying on the security of PACE and SSL/TLS. This is
advantageous since an adversary might gain control of the reader, such that
the communication of the EAC protocol is actually visible to the adversary.

Still, PACE, for example, has been shown to be forward-secure [BFK09]. If, in
addition, the choices for the SSL/TLS protocol (negotiated in the handshake
phase) also provide forward secrecy, then learning, say, the card’s long-term
secret key and its PIN may not immediately lead to a security breach of
previous executions; such communication between card and terminal is then
still protected by the forward secrecy of PACE and SSL/TLS.
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In this chapter we give the description of the Secure Messaging (SM) protocol
aiming for an end-to-end integrity-secure channel between a chip card and a
terminal. Afterwards, we discuss its security and, in particular, analyze the
composition of all protocols within the German ID card, i.e., PACE, EAC,
and, subsequently, SM. We elaborate on the security of the optional Restricted
Identification protocol in Chapter 7.

Reader’s Roadmap. In Section 6.1 we describe the Secure Messaging proto-
col, and prove its security as a secure channel in Section 6.2.

6.1. Protocol Description

The Secure Messaging protocol follows the Encrypt-then-Authenticate para-
digm with the use of a counter (Send Sequence Counter, SSC), and is based on
AES (resp. 3DES) and on the session keys derived by running PACE and EAC,
respectively. The length of the value SSC is set according to the negotiated
blockcipher (i.e., 64 Bits for 3DES and 128 Bits for AES), and the counter is
incremented by each execution, both for Command and Response. According
to [CK01] this implements a secure channel if the keys are sampled uniformly
from a sufficiently large enough set.

In the following we give a short description of the SM protocol, considering
only the security-relevant components. The SM protocol supports 3DES, as
well as AES to encrypt and authenticate. Let (Enc, Dec) and (MAC, MVf) be
the corresponding encryption and authentication schemes, KENC and KMAC
the session keys derived by running PACE or EAC, respectively, IV the seed
of the underlying blockcipher, and let AUX (resp. AUX’) be auxiliary data

79



6. Secure Messaging

(like header information) whose size is adapted to the blockcipher. A message
m is protected by the following means.

C ← Enc(KENC, IV, m)

with IV = Enc(KENC, SSC) if AES is used,
or IV = 0 (3DES)

T ← MAC(KMAC, SSC||AUX||C||AUX′)

We assume that the message m is padded according to the used block-
length. In the case of AES, the MAC is truncated to 8 Bytes. Then, one
sends (AUX, C, T, AUX′).

The receiver first checks the validity of the MAC (i.e., whether
MVf(KMAC, SSC||AUX||C||AUX′, T) = 1) using its local counter SSC, and,
afterwards, decrypts m ← Dec(KENC, C). If no error occurs, the message
m is accepted (considered as authentic and unmodified), and the receiver
increments its counter by 1; otherwise, the receiver aborts.

6.2. Security Analysis

The Encrypt-then-Authenticate paradigm for secure communication is well
established and rigorously analyzed: Canetti and Krawczyk [CK01] show
that the Authenticate-then Encrypt paradigm using counters implements a
secure channel as long as (i) the keys are “secure”, (ii) the encryption scheme
is secure against chosen-plaintext attacks, and (iii) the message authentica-
tion code is unforgeable (against adaptively chosen messages attacks). The
requirements (ii) and (iii) follow immediately from the security analysis of
CMAC [BR00] and CBC-Encryption for a fixed IV or IV = Enc(KENC, SSC)
for counter SSC [BDJR97] (for messages adjusted to blocklength, even for
truncated MACs). To the best of our knowledge there is no security analysis
for the case of retail-mode of the MAC suggested by 3DES. We stress that
one should be careful when using 3DES in addition to a truncated MAC
(see [HP04] for an overview).

In order to make a statement about the security of the composition between
the secure channel and the authenticated key-exchange protocol, one can
rely on the recent results of Brzuska et al. [BFS+13]. Roughly, the authors
show that one obtains a secure channel if the key-exchange protocol is proven
secure in the B(P)R model, and if one proves that the cryptographic primitives
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(encryption and message authentication codes) remain secure when the keys
used in these protocols are not chosen by the adversary. However, we give here
an alternative approach, i.e., the direct proof, that the EAC protocol combined
with Secure Messaging does provide the desired security, namely, it satisfies
the AKE+SC security definition (cf. Section 3.3).

The security of the composition EAC+SM follows immediately from the
security of EAC, because we proved the security of EAC secure without
relying on the fact that the communication was secured by PACE and SSL/TLS
(cf. Section 5.2). Together with the Secure Messaging protocol, one obtains a
secure channel such that for subsequent eID applications or protocols, only
authorized terminals have access to the data inside the chip card. Even in the
ePASS scenario of the eID card, where in addition to the chip’s static public
key, some further data groups are transmitted in the passive authentication
step, the transmission only occurs if a terminal has successfully authenticated
before.

Note that even given our security result on EAC, PACE is not redundant.
It still provides protection against skimming attacks, in particular, in the
ePASS application, and implements a simple basic access control. In addition,
as mentioned in Section 5.3.3, it provides forward secrecy for the entire
protocol.

In the following we show that EAC with Secure Messaging (SM) is secure in
the sense of AKE+SC (cf. Definition 3.3), if the underlying encryption scheme
E and the MAC schemeM are secure.

Theorem 6.2.1 We have

Advake+sc
EAC,SM(t, Q) ≤ Advake

EAC(t, Q) + 2qe ·Advunf-cma
M (t, `, `) + Advind-cpa

E (t, `qe) ,

where ` denotes the maximum number of exchanged messages and qe the number of
protocol executions.

Proof. Again we show security in the common game-based approach of game-
hopping, gradually changing the original attack Game0 (with random test bit
b) via experiments Game1; Game2; . . . to a game where the adversary’s success
probability to predict b is bounded by the guessing probability of 1

2 . Each
transition from Gamei to Gamei+1 will change the adversary’s probability
only slightly (depending on cryptographic assumptions), thus showing that
the success probability in the original attack cannot be significantly larger than
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1
2 . (Formally, we can condition on all “bad” events ruled out in the previous
games not to happen.)

Next, we describe the games.

Description of Game0. This corresponds to the original attack on the pro-
tocol.

Description of Game1. This game works as Game0, but we replace all
session keys KENC,KMAC in all instances (and the corresponding partner
instances involved in a Test-query) by random and independent keys.

We show that the adversary’s success probability decreases thereby by at
most a term Advake

EAC(t, Q). Thus, |Pr [Game0]− Pr [Game1]| is bounded by
this advantage.

We construct an adversary B with black-box access toA against the underlying
key-exchange protocol EAC as follows. Initially, algorithm B picks a value
b∗ ←R {0, 1}, and then simulates the attack of A: the steps on EAC are
simulated by the oracles given to B, whereas the steps of Secure Messaging
are computed by B itself and handed over to A. With the help of its Test-
oracle, algorithm B provides honest users with (genuine or real) session keys.
Analogously, if A queries its Test-oracle, then B uses previously provided
keys or queries its Test-oracle for this instance to obtain the session key; for the
partner (which is determined by the pid) no Test-query is required afterwards.

Adversary B outputs b′ = 1 if and only if A was successful (in the AKE+SC
experiment with bit b∗). In particular, B can easily check, whether there has
been a forgery or a replay attack, or if a correct prediction was made.

Note that for the analysis, A must not ask Reveal− and Corrupt-queries such
that all instances (except the ones controlled by the adversary) remain fresh.
Consequently, all queries by B to its Test-oracle are fresh. We have

Pr
[

b′ = b
]

=
1
2
· Pr [A loses | b = 0] +

1
2
· Pr [A wins | b = 1]

=
1
2
− 1

2
· Pr [A wins | b = 0] +

1
2
· Pr [A wins | b = 1]

=
1
2
+

1
2
(Pr [Game0]− Pr [Game1]) ,
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and hence,
Pr [Game0] ≤ Pr [Game1] + Advake

EAC(t, Q) .

Description of Game2. This game works as Game1, but we abort when A
is successful in forging, or in performing a replay-attack.

We show that if this event is triggered, one can win the unforgeability ex-
periment against the MAC scheme. Note first that the local counter SSC
maintained by the parties guarantees that a replay-attack can only occur if a
forgery (of the current counter number) occurs. For this reason, it suffices to
restrict our analysis to the case that such a forgery does occur.

One can easily transform an adversary A against the unforgeability property
of the AKE+SC protocol into an adversary B against the unforgeability of the
MAC. First, B must guess one of the (maximum) 2qe user instances and then
ask the external MAC- and MVf-oracles to simulate every computation on
the key KMAC as MAC(KMAC, ·). Now, if the adversary successfully outputs a
forgery in AKE+SC, then in particular the MAC sent in the protocol must be
valid, and neither generated, nor sent by an honest participant before. In total,
one requires at most ` queries to the MAC- and MVf-oracles; thus it holds that,

Pr [Game1] ≤ Pr [Game2] + 2qe ·Advunf-cma
M (t, `, `) .

Description of Game3. This game works as Game2, but we replace all
encryptions in instances from the Test-queries by encryptions of 0 . . . 0. The
indistinguishability property of the encryption scheme implies that through
this replacement the probability from Game2 to Game3 decreases by a factor
of at most Advind-cpa

E (t, `qe) because there are at most qe test sessions, and
each session consists of at most ` exchanged messages. Hence, we have,

Pr [Game2] ≤ Pr [Game3] + Advind-cpa
E (t, `qe) .

At this point the Test-oracle acts independently of the bit b, and, thus, the
adversary has a success probability of outputting the correct bit of at most
1/2. �

Finally, note that as remarked in the security model for secure channels (cf.
Section 3.3), the local counter SSC prevents that cryptograms are received and
accepted by parties in a unintended order.
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The German electronic identity card allows the card owner to identify to a ser-
vice under a pseudonym. This is accomplished via the Restricted Identification
(RI) protocol proposed by the German Federal Office for Information Security
(BSI) in [BSI10], and it is intended, especially, for usage in authentication over
the Internet. The Restricted Identification protocol is optional, supposed to
be executed after the secure channel is built through Secure Messaging and
the application or requested service. Note that, even though the chip card is
authenticated to a service provider my means of its certified public key, this
key is still shared among a large group of chip cards; thus, the chip card is
not uniquely identified.

For this reason, Restricted Identification introduces pseudonyms generated
based on the owner’s identity and the service provider’s public domain value.
In order to be used in online authentication (with respect to privacy and secu-
rity) these pseudonyms have to comply with the following requirements:

• One desired feature of online authentication is the ability of recognizing
a card. The card holder should be able to maintain a state and history
for a specific service. Hence, a terminal within a domain (e.g. which is
associated to a service provider), is able to profile cards (resp. users).
This property is called domain-specific linkability. Moreover, we require
that the pseudonym under which a chip card authenticates to a terminal
is unique (in order to prevent Sybil attacks1 and identity transfer).

• However, pseudonyms should only be linkable within a domain. Two
service providers (associated to different domains) should be unable
to link interactions of the same user. We call this property cross-domain
anonymity.

• For privacy reasons, full disclosure of the user’s identity is unacceptable.
A card holder should not reveal more information than necessary for
the specific service. For instance, an age verification should only reveal

1In Sybil attacks, a malicious party can illicitly acquire many pseudonyms. In our scenario,
a malicious card could identify to the same terminal using many different pseudonyms.
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the age or even merely that the owner is above 18 years old. As such,
the authentication process should be privacy-friendly.

BSI addressed all of the aforementioned requirements when they designed
the Restricted Identification (RI) protocol for the German electronic identity
card. Roughly, pseudonyms output by RI are derived using only the unique
secret key skID of a card and the certified domain-specific public key dpk
of a service provider. More precisely, the card holder sends the hash of the
Diffie–Hellman value DH(dpk, skID) to the terminal. The terminal then checks
if the pseudonym dsnym = H(DH(dpk, skID)) is in the blacklist of this sector
(for revocation reasons).2

Analyzing the RI Protocol. We first provide the formal security model,
capturing cross-domain anonymity. We then show that under the DDH as-
sumption, the Restricted Identification protocol is cross-domain anonymous.
Finally, we comment on the domain-specific linkability.

Related Work. In [KKKK12], Kutylowski et al. analyze the Restricted Iden-
tification protocol and show unlinkability under a variant of the DH problem,
called the Linking Diffie-Hellman problem. Unfortunately, the authors do not
provide a formal definition of unlinkability. We bridge this definitional gap,
and introduce the notion of cross-domain anonymity capturing the desired
privacy requirement for eID cards.

Reader’s Roadmap. In Section 7.1 we describe the Restricted Identification
protocol; and its security analysis follows in Section 7.2.

7.1. Protocol Description

The Restricted Identification protocol allows a card to generate pseudonyms
specific to a domain. Roughly, this is accomplished by performing a one-sided
Diffie-Hellman exchange (i.e., only the terminal sends its public key part), and

2To be precise, the pseudonym is computed as dsnym = H(DH(dpk, skID), D) where D
denotes certified domain parameters sent by the terminal. These domain parameters are distinct
from the domain parameters used in PACE and EAC, which are provided by the chip card. For
simplicity, we assume that D is implicitly included in dpk.
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the pseudonym is essentially defined by the hash of the corresponding DH
value. Since a malicious card could send any value to the terminal, pretending
that this value is the respective pseudonym, the RI protocol must be executed
after Chip Authentication and within Secure Messaging, to ensure that the
chip card is trusted and honest. In addition, the trustworthiness of the public
domain key is ensured since Terminal Authentication is performed before
including the step where the terminal certificate (containing the public domain
key) is sent. Hence, the interaction within the Restricted Identification protocol
is performed within the secure channel using the key material offered by the
EAC protocol.

Computing the domain-specific pseudonym, merely requires a hash function
and a DH value computation. As in the case of EAC, RI is based on a Public
Key Infrastructure (PKI) including a Document Verifier and a Country Ver-
ifying Certification Authority (CVCA). We assume that the public domain
keys dpk are certified by a certification authority CA. We assume that the keys
(skCA, pkCA) of the CA are generated at the outset and that pkCA is securely
distributed to all parties (including the adversary).

We also assume that the chip identifier pkID and the corresponding secret key
skID are unique. In the specification of RI [BSI10], the exact generation of these
keys is not described. We assume that there exists an unknown generator
IdGen generating key pairs for chip cards. Note, only the secret key skID is
stored on the chip card. This condition is required since the specification
demands that the chip card does not know its public identifier pkID. Also,
the terminal does not know the corresponding secret key (if any exists) to
its public domain key dpk generated by an unknown generator DGen. These
keys are externally used to generate revocation lists (i.e., blacklists), and only
the required keys are implemented on the card and, respectively, sent to the
service providers. Blacklists are obtained by the Document Verifier.

In the Restricted Identification protocol the terminal T and the chip C perform
the following steps:

1. T sends its certified public domain key dpk to C.3

2. C is able to verify the validity of the public domain key dpk using pkCA.
The chip C computes the domain-specific pseudonym as:

dsnym = H(DH(dpk, skID)) ,

3As mentioned before, for simplicity reasons, we omit the domain parameters D here. This
does not affect our security result on the original RI protocol.
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and sends dsnym over to T.
3. T checks whether the received domain-specific pseudonym dsnym is

listed in the blacklist. If so, T rejects and C is not identified.

7.2. Security Analysis

In this section we look at the security of the RI protocol. We first give a formal
definition of cross-domain anonymity. We define the model with respect to the
protocol at hand instead of giving a modular and generic model. Nonetheless,
our model can easily be generalized to work on other protocols of the same
kind as RI. Afterwards, we prove in this model that RI is indeed cross-domain
anonymous. Finally, we look at the domain-specific linkability of RI.

7.2.1. Cross-Domain Anonymity

The Security Model. Cross-domain anonymity protects against linking
pseudonyms across different domains — within one domain pseudonyms
are supposed to be linkable. We define cross-domain anonymity via a game
between the adversary and a left-or-right oracle which, given two public
chip identifiers and a domain, generates a domain-specific pseudonym for
either the left or the right chip (identifier) in the domain, according to a
secret random bit b. We allow the adversary to make adaptive calls to this
left-or-right oracle. The adversary’s goal is to predict b significantly beyond
the pure guessing probability (condition (a) below).

In addition to challenge queries to the left-or-right oracle, the adversary may
decide to: blacklist domain-specific pseudonyms, ask for domain-specific
pseudonyms via the pseudonym-generating oracle PG, or corrupt users. The
pseudonym-generating oracle PG takes as input a chip identifier pkID and
a domain public key dpk, and outputs the corresponding domain-specific
pseudonym dsnym under domain dpk. To exclude trivial attacks, we must
take into account that domain-specific pseudonyms are in principle linkable
by the domain holder. Hence, in “transitivity” attacks where the adversary
asks the left-or-right oracle first about a domain-specific pseudonym for
chip identifiers pk0

ID, pk1
ID and then for pk0

ID, pk2
ID for the same domain, but

pk1
ID 6= pk2

ID, the pseudonyms would point to the same chip identifier if and
only if the oracle uses the left pseudonym. We thus exclude such queries in
condition (b) below.
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We require another case to be excluded. Namely, the generation of pseudo-
nyms through PG immediately tells the adversary the connection between
the chip identifier and the resulting domain-specific pseudonym. In other
words, if an adversary queries on input one of the tested identifiers and the
tested domain, the output will trivially enable to win. However, the adversary
should be able to query PG on other inputs, e.g., with input one of the tested
cards, but a different domain. This is captured in condition (c) below.

Finally, since we allow adaptive corruptions of chip cards, these cards may
not be asked to the left-or-right oracle at any time (condition (d) below).
Knowing the chip’s secrets immediately allows to compute any domain-
specific pseudonym for this chip card. Comparing computed pseudonyms
with the output of the left-or-right oracle can reveal b trivially.

The model below assumes, to the advantage of the adversary, that all public
chip identifiers and all domain keys are known by the adversary at the outset;
while Restricted Identification provides terminals only its respective domain
key, we additionally give the adversary the public chip identifiers. As usual,
we measure the adversary’s running time including also all steps of honest
parties.

In the definition, we assume that domain-specific pseudonyms are unique
within a domain; this is satisfied by definition in Restricted Identification
since chip identifiers pkID are unique and hence, we have domain-specific
uniqueness.4

In the following definition, ID denotes the list of public chip identifiers pkID,
D the list of domain keys, B the blacklist containing domain-specific pseudo-
nyms, P the list of generated pseudonyms, C the corrupted chip cards, and
LR denotes the set of queries made to the left-or-right oracle.

Definition 7.2.1 (Cross-Domain Anonymity) The Restricted Identification pro-
tocol is (n, d, t, Q, ε)-cross-domain anonymous with Q = (qc, qp, qt) if for any algo-
rithm A running in time t and making at most qc queries to the corruption oracle, qp
queries to the pseudonym-generating oracle, and qt queries to the left-or-right oracle,
the probability that the following experiment returns 1 is at most ε:

Experiment CD− AnonA(λ, n, d)

4This might not be true given that potentially the hash function collides on two different in-
puts. However, if the underlying hash function is collision resistant, the uniqueness assumption
is reasonable (i.e., collisions occur extremly rarely).
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b $←− {0, 1}
Set ID, D, B, C, P, LR = ∅
(pkID, skID)1,...,n ←R IdGen(1λ) // no collisions among pkID
(dpk)1,...,d ←R DGen(1λ) // no collisions among dpk
ID = (pkID)1,...,n; D = (dpk)1,...,d
d← ACorrupt,B′,PG,LoR(ID, D)
Return 1 iff

(a) d = b,
(b) ∀({pk0

ID, pk1
ID}, dpk),({pk2

ID, pk3
ID}, dpk) ∈ LR, we have

({pk0
ID, pk1

ID} = {pk2
ID, pk3

ID}) ∨ ({pk0
ID, pk1

ID} ∩ {pk2
ID, pk3

ID} = ∅),
(c) ∀ (pkID, dpk) ∈ P @ pk′ID: ({pkID, pk′ID}, dpk) ∈ LR, and
(d) ∀ pkID ∈ C @ pk′ID, dpk: ({pkID, pk′ID}, dpk) ∈ LR.

If A queries Corrupt(pkID)
on input pkID ∈ ID:
− set C← C∪ {pkID}
− return corresponding skID

If A queries B′(pkID, dpk)
on input pkID ∈ ID and dpk ∈ D:
− set B← B∪ {dsnym}

with dsnym = H(DH(dpk, pkID))

If A queries PG(pkID, dpk)
on input pkID ∈ ID \ B and dpk ∈ D:
− set P← P∪ {(pkID, dpk)}
− return dsnym = H(DH(dpk, pkID))

If A queries LoR(pk0
ID, pk1

ID, dpk)
on input pk0

ID, pk1
ID ∈ ID \ B and dpk ∈ D:

− set LR← LR∪ {({pk0
ID, pk1

ID}, dpk)}
− return dsnymb = H(DH(dpk, pkb

ID))

The probability is taken over all coin tosses of IdGen, DGen, and A, and over the
choice of b.

The Security Proof. Informally, the protocol is cross-domain anonymous
because domain-specific pseudonyms appear to the adversary to be random
under the decisional Diffie–Hellman assumption (cf. Definition 2.2.3). Below
we write t′ ≈ t to denote the fact that t′ is essentially the same as t, except for
some minor administrative overhead.

Theorem 7.2.2 Assume the DDH problem is (t, ε)-hard. Then, the Restricted Iden-
tification protocol is (n, d, t′, Q, ε′)-cross-domain anonymous with Q = (qc, qp, qt),
where ε′ ≤ ndε and t′ ≈ t.

Proof. In order to proof security we use the ideas of pseudorandom syn-
thesizers of Naor and Reingold [NR97]. Assume the original attack of the
adversary on our protocol. In a first game hop we replace the actual DH
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values DH(pkID, dpk) for the computation of the pseudonyms generated in
PG and resp. LoR queries by random group elements (but in a consistent way).
That is, whenever we are supposed to output dsnym for some fresh identity
with public key pkID or a fresh domain dpk we instead output dsnym′, which
is the hash of a new random group element g′ ∈ G. Else, if pkID has been
used before in combination with dpk, either in PG request or an LoR-query,
we reuse the previously generated random value dsnym′.

We claim that this hop cannot noticeably increase the adversary’s success
probability, by the DDH assumption. To this end, we briefly recall the notion
of a pseudorandom synthesizer in [NR97]. Pseudorandom synthesizers for
DH pairs are a × b matrices, with the rows labeled by values gxi and the
columns labeled by grj , and with entries at position i, j set to gxirj . One such
is indistinguishable from an a× b matrix of independent and random group
elements, even if the row and column labels gxi and grj are given. In a sense, the
matrix entries are correlated, but still look random. As discussed in [NR97]
this holds in our case under the DDH assumption. In fact, it allows for a
reduction to the DDH problem with a loss of a factor ab where, in our case,
after the initial corruption, there are at most ab ≤ nd entries of honest users.

Note that if an adversary is unable to notice when the actual DH values
DH(pkID, dpk) for computing pseudonyms are replaced by random group
elements, then this also holds when the adversary only receives the hash of
these elements. This in particular means that the security of the hash function
does not affect the cross-domain anonymity. Kutylowski et al. [KKKK12] also
observe that the hash function does not strengthen the security of the protocol.

In the next game hop, we always use the left public chip identifier pk0
ID in

LoR queries, independently of the value of b. We stress that, in case b = 1,
this does not change the adversary’s success probability at all. Assume from
now on that b = 0. Note that each LoR-query with input (pk0

ID, pk1
ID, dpk)

is answered by a random element, just as it would be for b = 1. All other
LoR-queries involving dpk can only be about the same pair (pk0

ID, pk1
ID) in

this order, in reverse order (pk1
ID, pk0

ID), or for distinct entries. In the first
case, we would answer again consistently with the (wrong) random element,
in the second case, we would switch to the other random element, and in
the third case use an independent random value. This behavior, however, is
identical to the case b = 1 from the adversary’s point of view. Similarly, the
adversary cannot generate any pseudonym by querying PG for (pk0

ID, dpk)
nor (pk1

ID, dpk) without losing (this is the case captured by condition (c)). It
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follows that such pseudonym generations do not depend on the bit b. Hence,
the probability of the experiment returning 1 does not change.

Hence, the adversary’s success probability is independent of b, and the ad-
versary cannot win with probability more than 1

2 . Collecting all probabilities
from the game hops yields the claimed bound. Note that the adversary cannot
use the oracles to its advantage, as any chip identifier input to the oracles
cannot be queried to the left-or-right oracle. �

Remark. Theorem 7.2.2 shows that under the DDH assumption, the Re-
stricted Identification protocol is cross-domain anonymous. However, the
protocol is analyzed in the standalone model, meaning that the security state-
ments hold only if the protocol is executed alone; i.e., not before, after, or
during other protocols. In fact, we have to look at the concrete eID scenario
where RI is executed in the secure channel right after the execution of EAC.

We observe that during the Chip Authentication phase, the chip sends informa-
tion about itself in form of a public key pkC. Service providers from different
domains could link exactly this key and, consequently, link the pseudonyms,
as well. This implies that cross-domain anonymity of RI is lost when applied
after the Chip Authentication protocol. For this reason, the BSI proposed to
use group keys for the chip’s public key pkC. That is, several chip cards share
the same public key, and, thus, the chip cards identity is hidden in a group
of chip cards. Certainly, the size of these groups need to be large enough,
since otherwise, the probability to link the correct chip cards is not negligibly
small. It is, however, always possible, to exclude a connection of cards, if the
public keys differ. This issue relaxes the hardness of cross-domain anonymity
for RI when used in practice. Large groups for public keys provide sufficient
“obfuscation”, though.

Note also that if all chip cards share the same public key and an adversary
manages to disclose the secret key by breaking into the hardware, then all
identity cards must be revoked. This is because the certified public key is
the only information about an eID card which appears during the authen-
tication and can be used for revocation. Hence, if all cards share the same
public key, no card can authenticate after suspicion of such leakage. Putting it
differently, the size of the group which share the same public key is a tradeoff
between security and privacy. The exact size of groups is not stated in the
specification [BSI10]. Recently, in [HKKK12], Hanzlik et al. built an authenti-
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cation mechanism based on Chip Authentication and Restricted Identification
without the need of group keys.

7.2.2. Domain-Specific Linkability

Domain-specific linkability requires that terminals recognize identity cards
within a domain without learning any information about the card holder.
At the same time no chip card can use multiple pseudonyms for the same
domain. We argue in the following why Restricted Identification achieves this
property.

Restricted Identification implements exactly one secret chip identifier skID
into the chip card. In addition, this identifier is unique among all chip cards
already distributed, still within the generation phase, or even in future identity
cards. Hence, a domain-specific pseudonym for a chip card in a domain dpk is
unique as long as the hash function is collision-resistant. The Diffie–Hellman
values DH(dpk, skID) for a static domain dpk are distinct if the underlying
group element is a generator and all skID’s are distinct.

As mentioned, there is only one secret chip identifier embedded in the chip.
This would imply that the chip card can only generate one pseudonym per
each domain. However, the chip cards do not need to authenticate the trans-
mitted pseudonym towards the terminal. In order to trust the pseudonym
sent by a card, the card must have successfully executed the Chip Authenti-
cation protocol. Similar arguments hold for the public domain key sent by
the terminal. Hence, the Restricted Identification must be executed only after
the EAC protocol and during Secure Messaging, in order to guarantee the
authenticity of the messages within RI.

Note that in the EAC protocol the chip card must send its public key pkC in the
Chip Authentication phase. As argued in the case of cross-domain anonymity,
many chip cards have to share the same keys. This is also implemented in the
German identity cards as described in the specification [BSI10].5

To this end, the cards possess each one unique secret identifier which yields
one unique domain-specific pseudonym. Thus, the terminal always recognizes
a card. We still need to show that no information about the card leaks during
an execution of the Restricted Identification protocol.

5To be precise, privileged terminals also have access to an chip-individual key. The defini-
tion of “privilege” can be found in the specifications [BSI10].
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Computing domain-specific pseudonyms merely require the secret chip iden-
tifier, which is hidden in the value DH(dpk, skID). In fact, this value is hidden
in an even stronger way since any adversary would need to compute first
the exact preimage of the pseudonym with respect to the used hash function
H, before attempting to break the CDH assumption. Thus, the card does not
reveal any information other than the domain-specific pseudonym, which
moreover looks random with respect to pseudonyms on other domains (due
to cross-domain anonymity).

The above arguments give strong evidence that Restricted Identification pre-
serves domain-specific linkability in a privacy-friendly way.
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Primitives

In the previous chapters we analyzed the cryptographic protocols within the
German electronic identity card. The security results hold under number-
theoretic assumptions, and independently of the specific instantiations of
cryptographic primitives used in the protocols. We merely require that these
schemes (like the blockcipher or digital signature scheme) are secure in their
respective security model. As the number-theoretic assumptions we use are
established and known to hold for decades, we rather investigate whether the
choice of primitives according to the specification [BSI10] preserves security
allowing us to conclude that the cryptographic protocols run by the German
electronic identity card represent a strongly secure, composed set of protocols
from a cryptographic point of view.

Reader’s Roadmap. In Section 8.1 we summarize the necessary require-
ments for the cryptographic primitives and whether they are attained by the
instantiations suggested in the specifications [BSI10]. This would ensure the
secure usage of the German eID card for authentication. Finally, we comment
on further requirements, beyond cryptography, for the security of the German
eID card.

8.1. Cryptographic Primitives

The protocols used in the German eID card use several building blocks (cryp-
tographic primitives), including hash function, compression function, digital
signature schemes, etc. Depending on the role they play, different properties
may be required: for example, RI requires the underlying hash function to be
collision-resistant (for domain-specific linkability), whereas PACE and EAC
requires an ideal hash function behaving as a random oracle. We recall the
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requirements for the respective primitives and whether they are met by the
chosen instantiations of primitives as proposed in the specifications.

Hash Functions. All protocols, PACE, EAC and RI, use hash functions. For
instance, PACE and EAC employ hash functions to deduce the session
keys from an intermediate value, unknown and nonproducible, for an
adversary. The RI protocol outputs domain-specific pseudonyms by
using a hash function. The deployed hash functions must thus provide
at least collision resistance, i.e., it is computationally hard to find two
preimages which map to the same hash value. In fact, PACE and EAC
require an even stronger requirement, i.e., the hash function behaves as a
random oracle. Formally, we define the advantage of an adversary A to
find a collision for the hash function H by Advcoll

H (A); for our purposes,
we require that Advcoll

H (A) ≈ 0.
According to the specifications, SHA-1 or SHA-2 (with all parame-
ter choices) must be used as hash functions. SHA-1 and SHA-2 are
standardized in NIST FIPS PUB 180-3 [NIS]. SHA-1 is deployed in
many embedded systems due to its efficiency. However, trust in SHA-1
has been diminished since several works cryptanalyzed round-reduced
SHA-1 [WYY05, Man08, AS09]. Nonetheless, there is no concrete, effi-
cient algorithm implementing an attack against the collision resistance
of SHA-1. In fact, as shown in [Sat05], a computer system worth$10

million still requires 127 days to find real collision.1 SHA-2 (even if Kec-
cak [BDPA11] as SHA-3 is announced and standardized by NIST in 2012)
is currently widely deployed and assumed to be secure. Current state-
of-the-art cryptanalysis on (the round-reduced) SHA-2 can be found
in [GLRW10, BLMN11, LIS12]. Due to its stronger collision-resistance,
SHA-2 is a favored choice when using the German eID card. We note
that none of these schemes are proven to behave as a random oracle,
and in fact, one can distinguish those schemes from a random oracle
(due to extension attacks [CDMP05]). However, this does not yield an
immediate attack but tells one that in order to attack the protocol this
“difference” to underlying hash function must be exploited.

Compression Functions. In EAC a compression function is applied to the
ephemeral public key pkT of the terminal. This function should be
quasi-injective, i.e., it is either injective or second-preimage resistant,
or, alternatively, all decompressed ephemeral keys are related to the

1Even though, this observation was made eight years ago, still no significant improvement
to break the collision resistance of SHA-1 exists. Nonetheless, the increasing CPU power has to
be taken into account when assessing the security against state-of-the-art computation devices.
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DH problem as described in Section 5.3 (e.g., by the projection into the
x-coordinate of a point in an elliptic curve).
According to the specifications, if the underlying group is a finite field,
SHA-1 is used to compress the public keys and is sufficiently preimage-
resistant since as argued above collision resistance holds, and thus
implies preimage resistance. In Section 5.3 we have shown that the
projection to the x-coordinate for subgroups in an elliptic curve is still
secure for the compression function.

Digital Signatures. In EAC, the terminal signs, along with other inputs, its
compressed ephemeral DH value, together with a nonce chosen by the
chip card. Through the signature, the terminal in some sense shows that
it knows the corresponding static secret key to the public verification
key.2 Hence, the signature ensures a proof of validity for the terminal.
The signature scheme must be unforgeable, i.e, no outsider must be able
to produce a signature on behalf of another terminal. Formally, in the
security proofs, we denote the advantage of an adversary in forging a
signature for the signature scheme S by Advunf-cma

S (t, Q). We demand
that Advunf-cma

S (t, Q) ≈ 0 for polynomial-time adversaries.
BSI suggest the use of RSA-PSS [RSA02] as specified in RFC 3447 [JK03]
to implement the signature scheme. Many works [Jon01, Cor02, CM09]
show the security of RSA-PSS, and, thus meeting the above require-
ment. We note that the original scheme PSS proposed by Bellare and
Rogaway [BR93] is significantly different than the one in the specifi-
cations [RSA02]. Nonetheless, both signature schemes are unforgeable
against chosen-message attacks in the random-oracle model and under
a computational assumption known as the RSA assumption.

Certificates. Chip cards, as well as terminals, possess certificates, which are
issued by the certification authority CA and which unequivocally (and
permanently) bind the static public key (together with some data irrele-
vant wrt. security) to the respective owner. The terminals, in addition,
possess authorization certificates saying which information from a chip
card they are allowed to read. Such certificates should be issued only
by the certification authority, and any later modification on a certificate
invalidates it. Also, we assume that revocation works in a secure way;
this process is out of scope in this thesis. Formally, in the security proofs,
we denote the probability for an adversary to output a valid certificate

2In fact, the terminal shows that it can generate signatures on behalf of the identity the
public key is associated to. If the signature scheme is unforgeable, it roughly means that it
must have known the underlying secret key in order to come up with a valid signature on a
“fresh” message.
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for an arbitrary static public key and a terminal by Advunf-cma
CA (t, Q). We

demand that Advunf-cma
CA (t, Q) ≈ 0 for polynomial-time adversaries.

The German eID card uses card certificates in the card verifiable cer-
tificate format (CVC) standardized as part of ISO/IEC 7816 [ISO04a,
ISO04b, ISO05a]. Since it is an international standard for electronic
identity cards with contacts, this certification scheme should have been
verified with respect to their security.

Message Authentication Codes. In both PACE and EAC, authorization to-
kens are sent, confirming the knowledge of the same session key. For
this purpose, message authentication codes (MAC) are used; these are
typically implemented by blockciphers or hash functions. We require
that an adversary against a MAC can produce a valid tag for a new
message with only negligible probability (even if it may receive tags for
chosen messages). Formally, in the security proofs, this advantage is
denoted by Advunf-cma

M (t, Q). We demand that Advunf-cma
M (t, Q) ≈ 0 for

polynomial-time adversaries.
The German eID card deploys two versions of MACs. If 3DES authentica-
tion is chosen, the chosen MAC scheme is that of algorithm 3 in ISO/IEC
9797-1 [ISO99] (with blockcipher DES and IV = 0). This scheme is also
known as ANSI retail MAC [ANS86], and is run in a special CBC-MAC
mode. This CBC mode has been widely scrutinized, and many docu-
ments can help avoid potential loopholes in implementations. Highly
optimized and well-trusted implementations of CBC-MAC have been
around for years. CBC-MACs in general are known to be provably
secure under certain assumptions [BDJR97, BKR00, PR00]. The exact
MAC algorithm used in the German eID card is subject to the attacks
in [PvO99, Mit03, CKM00]; however, these attacks remain rather the-
oretical and cannot be applied in reasonable time. In particular, the
specification enforces the use of serial numbers, which hampers forgery
attacks.
If the AES mode is used, AES in CMAC-mode as specified in NIST SP
800-38B [NIS07] is implemented. CMAC was invented by Black and
Rogaway in [BR00], and is provably secure [BR00, IK03, JJV02] if the
underlying blockcipher acts as a random permutation. AES is included
in the ISO/IEC 18033-3 standard [ISO05b] and, similarly to 3DES, it is
widely deployed, optimized, and subject to much cryptanalysis [RSVC09,
BKN09, BK09, BKR11]. Nonetheless, all known attacks are either too
expensive (in running time) or only work under assumptions that are
unrealistic in practice.

Encryption Schemes. In PACE the first message is an encrypted nonce. This
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nonce must be transferred confidentially to the card reader or terminal,
respectively. This is accomplished by using a symmetric encryption
scheme which only decrypts correctly if the card reader enters the
correct PIN. For this reason, the encryption scheme must guarantee that
an adversary without knowledge of the PIN can neither decrypt correctly
an encrypted nonce, nor even differentiate it from a different encrypted
nonce. Furthermore, the encryption scheme should be collision resistant,
i.e., there is no ciphertext z, such that for two possible PINs the ciphertext
z decrypts to the same value s. The first two properties are captured by
the term Advind-cpa

E (A), and we demand that Advind-cpa
E (A) ≈ 0 for any

polynomial-time adversary A.
In the German eID card, the PACE protocol implementation employs
the encryption scheme standardized in ISO/IEC 10116 [ISO06] in CBC-
mode. The blockcipher is assumed to be secure and cryptanalysis on
this standard remains impractical [PY04, Mit05]. The ind-cpa security
of the scheme is shown in [BDJR97]; however, it is unknown whether
the encryption scheme behaves as an ideal cipher, a fact assumed in the
security proof of PACE [BFK09]. We refer to [Rog11] for a summary of
more sophisticated attacks on blockciphers, similar to the one used in
PACE.

Random Number Generation. The random number generator used to gener-
ate nonces or, respectively, as input in the run of cryptographic opera-
tions must produce (pseudo-)random values.
BSI recommends the pseudo-random number generators of the class
DRG.3, DGR.4, PTG.2, PTG.3, and NTG.1 from [KS11a]. See also [SK02]
for some evaluation criteria for these generators.

8.2. Further Security Requirements

Besides the cryptographic security of the primitives, we further require ad-
ditional security properties of the German electronic identity card. Indeed,
the underlying hardware must effectively protect the sensitive data and the
secret keys of the card owner. Moreover, since online authentication via the
German eID card requires a PIN entered by the user, there should be sufficient
entropy when choosing this PIN. For instance, taking one’s birthday as a
PIN is certainly not sufficiently strong for a password. In the following, we
summarize several further requirements.
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8.2.1. Hardware Security

Security against Unauthorized Read-Out. The hardware of the German eID
card must prevent reading-out the static secret key. Otherwise, the
security of the cryptographic protocols implemented on it cannot be
ensured. In particular, an adversary might be able to access the content
of secured communication of previous sessions if given access to the card
(thus contradicting the forward secrecy). We demand similar hardware-
security for the terminal. We refer to possible consequences of hardware
vulnerabilities in the discussion on forward secrecy in Sections 5.3.1
and 5.3.3.

Side-Channel Resistance. The hardware must be side-channel resistant, i.e.,
the German eID card must be protected against adversaries who attack
the actual implementation of cryptographic protocols, rather than aim to
break the mathematical structures and security. Such adversaries learn
sensitive information by timing attacks [Koc96], (differential) power
analysis attacks [KJJ99], or by electromagnetic radiation [GMO01, QS01].
Our cryptographic analysis implicitly assumes side-channel resistance;
however, this issue should be explicitly studied for the German eID card.
Side-channel analysis on the (German) electronic passport (which has
a architecture similar to the eID card) can be found in [KOP11] which
says that side-channel analysis does not provide sufficient gain for an
adversary.

Secure Erasure (Terminal). The terminal must securely delete the secret
ephemeral key used in the EAC protocol immediately after the compu-
tation of the session key (particularly, it has to securely remove it from
memory). If this is not done, then the forward secrecy of the protocols is
exposed.

Cryptographic Building Blocks. Several cryptographic building blocks are
implemented on the RFID-chip in the German eID card. These must be
correctly implemented and they must be provably secure in the sense of
the previously mentioned cryptographic security requirements.

8.2.2. Personalization

It is assumed that every eID card is assigned to exactly one person. For this
reason, a personalization procedure is applied. While the secure handling of
chip cards and their corresponding secrets are quite important, we also list
some further necessary security requirements below.
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The Choice of the PIN. The owner of the card must choose, among other
things, the password (PIN) for the online authentication. It is assumed
that the owner selects a random 6-digit string as a PIN. In particular,
one should not choose obvious combinations (for instance, his or her
birthday) which would make the search for the correct PIN easier for a
potential adversary. In addition, this password should be neither re-used
in unauthorized environments, nor visible to third parties. Under these
conditions, the entropy of the PIN is maximized.

Nondisclosure of the PIN. The owner of the card is sworn to secrecy of the
password, and should disclose the PIN only to dedicated bodies, such
as border control authorized staff.

Chip Card Manufacture. During the manufacture of the card, at a specific
time, a static secret key is placed into the non-readable memory in the
German eID card. This procedure must not leak any information about
the secret key. This includes the generation of the keys.
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9. The PACE|AA Protocol for MRTD,
and its Security

In Chapter 4, we introduced the Password Authenticated Connection Establish-
ment (PACE) protocol [BSI10], which secures the contactless communication
between machine-readable travel documents (including identity cards), and
readers. Roughly, the protocol generates a secure Diffie–Hellman key out
of a low-entropy password, which the owner of the passport has to enter
into the reader, or which is transmitted through a read-out of the machine-
readable zone. The Diffie–Hellman key is subsequently used to secure the
communication. In Chapter 4, we presented the PACE protocol and discussed
the results of previous security analyses on PACE. In [BFK09], it has been
shown that the PACE protocol achieves the widely accepted security notion
of password-based authenticated key agreement by Bellare, Pointcheval, and
Rogaway [BPR00], in its strong form given by Abdalla et al. [AFP05]. This
holds under a variant of the Diffie–Hellman assumption, assuming secure
cryptographic building blocks, and idealizing the underlying block cipher
and hash function.

According to the specifications for the German eID card, the PACE protocol
should be followed by the Extended Access Control (EAC) authentication
steps, called Terminal Authentication (TA) and Chip Authentication (CA),
run with high-entropy, certified keys. This should ensure that access for
either party is granted based on strong cryptographic keys (i.e., not relying
on low-entropy passwords only). In the specifications of the ICAO 9303

standard [ICA06] for the border control scenario, the normative document
about machine-readable travel documents, however, only a passive passport
authentication is mandatory, where the passport essentially sends merely its
(authenticated) data. Active Authentication (AA) of the passport, implemented
through a signature-based challenge-response protocol, is only optional. If AA
is not enforced, this potentially allows an attacker to bypass authentication by
cloning valid passports. Even if AA is used, then the (plain) challenge-response
protocol introduces a potential threat to privacy, as discussed in [BSI10] (see
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also [BPSV08b, BPSV08a, MVV07]). Namely, if the terminal can encode a time
stamp or the location into the challenge, then the signature on that challenge
can be used as a proof towards third parties about the location or time of the
border check. In this sense, the passport cannot deny this interaction. This
problem has been explicitly addressed in the European Chip Authentication
protocol (where a message authentication code for a shared key is used for
the challenge-response step instead).

Combining PACE and AA. We argue that, on the chip’s side, we can re-use
some of the (secret) data in the PACE step for the AA step, thus saving the
exponentiation for the signature in AA on the chip’s side, getting Active
Authentication (almost) for free.

To understand our technique, one needs to take a closer look at the PACE
protocol. The PACE protocol first maps the short password to a random
group element through an interactive sub-protocol Map2Point, followed by a
Diffie–Hellman key exchange step for this group element, and concludes with
an authentication step. While the latter steps are somewhat canonical, the
Map2Point step can be instantiated by different means, and it allows a modular
design. The most common instantiations rely on another Diffie–Hellman step
(run internally in the German identity card), or on hashing into elliptic curves
as proposed by Icart [Ica09] and Brier et al. [BCI+10]. The security proof for
PACE [BFK09] holds for general Map2Point protocols satisfying some basic
security properties.

Our improvement works for the Diffie–Hellman-based Map2Point protocol as
implemented on the German identity cards. One reason is that the chip can
re-use the secret exponent it uses in the Diffie–Hellman step of the Map2Point
protocol. We discuss two alternatives how to carry out the AA step with this
exponent more efficiently, one based on DSA signatures and the other one
using Schnorr signatures. We note that the idea applies more generally to
other discrete-log-based signature schemes. The challenge in the new AA step
is now the authentication data sent by the terminal in the PACE step.

Security of the Combined Protocol. Whenever secret data is used through-
out several sub-protocols, great care must be taken not to spoil the security
of the overall protocol. We thus show that sharing the data between the
PACE protocol and the new AA sub-protocol preserves the desirable security
properties. More precisely, we show that:
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• In the combined PACE|AA protocol we still achieve the security of a
password-based authenticated key-exchange protocol (and thus showing
that the deployment of the randomness in the extra AA step does not
violate the security of the PACE protocol), and

• the overall protocol still authenticates the chip securely (in a high-entropy
sense), even when many concurrent executions of PACE|AA take place.
To this end, we define a strong security model for authentication, essen-
tially only excluding trivial attacks, e.g., if the adversary gets possession
of the secret key, or simply relays information in executions.1

It follows that the PACE|AA protocol achieves the previous security standards
of the individual protocols, but comes with a clear efficiency improvement. We
note that the underlying assumptions are essentially the same as for PACE and
for AA, i.e., besides the common assumptions about secure encryption, digital
signatures, and MAC algorithms, we reduce the security of the combined
protocol to the security of PACE (as an authenticated key-exchange protocol)
and to a variant of the security of Schnorr and resp. DSA signatures (where
the adversary now also gets access to a decisional Diffie–Hellman oracle and
can decide which message should be signed after seeing the first half of the
signature).

A Deniable Schnorr Version. As explained before, for privacy reasons
it may be important that the terminal cannot derive from the interaction
with the passport or identity card, a proof that convinces others that an
interaction took place. Put differently, the protocol should provide deniable
authentication [DDN00]. In other words, a user must be able to argue that the
terminal could have generated its view of the protocol run by itself from the
public data, without communicating with the passport. Thus, the passport
holder can deny that any actual interaction occured and claim that the terminal
has fabricated this conversation.

We note that the previously discussed signature-based protocols do not sup-
port deniability. The reason is that the terminal cannot create a signature on
behalf of the passport (i.e., under its public key) without the signing key — or
without communicating with the actual chip. For the (ordinary) AA variant,
the terminal is allowed to encode any information into the challenge; in our
improved combinations, namely PACE|AA, the challenge is “only” a MAC

1Relaying of information can be prevented by distance-bounding protocols, but there is a
question as to whether these can be securely implemented in practice (for more information
on distance-bounding, we refer the reader to [BC93, Ger10, DFKO11, FO13]).
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computed over data provided by the passport and the shared Diffie–Hellman
key. Whether this allows to encode information or not depends on the MAC.

Our proposed deniable variant does not rely on Schnorr signatures, but
rather (in some sense) on the interactive Schnorr identification scheme for
honestly chosen challenges. This identification scheme is deniable because
one can simulate the interaction via a well-known zero-knowledge simulator.2

Interestingly, our variant is essentially as efficient as the signature based one,
but comes with the advantage of deniability.

Reader’s Roadmap. Section 9.1 presents the PACE|AA protocol (variants).
In Section 9.2 we discuss the security model for authenticated key exchange
and impersonation resistance. In Section 9.3 we discuss the relevant (number-
theoretic and cryptographic) security assumptions, before we present our
security results. Finally, in Section 9.4 we discuss our deniable version and its
security.

9.1. Protocol Description

Figure 9.1 illustrates the PACE|AA protocol with both authentication options
(DSA- and resp. Schnorr signature-based authentication) at the end. The
scheme itself uses a block cipher C(Kπ, ·) : {0, 1}` → {0, 1}` and a hash
function H, with values 1, 2, . . . in fixed-length encoding prepended to make
evaluations somewhat independent.

The chip already holds a certificate certC for its public key pkC under the
authority’s public key pkCA, and (authenticated) group parameters G =
(a, b, p, q, g, λ) describing a subgroup of order q, generated by g, of an el-
liptic curve for parameters a, b, p and security parameter λ. Then the parties
run the PACE protocol, with the chip sending a nonce encrypted under the
password, running the Diffie–Hellman based Map2Point protocol to derive
another generator ĝ on which another Diffie–Hellman key exchange is then
performed. In this Map2Point step, the chip uses a secret exponent xC, chosen

2This property, however, is not known to work for the DSA case; this is why we restrict
ourself to the Schnorr scheme. Note also that Schnorr signatures are also somewhat simulatable,
but only if one programs the random oracle hash function; this, however, is not admissible
for the notion of deniability. We nonetheless still use a hash function in the solution but
use programmability only to prove the unforgeability/impersonation-resistance property, not
deniability.
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A : B :
password π password π

secret skC, public pkC = gskC

certificate certC for pkC under pkCA pkCA
authenticated group parameters G = (a, b, p, q, g, λ)

PACE
Kπ = H(0||π) Kπ = H(0||π)
choose s← {0, 1}` ⊆ Zq
z = Enc(Kπ, s)

G, z−−−−−−−−−−−−−→ abort if G incorrect
s = Dec(Kπ, z)

choose xC ← Z∗q choose xT ← Z∗q
XC = gxC XT = gxT

XT←−−−−−−−−−−−−−
abort if XT 6∈ 〈g〉 \ {1}

XC−−−−−−−−−−−−−→ abort if XC 6∈ 〈g〉 \ {1}
h = XxC

T h = XxT
C

ĝ = h · gs ĝ = h · gs

choose yC ← Z∗q choose yT ← Z∗q
YC = ĝyC YT = ĝyT

YT←−−−−−−−−−−−−−

check that YT 6= XT
YC−−−−−−−−−−−−−→ check that YC 6= XC

K = (YT)
yC K = (YC)

yT

KENC = H(1||K) KENC = H(1||K)
K′SC = H(2||K) K′SC = H(2||K)
KMAC = H(3||K) KMAC = H(3||K)
K′MAC = H(4||K) K′MAC = H(4||K)
TA = MAC(K′MAC, (YT,G)) TB = MAC(K′MAC, (YC,G))

TB←−−−−−−−−−−−−−

abort if TB invalid
TA−−−−−−−−−−−−−→

abort if TA invalid
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Version: Schnorr Signature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

σ = xC +H(5||XC, TB) · skC
Send(K′SC, (σ, certC))−−−−−−−−−−−−−→ recover and validate certificate

abort if gσ 6= XCpkH(5||XC,TB)
C

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Version: DSA Signature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
r = XC mod q

σ = x−1
C (H(5||TB) + rskC)

Send(K′SC, (σ, certC))−−−−−−−−−−−−−→ recover and validate certificate
w = σ−1

r = XC
v = gwH(5||TB) · pkrw

C
abort if v 6= XC

key=(KENC,KMAC) key=(KENC,KMAC)
sid = (YC, YT,G) sid = (YC, YT,G)
pid = certC pid = certC

Figure 9.1.: The PACE|AA protocol (all operations are modulo q)
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at random, to send XC = gxC . At this point the terminal has an ephemeral pub-
lic key XC for the exponent xC of the card. The parties in the PACE protocol
finally exchange message authentication codes TA, TB.

Roughly, the idea is now to re-use the secret exponent xC in the Map2Point
sub protocol on the chip’s side for the signature generation, and then use
the authentication value TB of the terminal as the challenge on which the
signature is computed. The chip then sends its certificate (along with the
missing signature part) over the secure channel via a Send command, using
the key K′SC derived from the Diffie–Hellman exchange. The reader may think
for now of the secure channel as an authenticated encryption; however, we
note that other channel instantiations work as well.

Instantiations. There are essentially two possible instantiations of the
PACE|AA protocol, depending one the chosen method of authentication. One
is based on Schnorr signatures [Sch90] where the chip uses the values xC
and XC as the (private resp. public) randomness and TB as the challenge for
creating the signature under the long-term signature key pkC. We call this
option Active Authentication via Schnorr signatures. Alternatively, the chip card
might prove its authenticity by using DSA signatures, where again xC and XC
are used as the randomness for the signature generation [Kra95]. This version
is called Active Authentication via DSA signatures. We note that the computation
of the final signatures requires only modular multiplications (and, in the case
of DSA, an inversion) instead of exponentiations.

9.2. Security Model Adaptations

We use the real-or-random security model of Abdalla et al. [AFP05] which
extends the model of Bellare et al. [BPR00] for password-based key-exchange
protocols (cf. Section 3.2). Some changes are necessary, though, because we
now incorporate a long-term signing key on the chip. These minor modifica-
tions follow next.

Attack Model. We consider the same attack model and winning condition
as described in Section 3.2. In addition, the adversary can also win if it
successfully manages to complete the chip authentication phase on behalf
of an honest chip. Although using the same framework for such attacks we
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define this additional attack scenario as an extra security property (namely
impersonation resistance), because this step involves cryptographically strong
keys whereas the password-based phase relies on low-entropy secrets only.

Similarly to the BR model from Section 3.2, the adversary can access user
instances via oracles, basically providing the interface of the protocol instance
(via the usual Send, Execute, Reveal, and Test commands, which send messages
to parties, allows the observation of executions between honest parties, reveal
the session key and resp. triggers a challenge for a test key). In addition,
there exists a Corrupt-oracle in the model from [AFP05]. The adversary can
gain control over a user during the execution by issuing a Corrupt-query, thus
obtaining the secrets of an honest party. For the sake of convenience, we split
these queries here into Corrupt.pw and Corrupt.key queries, where the former
reveals the password only and the latter discloses the long-term key only (in
case of a chip); in both cases, the other secret remains private. Note that these
queries fully cover all Corrupt queries (since we work in the weak corruption
model where the parties’ internal states are not revealed upon corruption).
An honest party becomes adversary-controlled if it does not have any secrets
left (i.e., if the adversary issues both Corrupt-query types for a chip, or the
Corrupt.pw-query for the terminal).

The adversary can make the following queries to the interface oracles other
than those from [AFP05] or Section 3.2.1, respectively:

Corrupt.pw(U). The adversary obtains party U’s password π.
Corrupt.key(U). The adversary obtains party U’s cryptographic key sk (if it

exists).

In addition, since the original PACE protocol was cast in the random-oracle
and ideal-cipher models, where a random hash function oracle and an en-
cryption/decryption oracle are available, the attacker may also query these
oracles here. (We note that we only use the ideal cipher implicitly, through
the reduction to the security to PACE.)

Partners, Correctness and Freshness. Upon successful termination, we
assume that an instance Ui outputs a session key k, the session ID sid, and a
user ID pid identifying the intended partner (assumed to be empty in PACE
for anonymity reasons, but containing the chip’s certificate in the combined
PACE|AA protocol). We note that the session ID usually contains the entire
transcript of the communication, but, for efficiency reasons, in PACE it only
contains a part thereof. This is inherited here. We say that instances Ui and
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U′j are partnered if both instances have terminated in accepting state with the
same output. In this case, the instance Ui is called a partner to U′j and vice
versa. Any untampered execution between honest users should be partnered
and, in particular, the users should end up with the same key (this correctness
requirement ensures the minimal functional requirement of a key agreement
protocol).

Neglecting forward secrecy for a moment, an instance (U, i) is called fresh at
the end of the execution if there has been no Reveal(U, i)-query at any point,
no Reveal(U′, j)-query where U′j is a partner to Ui, and no corruptions (i.e.,
neither kind of Corrupt-query has been issued); else, the instance is called
unfresh. In other words, fresh executions require that the session key has not
been leaked (by either partner) and that no Corrupt-query took place.

To capture forward secrecy we refine the notion of freshness and further
demand from a fresh instance (U, i) that the session key has not been leaked
through a Reveal-query, and that for each Corrupt.pw(U)- or Corrupt.key(U)-
query there has been no subsequent Test(U, i)-query involving U, or, if so,
then there has been no Send(U, i, m)-query for this instance at any point.3 In
this case we call the instance fs-fresh, else fs-unfresh. The notion of forward
secrecy captures the idea that it should not help if the adversary corrupts
some party after the test query, and that even if corruptions do take place
before test queries, then executions between honest users are still protected
(before or after a Test-query).

Formally, AKE security is defined analogously as in Section 3.2.1, with the
updated definition of freshness. Next, we define impersonation resistance.

Impersonation Resistance. This security notion stipulates that an adver-
sary successfully impersonates an honest card, if an honest reader accepts in
some session with session id sid and partner identity pid, but such that (a)
either the intended partner U in pid is not adversary-controlled or the public
key in pid has not been registered; (b) no Corrupt.key command to U has
been issued before the reader has accepted, and (c) the session id sid has not
appeared in any other accepting session. This roughly means that a adversary
successfully manages to impersonate an honest chip or to make the reader

3In a stronger notion the adversary may even issue a Corrupt.key command for the user
before the testing; however, due to the entanglement of the PACE and the AA protocols here
our protocol does not achieve this, though.
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accept a fake certificate, without knowing the long-term secret and without
relaying data in a trivial man-in-the-middle attack.

Define now the IKE advantage (I stands for impersonation) of an adversary A
for a key agreement protocol P by

Advike
P (A) := Pr [A successfully impersonates]

Advike
P (t, Q) := max

{
Advike

P (A)
∣∣∣A is (t, Q)-bounded

}
Note that we do not need to define a forward-secret version of impersonation
resistance, as this attack only makes sense for future sessions.

9.3. Security Analysis

In this section, we discuss the security of the PACE|AA protocol when active
authentication is done via Schnorr signatures; the case of DSA signatures
follows analogously, because we do not use any specific properties of the
underlying signature scheme (except for robust unforgeability). That is, we
assume that the chip, holding public key pkC = gskC with certificate certC, signs
the message XT with key skC and randomness XC. The signature is given by
σ = xC + c · skC (modq) for c = H(5||XC, TB). After the final authentication
step of PACE, the chip sends (using an already secure channel) the values σ
and certC to the reader, which verifies the signatures and the certificate (and
aborts in case at least one of the verifications fails).

As noted in [BFK09], using the derived keys already in the key agreement
step does not allow for a proof in the Bellare-Pointcheval-Rogaway model. We
hence also use a variant such that the keys K′SC and K′MAC are independent
from the keys output as the result of the key agreement.

9.3.1. Security Assumptions

Our PACE|AA protocol makes use of the Schnorr and DSA signature scheme.
For the Schnorr signature based solution we rely on the following version
of unforgeability (cf. Definition 9.3.1) which (a) allows access to a decisional
DH (DDH) oracle for the forger, and (b) considers access to a signer in an
online/offline fashion, in the sense that the adversary may ask to see the public
randomness part first before deciding on a message to be signed. Still, the goal
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is to create a signature on a new message for which the signing has not been
completed. We note that the proof in [PS00] for Schnorr signatures still holds,
assuming that computing discrete-logarithms relative to a DDH-oracle is hard.
In particular, the hardness of this “gap discrete-log problem” is implied by
the hardness of GDH. We call this security notion robust unforgeability, as
it should still hold in presence of the DDH oracle and the delayed message
choice.

Definition 9.3.1 (Robust Unforgeability of Schnorr Signatures) The Schnorr
signature scheme (relative to an instance generator I) is (t, Q, ε)-robustly-unforgeable
with Q = (qR, qddh) if for any adversary A running in total time t, making at most
qddh DDH oracle queries and at most qR init-queries to oracle O, the probability that
the following experiment returns 1 is at most ε:

(G, g)← I(λ)
pick sk← Zq and let pk = gsk

(m∗, σ∗)← AO(sk,·),DDH(G, g, pk)
parse (c∗, s∗)← σ∗

output 1 iff
c∗ = H(gs∗pkc∗ , m∗)
and m∗ /∈ M

Set id = 0 and R, M = ∅.
If A queries O(sk, init),

pick r← Zq,
set id = id + 1 ,
add (id, r) to R,
return (id, gr).

If A queries O(sk, (complete, id, m)),
if (id, r) ∈ R for some r,

update R← R\{(id, r)}
add m to M,
return r +H(gr, m) · sk mod q;

else, return ⊥.
If A queries DDH(X, Y, Z),

return 1 iff DH(X, Y) = Z.

We let Advr-forge
Schnorr(t, Q) be the maximal advantage for any adversary running in time

t, making in total Q = (qR, qddh) queries.

As it turns out to be useful for the deniable version of our protocol, we remark
that the proof of Pointcheval and Stern [PS00] holds as long as the input to the
hash oracle in the forgery is new, i.e., one can extract the discrete-logarithm of
the public key even if the hash function in signature requests is evaluated on
quasi unique inputs, and the forgery, too, uses a previously unqueried hash
function input. For the notion of signature unforgeability this holds because
each signature request uses a high-entropic random group element and the
message m∗ in the forgery cannot have been signed before. We take advantage
of this fact for the deniable version of our protocol, where we insert (YC,G)
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instead of (R, m) into the hash function for the random group element YC
chosen by the chip card and respectively the signer. We also show that for the
proof of impersonation resistance the adversary cannot re-use one of these
values (YC,G) but needs to pick a new value YC; thus implying the second
property under the assumption of robust unforgeability.

For the DSA based solution we require an analogous assumption:

Definition 9.3.2 (Robust Unforgeability of DSA Signatures) The DSA signa-
ture scheme (relative to an instance generator I) is (t, Q, ε)-robustly-unforgeable
with Q = (qr, qddh) if for any adversary A running in total time t, making at most
qddh DDH oracle queries and at most qr init queries to oracle O, the probability that
the following experiment returns 1 is at most ε:

(G, g)← I(λ)
pick sk← Zq and let pk = gsk

(m∗, σ∗)← AO(sk,·),DDH(G, g, pk)
parse (c∗, s∗)← σ∗

output 1 iff
r∗ = gwH(m∗)pkwr∗ mod q

for w = (s∗)−1 mod q,
and m∗ /∈ M

Set id = 0 and R, M = ∅.
If A queries O(sk, init),

pick k← Zq,
set id = id + 1 ,
add (id, k) to RL,
return (id, k).

If A queries O(sk, (complete, id, m)),
if (id, k) ∈ R for some k,

update R← R\{(id, k)}
add m to M,
return k−1(H(m) + gksk) mod q;

else, return ⊥.
If A queries DDH(X, Y, Z),

return 1 iff DH(X, Y) = Z.

We let Advr-forge
DSA (t, Q) be the maximal advantage for any adversary running in time

t, making in total Q = (qr, qddh) queries.

It is currently not known if DSA signatures are still secure in the robust sense;
likewise, it is not known whether DSA can be proven unforgeable in the usual
sense of the notion. For an overview about the (limited) security results on
DSA and its elliptic curve version see [Vau03]. In particular, it is not known
that the additional DDH oracle or the offline/online kind of attack facilitates
the task of breaking the signature scheme.
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Secure Channels. A secure channel provides an end-to-end integrity-
preserving confidential channel. Roughly, we demand that a secure channel
hides messages (as do encryption schemes), but at the same time ensures the
authenticity of sent messages (as in MAC schemes).

A secure channel SC = (KGen,Send,Rec) consists of: an algorithm for gener-
ating keys KGen (we assume in this thesis that the keys are random strings
and that the hash function H maps to such strings), a sending algorithm
Send(k, m), which wraps the message usually in an encrypted and authenti-
cated container C, and a recovery algorithm Rec(k, C), which, on input a key
k and a container C, returns a message m or an error symbol ⊥. We assume
the usual notion of completeness, i.e., any faithfully wrapped message under
any key is recovered by the corresponding recovery algorithm.

The security definition of secure channels is discussed in Section 3.3.

9.3.2. Security as a Key-Exchange Protocol

Theorem 9.3.3 The protocol PACE|AA (with Schnorr or DSA signatures) satisfies:

Advake
PACE|AA(t, Q) ≤ q2

e
2q

+ Advlor
SC(t

∗, qe, qe) + Advake
PACE(t

∗, Q)

where t∗ = t + O(kq2
e + kq2

h + kq2
c + k2) and Q = (qe, qc, qh).

We remark that the runtime t∗ includes the additional operations required
to maintain lists and perform look-ups. Since PACE is secure (under crypto-
graphic assumptions) it follows together with the security of the underlying
encryption scheme that the PACE|AA scheme is secure as well.

The idea of the proof is roughly that the additional Schnorr signature does
not violate the security of the underlying PACE protocol, since the signature
is encrypted. This is shown through a reduction to the security of the original
PACE protocol, mildly exploiting the structure of the original proof in [BFK09]
and the properties of the Schnorr signature scheme. Intuitively, we show that in
the PACE|AA protocol we can simulate the final transmission of the signature
token by sending dummy values through the channel, because the keys used
to secure this transmission are “as secure as” the PACE keys. That is, even
though the strength of the keys is only password-protected (i.e., one can try
to guess the low-entropy password), this is sufficient for our purpose, as we
do not aim to achieve better security than that.
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Proof. The proof uses the same game-hopping technique we used in previous
theorems, gradually taking away adversarial success strategies and arguing
that each modification cannot detract significantly to the overall success
probability. In our proof we use the fact that the original proof of PACE
in [BFK09] actually shows something stronger than indistinguishability of
keys (from random), namely that computing the Diffie–Hellman key K in an
execution is hard (unless one knows or has guessed the password); In [BFK09],
key indistinguishability then follows from this. We use this stronger property
in the proof below and also consider the adversary against the PACE|AA
protocol in this regard, i.e., we measure its success probability with respect
to the probability of making a hash query about K in a Test session (called
target hash query).

Description of Game0. Corresponds to an AKE attack on the PACE|AA
protocol (with the more fine-grained success notion).

Description of Game1. Abort Game0 if an honest chip card computes the
same Diffie–Hellman key in two executions.

Note that, since the honest chip card always goes second for the Diffie–
Hellman key exchange step, sending YC, the keys in such executions are
random elements and the probability that such a collision occurs is thus at
most 1

2 q2
e /q.

Description of Game2. Change the previous game slightly such that when
an honest chip card sends the encrypted signature, it picks and uses random
and independent (independent of the hash function output) keys K′SC instead.

Note that the only difference between using a genuine signature and one
generated with a random K′SC can occur if the adversary makes a target
hash query since Reveal and Test sessions never output these keys and, as
stipulated in Game1, Diffie–Hellman keys are always distinct. It follows that
the adversarial success can only decrease by the probability of making a target
hash query in this new game.

117



9. The PACE|AA Protocol for MRTD, and its Security

Description of Game3. Change the game once more and replace channeled
transmissions of the signatures sent by an honest chip by encryptions of 0-bits
of the same length. At the same time, let any honest terminal reject any final
message unless it has really been sent by the honest chip card in the same
session.

Note that the length (of the signature part and the certificate) is known in ad-
vance. Note also that the probability of making a target hash query in Game3
cannot be significantly larger, by the distinguishing advantage of genuine
transmissions from all-zero transmissions. To make this claim more formally,
assume that we mount an attack on the left-or-right security of the (multi-user)
encryption scheme by simulating the entire Game2 with two exceptions: (1)
If an honest chip is supposed to send the signature and certificate, then we
simply call the next transmission challenge oracle about the signature and
the certificate components and about an all-zero message of the same length.
Then, the challenge bit of the left-or-right oracle corresponds exactly to the
difference between the two games. (2) If the adversary successfully modifies
the final transmission of an honest chip card, but the honest terminal accepts
the message, this also constitutes a security breach of the channel protocol.
Hence, if the success probabilities of the adversary dropped significantly, we
obtain a successful attacker against the secure channel scheme.

The final game can now be easily cast as an attack on the original PACE
protocol. That is, if there is an attacker that is successful in Game3 (making
a target hash query), then there is a straightforward attacker with the same
probability to win against the original PACE protocol: this attacker runs the
Game3-adversary and simulates the additional signature steps by itself (i.e.,
creating keys and certificates); injects the values from the PACE protocol
(i.e., relay the communication), but sends dummy values 0 . . . 0 through the
channel on behalf of honest chip cards under independent random keys. It
follows that the probability of making a target hash query in Game3 is also
bounded by the PACE security.

Given that no target hash query is made, the advantage in the final game is
now upper-bounded by the advantage against PACE. Note that the advantage
of breaking PACE simultaneously covers both the case of target hash queries
and of other security risks (thus, we do not need to account for the advantage
of target hash queries and then of other attacks; the only other way left for the
adversary to win is now to guess, thus resulting in a probability of 1/2). �
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On Forward Secrecy. Note that the PACE|AA protocol inherits the forward
secrecy of PACE (when used as authenticated key-exchange protocol). That is,
even if the adversary knows the password, then executions between honest
parties remain protected. Since the security of PACE|AA essentially reduces
to the security of PACE any successful attack against the forward secrecy of
PACE|AA yields a successful attack against PACE; the other protocol steps
do not violate this property.

9.3.3. Security against Impersonation

It remains to show that the protocol is IKE-secure. Here, we only rely on the
unforgeability of certificates and MACs, and on the robust unforgeability of
the Schnorr/DSA signature scheme.

Theorem 9.3.4 For the PACE|AA protocol (with Schnorr or DSA signatures) it
holds:

Advike
PACE|AA(t, Q) ≤ q2

e + qeqh

q
+ Advr-forge

{Schnorr|DSA}(t
∗, qe)

+2qe ·Advforge
M (t∗, 2qe, 2qe) + Advforge

CA (t∗, qe)

where t∗ = t + O(kq2
e + kq2

h + k2) and Q = (qe, qh).

The idea is to show first that the adversary cannot inject its own unregistered
key (unless it breaks the unforgeability of the certification authority). Since any
successful attack must then be for an uncorrupted party whose secret signing
key was not revealed, it follows that the adversary must produce a signature
under the (registered) public key of an honest user. Because the session id must
be new and is partly signed via TB, it follows that the adversary must forge
Schnorr respectively DSA signatures in order to break the IKE property.

Proof. We again proceed in games. We can assume that the adversary (and all
reductions below) know all passwords at the outset. For the adversary this
can be achieved by issuing Corrupt.pw passwords in the beginning, while the
reductions can choose the passwords themselves.

Description of Game0. Corresponds to the original attack.
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Description of Game1. Abort if an honest reader accepts an unregistered
key as valid.

Abort and declare the adversary to lose if it manages to make the honest reader
accept an unregistered key in any execution. It follows straightforwardly from
the unforgeability of certificates that this can decrease the adversary’s success
probability by at most a negligible term. It is straightforward to make this
claim formally by simulating the attack (including the honest players, thus
being able to decrypt the final message with the certificate forgery), and using
an external certificate issuing oracles for registering the user’s public keys.

Description of Game2. Abort if (possibly distinct) honest chip cards derive
the same key K in two executions.

Note that, once a chip selects YC at random in an execution, an honest or
malicious reader has already sent YT. Hence, the key K is a uniformly random
element and the probability that it matches any of the previous i keys is at most
i/q. Summing over all the at most qe executions shows that the adversary’s
success probability can only drop by 1

2 q2
e /q .

Description of Game3. Abort if there are collisions among the YT values of
honest readers.

In case the same value YT chosen by (possibly distinct) honest readers appears
in two executions also declare the adversary to lose. By the birthday bound
and since there are at most qe such values, this can only deduct 1

2 q2
e /q from

the success probability.

Description of Game4. Abort if a malicious reader submits a valid TB in
an execution with an honest chip card, and such that neither (A) the same
valid TB appears in an execution with an honest reader for the same session
identifier, nor (B) does the adversary make a hash query to the key K derived
by the honest chip in the execution before.

Let sid = (YC, YT,G) be the session identifier in an execution with an honest
chip card in which the adversary submits a valid TB without having made a
hash query beforehand, and such that TB does not appear in a session with
an honest reader for the same session identifier. Call this a target execution
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and fix it for now. Let K be the Diffie–Hellman key derived by the chip in this
execution.

According to the previous games we can assume that all keys in executions
with honest chip cards are unique, and that there is at most one execution
with an honest reader in which the same sid is used (because the values YT
chosen by honest readers are distinct). Consider now all executions between
the adversary (as a chip card) and honest readers in which the same values
YC,G as in the target session appear. Since the YT values are unique, there is at
most one session with the same key K and the same pair (YC,G) — and this
execution must then carry the same value YT — and thus the same session
identifier as the target session. In other words, for a successful attack in the
target session the adversary must send a valid MAC for an unknown key K,
or for a new value (Y∗C,G∗) (or both). We can therefore derive a contradiction
to the unforgeability of the MAC as follows.

Simulate an attack against the MAC scheme by running the entire PACE|AA
protocol and the adversary. Pick at random a session among the at most qe
ones in advance and follow exactly the description of Game3, but with the
following differences: Compute the key K in the pre-selected session as before
(abort if the session aborts before or if the party is corrupt), as well as the
keys KENC,KMAC, . . . , but not the key K′MAC. Proceed accordingly if the key
appears in another session and ignore, too, when asked to compute K′MAC.
When it comes to verification or to MAC computation under this key K′MAC
in any session, call the external verification resp. MAC oracle instead. (Stop if
a verification request for a new message is accepted.)

For the analysis note that the simulation is perfect if the adversary never
makes a hash query for the target session. Also, if the adversary at some
point submits a valid MAC TB under the key K in the target session, then
we guess the right session in which this key appears for the first time with
probability 1/qe. Given this, we successfully forge a MAC, i.e., submit a new
message (YC,G) with a valid MAC to the verification oracle. To see this is a
valid forgery note that for the key K′MAC in question we only compute MACs
on behalf of honest readers, but then only for pairs (YC,G) different from the
one used by the successful adversary resp. for a new key no MAC has been
computed before (as discussed above). It follows that the adversary’s loss
when proceeding from Game3 to Game4 can only be qe times the probability
of forging a MAC.
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Description of Game5. Abort if the adversary queries its hash function
oracle about a Diffie–Hellman key K in an execution with the honest chip
card, before it is determined by the value YC.

Note that, once YT has been sent, the random and independent value YC in
such an execution makes the key K random and thus the probability of the
adversary having queried H about K before is at most qh/q times the number
qe of such keys.

Description of Game6. Abort if a malicious reader submits a valid TB in
an execution with the honest chip card, but such that TB has been sent by an
honest reader before in a session with a different session identifier.

According to the previous games, if the session identifier is distinct in the latter
session, the adversary must query the random oracle about the key before
being able to send a valid TB in this session. In this case, however, we can
apply an information-theoretic argument based on the unforgeability of the
MAC. Recall that in executions with an honest chip card the key K is unique.
Fix one such execution for the moment and call this the target execution. Let
TB be the set of (at most qe) values TB sent in executions with honest readers.
Then, in the target execution with values YC, YT,G, the probability that the
(unique) key K hashes to a key K′MAC such that MVf(K′MAC, TB, (YC,G)) = 1
for some TB ∈ TB, is negligible. This can be seen as follows: Since key K
is uniquely determined from the target execution before, the value K′MAC,
when returned to the adversary upon a hash query about K, is random and
independent from all other keys. If, by chance, MVf(K′MAC, TB, (YC,G)) = 1
for a fixed TB ∈ TB, then we can easily devise a forgery against the MAC
scheme as follows. Mount an attack against the MAC scheme by simulating
the security game, but record all values in TB and make a verification query
about TB, (YC,G) for all values TB ∈ TB and for the values YC,G after sending
YC in an execution on behalf of an honest chip card. Note that the adversary
cannot have made a hash query about this key K before, according to the
previous game. Hence, it follows that the key K′MAC is still an undetermined
random value and the probability that a verification query in the simulation
succeeds is exactly equal to the probability in the attack on the MAC (for an
unknown random key).

Description of Game7. Abort if the adversary sends a valid signature on
behalf of an honest chip card for a fresh session.

122



9.3. Security Analysis

Abort if the adversary manages to send a valid (encapsulated) signature on
behalf of an honest chip card to the honest reader (for a session with a fresh
sid, which does not appear in another accepting execution) for the challenge
value TB in this execution. By the previous game the adversary cannot have a
value TB signed by an honest chip card, before sending it in an execution with
the honest reader, unless the session identifiers match. In other words, in order
to impersonate successfully, the adversary needs to send a valid signature for
a new value TB. This can be straightforwardly turned into an attack against
the signature scheme, as discussed next.

Pick at the outset one of the at most qu active users. Our forger against the
signature scheme injects the given public key of the signature scheme as the
chosen user’s public key. Whenever the adversary invokes a run of this user
then we call the token step of the Schnorr signature scheme to get a value XC.
Similarly, we run the token step in case of DSA signatures but take the output
modulo q. We inject this value into the execution and later send a random
value YC on behalf of the user. Note that we thus do not know the key K in this
execution, but according to the previous games we can check in executions
with the adversary for a candidate among the hash queries via the Decisional
Diffie–Hellman oracle for a candidate and the two values YC, YT from the
execution — if we do not find any match we can simply reject. In executions
with an honest reader we can actually derive the key from the reader’s view
on the execution. It follows that we can still compute the right key and then
complete the signature token once we have to send the encrypted signature
for TB.

Note that the simulation is perfect from the adversary’s view. Hence, if
the adversary in Game7 eventually convinces an honest reader to accept a
signature for the value TB in the execution, then it follows that this value
has not been signed before (or the session identifiers are identical and the
adversary cannot win then), we derive a successful forger against the signature
scheme.

This concludes the description of the games. Note that in the final game
the adversary cannot successfully impersonate anymore since the adversary
cannot send valid signatures on behalf of honest chip cards and hence, cannot
successfully run the protocol. �
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9.4. A Deniable Schnorr Variant

Deniability basically demands that for any (possibly malicious) party on either
side, there exists a simulator which produces the same output distribution as
the malicious party, but without communicating with the honest party. This
implies that the malicious party could have generated this data itself, without
the help of the other party, and thus cannot use it as a proof towards a third
party.

9.4.1. Defining Deniability

Unlike in the key-exchange setting, we now assume that only one chip card
and one terminal are present (but may run many executions concurrently),
and that the adversary controls either party from the beginning. No further
corrupt queries are allowed. We note that deniability in the multi-user setting
immediately follows via a hybrid argument if the parties’ secret inputs are
otherwise picked independently (as is the case here).

Since we work in the random-oracle model, we must account for a peculiarity
due to the (non-)programmability of the hash function [Pas03]. Roughly, it is
important that the distinguisher (receiving either the view of the malicious
party or the simulated view) cannot distinguish these two random variables,
even if it gets access to the same random oracle as the parties and the simulator.
The distinguisher’s access to the same hash function prevents the simulator
from programming the hash values (as it would be the case for a real-world
hash function).

Definition 9.4.1 (Deniability) A password-based key-exchange protocol P is deni-
able in the random-oracle model if for any (possibly adversary-controlled) party with
access to the random oracle H there exists an efficient algorithm SH such that, on
input the party’s secret and public input, as well as the other party’s public input,
SH generates the same output distribution as the malicious party in concurrent
executions of the protocol. That is, for any algorithm DH, the output of DH when
receiving the public data of both parties and the secret input of the malicious party,
in addition to either the output of SH or the output of the malicious party, is in-
distinguishable in both cases. We write Advden

P (T, Q) for a bound on the difference∣∣Pr
[

DH(AH) = 1
]
− Pr

[
DH(SH) = 1

]∣∣, where DH(AH) is the output of D (in
time t∗ with at most q∗h hash queries) when run in the experiment with A (running in
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time t, invoking at most qe protocol executions and with at most qh hash queries); anal-
ogously, DH(SH) is the output of D when run in the experiment with S (running
in time t′ with at most q′h hash queries). Let T = (t, t′, t∗) and Q = (qe, qh, q′h, q∗h).

Clearly, without loss of generality, it suffices that the distinguisher outputs a
bit only. Ideally, the advantage should be small for any efficient D and A and
where the simulator’s runtime characteristics is close to the adversary’s. We
note that there are even stronger notions of deniability, e.g., online deniabil-
ity [DKSW09], where the distinguisher can communicate with the malicious
party, resp. the simulator, while the protocol is executed. This notion, however,
is much harder to achieve and not known to work here.

9.4.2. Deniability of Our Protocol

Our deniable version of the Schnorr scheme works as before, only that this
time we hash (YC,G) instead of TB. We call this protocol the deniable Schnorr-
based PACE|AA protocol. Roughly, the idea is now that the chip chooses the
challenge by itself. Given that the challenge is chosen beforehand and that it
is independent of the first signature step, one can simulate the final signature
part as in the interactive Schnorr identification protocol [Sch91]. We only need
to take care that the other security properties are not violated through this.

Note that security as an AKE protocol follows as in the Schnorr-signature-
based version (with the exact same bounds). It suffices to show impersonation
resistance (which follows similarly to the case of signatures) and deniability.
We note that our deniability simulator will actually need some assistance in
form of a decisional Diffie–Hellman oracle (which, for the sake of fairness,
we then also give the adversary and to the distinguisher). We comment that
this does not trivialize the task, as such a decision oracle is not known to
help compute discrete logarithms. Thus, the simulator cannot simply derive
the chip card’s secret key from the public key and use this key to provide
deniability. We note that the query parameters Q thus take additional bounds
qDDH, q′DDH, and q∗DDH.

Theorem 9.4.2 For the deniable Schnorr-based PACE|AA protocol it holds that:

Advike
PACE|AA(t, Q) ≤ 2q2

e + qeqh

q
+ Advforge

CA (t∗, qe)

+2qe ·Advforge
M (t∗, 2qe, 2qe) + Advr-forge

Schnorr(t
∗, qe)
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where t∗ = t + O(kq2
e + kq2

h + k2) and Q = (qe, qh).

Proof. The proof is almost identical to the one of Theorem 9.3.4 (impersonation
resistance). We start after the hop to Game6 and make another game hop,
aborting if in two executions with honest chip cards, the cards send the same
value YC. Since these values are random group elements we only lose a term
1
2 q2

e /q, analogously to the hop to Game3 in the previous proof. Analogously,
we can assume that there are no collisions among the values YC and YT
picked by honest chip cards or terminals, respectively. This also decreases the
adversary’s success probability by at most 1

4q (2qe)2, since there are at most
1
2 (2qe)2 pairs and the probability that there is a collision among the values
chosen by the chip card and terminal is at most 1/2q.

Assume now that the adversary at some point successfully impersonates an
honest chip card to an honest terminal, by using a pair (YC,G) in the hashing
step of our Schnorr version, such that this pair has been used by an honest
chip card before. Since the values YC are unique, there exists at most one such
execution. In this execution the adversary must have sent a different value
than YT in the successful impersonation, or else the session identifiers would
be identical. It follows that both executions have distinct keys. It furthermore
holds that YT 6= YC. We can now apply an argument analogously to the
one in Game4, Game5, and Game6 to argue that the adversary cannot find
a valid token TA on behalf of the honest chip. However, we need to make
the MAC query about K′MAC, (YC,G) before to compute TB on behalf of the
honest terminal. But since YC and YT are then both picked by honest users, this
implies by assumption that (YC,G) is different from (YT,G) in this execution;
thus, the MAC TB does not help to forge the MAC TA.

Hence, we can assume that the adversary uses a fresh pair (YC,G), not pre-
viously authenticated under the key of an honest chip card. This, however,
contradicts the unforgeability of the special Schnorr identification version, as
discussed after Definition 9.3.1. �

Theorem 9.4.3 The deniable Schnorr-based PACE|AA protocol is deniable in the
random-oracle model if the MAC is unforgeable (and the adversary, simulator, and
distinguisher are granted access to a decision Diffie Hellman oracle). That is, for any
malicious chip or terminal A (with access to the random oracle and a DDH oracle)
there exists a simulator S (with the same oracle access) such that for any distinguisher
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D (with the same oracle access) we have

Advden
PACE|AA(T, Q) ≤ q2

e
q
+ 2qe ·Advforge

M (t′, 2qe, 2qe)

where t′ = t + t∗ + O(kq2
e + kq2

h + k2) and q′h = qh + q∗h and q′ddh = q2
h + qddh +

q∗ddh.

Proof. It is easy to see that one can easily simulate the view of a malicious chip
card, by just following the protocol on the terminal’s side (since the password
is considered a joint secret input it is easy to run the terminal’s steps) and
mount a black-box simulation of the malicious chip card, outputting whatever
this party outputs. The output distribution is identical and the simulator
makes the same calls to the hash functions as the honest party.

The more interesting case is that of a malicious terminal. We present our
simulator SH for this case. Recall that, this time, the simulator only has access
to the chip card’s public key pkC, the group data, and the password (but not
the chip’s secret key). The simulator now proceeds as follows, running a black-
box simulation of the adversarial terminal (playing the honest chip card). In
each execution the simulator initially picks values xC, yC ← Zq and computes
YC = gyC , as well as c = H(YC,G) and XC = pk−c

C gxC . Note that both values
are not computed according to the protocol description, but still have the
same distribution. In particular, even though the simulator cannot to compute
the shared Diffie–Hellman key K in the execution, it can later complete the
signature generation by setting sσ = xC (such that gσ = XCpkH(YC,G)

C ). For the
other steps the simulator proceeds as the chip card would, using its knowledge
of the password. However, when the simulator receives TB from the malicious
terminal, it searches (with the decisional Diffie–Hellman oracle) in the list of
hash queries of the malicious terminal for queries about a key DH(YC, YT). If
no key is found then abort this execution; else use the found key-value K to
finish the execution (using the signature tokens as computed above). If the
adversary stops, then let the simulator output the same value.

It remains to show that, with overwhelming probability, the malicious terminal
cannot send a valid token unless it has queried the random oracle about the
Diffie–Hellman key before. This follows as in the proof of Theorem 9.3.4
(impersonation resistance). There, in game hops from Game0 to Game4 it
is shown that any such execution would yield a contradiction against the
unforgeability of the MAC (some of the hops, namely to Game1, Game3, and
case (A) of Game4, do not apply here because only the chip card is honest).
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Hence, unless the malicious terminal can forge MACs, the simulator will
find a (unique) key in the list, such that the behavior of the simulator is
indistinguishable from the one of the honest party. Additionally, the simulator
only queries the hash function as the chip card would, allowing us to conclude
that the output of DH is also indistinguishable in both cases. �
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10. Domain-Specific Pseudonymous
Signatures

10.1. Introduction

In the optional protocol for the eID cards, namely Restricted Identification,
card holders can use domain-specific pseudonyms to interact with service
providers such that (a) a service provider can recognize pseudonyms of
individual cards and use this information for the service (domain-specific
linkability), and (b) different service providers cannot link interactions of
one user in their respective domains (cross-domain anonymity). Although
the concept of restricted identification in [BSI10] — and the Diffie–Hellman
based solution — currently only support recognition of pseudonyms, it can
be easily extended to provide additional functionality, by allowing users to
create signatures under their pseudonyms. These signatures could then be
used, for instance, to authenticate outgoing messages or transcripts under the
card’s pseudonym.

Domain-Specific Pseudonymous Signatures. The security of the basic re-
stricted identification (RI) protocol is shown in Chapter 7. We augment the RI
protocol through signatures. To this end, we formally introduce the concept of
domain-specific pseudonymous signatures. 1 In a sense, (domain-specific) pseudo-
nymous signatures can be seen as a relaxed version of group signatures with
a limited form of linkability: While group signature schemes, as formalized
in [BMW03], provide a very strong form of anonymity, preventing an adver-
sary to identify signers even when knowing the secret keys, pseudonymous
signatures are designed specifically to allow a well-defined verifier to link
signatures.

1Interestingly, the term “pseudonymous signatures” has occasionally already been men-
tioned in the literature, typically referring to regular signatures under pseudonyms [KBe12],
but, to the best of our knowledge, such notions have never been considered formally so far,
from a cryptographic point of view.
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The group-signature ancestry also lays the ground work to the modelling
of pseudonymous signatures’ security. According to [BMW03], secure group
signature schemes should guarantee full anonymity (as aforementioned),
resistance to identifying the origin of signatures, and full traceability, i.e.,
the ability of the group manager to trace the origin of a signature with the
help of some trapdoor information. The latter property implies, for example,
unforgeability (because a forgery could not be traced) and non-frameability,
i.e., an attack where a set of malicious parties, potentially including the group
manager, could falsely blame an honest user of producing a signature that
this user did not generate (which would again contradict traceability).

By contrast, in the case of restricted identification, we note that one of its goals
is exactly to allow a service provider to link previously seen pseudonyms.
We thus relax the full-anonymity requirement for pseudonymous signatures
and only demand cross-domain anonymity, i.e., the inability to link signa-
tures given to different service providers, even if the providers are malicious.
Furthermore, since the restricted-identification scenario does not involve an
authority like the group manager, to trace signatures, we revert to explicitly
redefining unforgeability for our setting, i.e., we need to ensure that one
cannot forge signatures on behalf of honest users.

We also introduce another property, demanding that it is infeasible to make
the verifier accept a signature for an invalid domain-specific pseudonym. This
assumes a white- or blacklisting approach. In the former case, valid pseu-
donyms are those in the white list; in the latter case, the verifier should not
accept a blacklisted pseudonym. This property is not equivalent to unforge-
ability, which merely protects honest signers from forgeries under their name.
While the additional property of rejecting invalid pseudonyms, which we call
seclusiveness, follows in the case of group signatures from full-traceability, we
need to state it explicitly in our setting without a tracing authority. Roughly,
unforgeability together with seclusiveness provides a weaker, yet “best-we-
can-hope-for” form of full-traceability for domain-specific pseudonymous
signatures.

Our Construction. The basic restricted identification protocol is roughly
to give users a random value x1 and the service provider a certified group
element R, such that the user will derive the domain-specific pseudonym as
the Diffie–Hellman key IR = Rx1 (or, to be precise, the hash value thereof).
This value is then sent over a previously established secure channel to the
service provider (but we ignore the channel part in our analysis).
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To achieve the additional unforgeability and seclusiveness properties in the
signature-augmented case, the user is instead given a random representation
(x1, x2) of the authority’s public key y, i.e., y = gx

1 = gx1
1 gx2

2 for generators
g1, g2 = gz

1. The authority can create such representations easily with the
knowledge of z = logg1

g2. Each domain will again hold a certified group
element R; the user once more derives the domain-specific pseudonym as the
Diffie–Hellman key IR = Rx1 and transmits this value to the provider.

Obviously, if two malicious users could pool their distinct secrets (x1, x2) and
(x′1, x′2) then they could recover the authority’s secret key z. However, we note
that these secrets are protected through the hardware of the identity card and
are not available to users. In a sense, our security analysis relies on this fact,
but at the same time even allows a single (malicious) user access to its secret
key. In case of suspicion of leakage of the authority’s secret key z, a new key
can be generated, the old key can be revoked, but whitelisting can be used to
mark the user keys under the old key as still valid.

In the signature-augmented version, the user additionally signs a message m
by giving two intertwined non-interactive proofs of knowledge (where the
message enters the hash evaluation to derive the challenge non-interactively
in the random-oracle model). The first proof shows that the user knows
the discrete logarithm x1 of IR to base R, and the other proof shows that it
additionally knows x2 such that (x1, x2) forms a representation of y = gx1

1 gx2
2 .

The first proof is basically a Schnorr proof of knowledge (PoK) [Sch91]; the
second one is an Okamoto kind of PoK [Oka93], but re-using the data from
the Schnorr proof.

We show that the signature-augmented version of the restricted-identification
protocol preserves the cross-domain anonymity according to our adapted
notion for pseudonymous signatures. Furthermore, we show unforgeability
(in the random-oracle model, and under the discrete log assumption). This
property is ensured by the Schnorr PoK for x1. Seclusiveness follows from
the Okamoto proof, which shows that the pair (x1, x2) is a representation
of y and has thus been issued by the authority. However, our construction
requires that no two malicious users collaborate. Such collaboration is made
harder in practice by hiding and protecting the secret of users within the
secure hardware of the chip, as discussed above. Thereby, users can use their
secrets; however, they cannot extract the keys to collude. Note that the basic
version of the restricted identification protocol does not implement a signature
functionality and thus cannot satisfy these two notions.
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Related Work. Domain-specific pseudonymous signatures can be seen as
descendants of group signatures, with slightly weaker anonymity require-
ments, but with domain-specific verifiers. The related concept of ring signa-
tures [RST01] can be viewed as “ad-hoc” group signatures without a central
manager. For such schemes, rings of users can be formed at will, and one
user can sign on behalf of the ring, but there is usually no mean to identify
the actual signer later (i.e., signatures are not traceable). Domain-specific
pseudonymous signatures provide stronger notions of traceability than ring
signatures, but a weaker form of anonymity — the domain holder can link
signatures.

We note that credential systems [Cha85, Bra00] are very similar to our pseudo-
nymous signatures, but diverge in some important aspects. Most importantly,
credential systems typically provide multi-show unlinkability, as opposed to
our pseudonymous signatures. As such, solutions for multi-show credential
systems are usually slightly more complex [CL01, CL02, CL04, PV04, BCKL08,
GNSN10]. For one-show solutions, where the user can use a credential (under
a pseudonym) only once, domain-specific linkability — and therefore cross-
domain anonymity — has not been considered before. We also note that the
question of turning cross-domain pseudonymous signatures into fully-fledged
multi-show credential systems is beyond the scope of the thesis here: the
requirement of recognizing pseudonyms for domain holders is inherent in the
application requirement.

Finally, we point out that our notion of domain-specific pseudonymous sig-
natures is close to a recent proposal of Bernhard et al. [BFG+

11] for defining
direct anonymous attestation (DAA). Their security definition for DAA also
resembles group signature security, but comes with a limited form of linkabil-
ity: signatures of the same user in the same domain (called base there) must
be publicly linkable. At the same time, one must be able to identify signatures
given the user’s secret key, a requirement which we do not impose in our
setting. Moreover, their scenario assumes that linkability must be enforced
via cryptographic means, domain-specific pseudonymous signatures allow
this by default through the pseudonyms. Besides minor technical differences
concerning security in the presence of compromised keys or incorporating
blacklisting, the main difference to their setting is that our model takes into
account the extra layer of domain-specific pseudonyms and its unlinkability
to the pseudonym layer.

Similarly, Wei [Wei05] also uses DAA as a motivation for his work on tracing-
by-linking group signatures, but he considers a weaker form of anonymity,
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where a signer’s identity is only hidden up to at most a fixed number of
generated signatures. Any additional signature enables to trace back the
identity of the signer by a public algorithm. More formally, the approach also
includes a notion of k-linkability which corresponds to (public) traceability
and essentially means that more than k signatures are linkable and allow to
identify the origin. It also contains a notion of non-slanderness which means
that no group of malicious users (including the issuing authority) can sign
more than k times such that it points to an honest user outside of the group.
This primitive does not help in our scenario, because we demand unlinkability
only among different domain sectors. Furthermore, our notion of seclusiveness,
in contrast with non-slanderness (which addresses the linkability of more
than k signatures), refers to the fact that one cannot produce any signature on
behalf of honest users.

The idea of extending restricted identification to allow unlinkable sector
signatures has appeared concurrently in [KS11b]. The scheme does not cover
the issue of seclusiveness, though, and is less explicit about the underlying
security model, e.g., it remains unclear if unlinkability holds for multiple
signatures. Exploring such questions and providing sound models, including
issues related to blacklisting or whitelisting, and to prove security according
to these models for the (augmented) restricted identification protocol of the
new German identity cards is our contribution here.

We also mention a very recent result from [BCP13], where the authors build a
domain-specific signature scheme; opposed to our construction, the seclusive-
ness property holds for their construction even if several malicious chip cards
collude and share their secrets. However, this scheme is more complicated
in its structure and significantly less efficient (e.g., it requires many pairing
computations).

10.2. Definitions

Below we first define our domain-specific pseudonymous signature scheme
for static groups. Since both the secret keys of the users and the domain keys
are chosen by the authority, we can imagine that a sufficiently large set is
chosen at the outset, and individual entries only become active if required.
We thus assume an algorithm NymKGen generating the group manager’s
key pair, as well as sufficiently many pseudonyms nym (and secret keys
gsk[nym]) and public domain keys dpk. Each pseudonym and its secret key
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can now be combined via an algorithm NymDSGen to build a domain-specific
pseudonym dsnym = nym[dpk] which, together with gsk[nym], can be used to
sign messages.

Definition 10.2.1 (Domain-Specific Pseudonymous Signature) A domain-
specific pseudonymous signature scheme is a collection of the following efficient
algorithms NYMS = (NymKGen, NymDSGen, NymSig, NymVf) defined as fol-
lows.

NymKGen(1κ, 1n, 1d) is a probabilistic algorithm which, on input a security parame-
ter 1κ and parameters 1n, 1d (both polynomial in κ) outputs a pair (gpk, gmsk)
where gpk is the group public key and gmsk the secret key of the group manager,
and outputs n (unique) pseudonyms nym with their corresponding secret keys
gsk[nym], and d domain descriptions dpk.

NymDSGen(nym, gsk[nym], dpk) is a deterministic algorithm which maps a pseudo-
nym nym (and its secret key gsk[nym]) and the domain dpk to a domain-specific
pseudonym dsnym = nym[dpk].

NymSig(dsnym, gsk[nym], dpk, m) is a probabilistic algorithm which, on input a
domain-specific pseudonym dsnym, a secret key gsk[nym], a domain dpk, and
message m, outputs the signature σ of m under dsnym for domain dpk.

NymVf(gpk, dsnym, dpk, m, σ, B) is a deterministic algorithm which, on input a
message m and a signature σ together with the group public key gpk, a domain-
specific pseudonym dsnym, the domain’s key dpk, and a list B, outputs either 1
(=valid) or 0 (=invalid).

We assume the usual completeness property, i.e., for any honestly generated parameters,
domain-specific pseudonyms, and signatures the verification algorithm accepts and
outputs 1.

Note that we can assume that the group manager uses some standard way of
certification for the public keys dpk given out to registered verifiers, and that
the signing and verification algorithms check the validity of the keys. We thus
often omit this step from the description of protocols.

10.2.1. Cross-Domain Anonymity

Cross-domain anonymity ensures that pseudonyms across different domains
cannot be linked — within one domain pseudonyms are meant to be linkable.
We define cross-domain anonymity via a game between the adversary and a
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left-or-right oracle which, given two pseudonyms, a message, and a domain,
generates a signature for either the left or the right pseudonym in the domain,
according to a secret random bit b. We assume that the adversary can make
adaptive calls to this left-or-right oracle; this is necessary since we cannot
apply a hybrid argument to reduce such multiple queries to a single one
(as opposed to the case of full-anonymity for group signatures in [BMW03],
where this is possible since anonymity even holds if the adversary knows the
users’ secret keys). The adversary’s goal is to predict b significantly beyond
the pure guessing probability (condition (a) below).

In addition to challenge queries to the left-or-right oracle, the adversary may
decide to blacklist domain-specific pseudonyms, create additional signatures
via NymSig, or corrupt users. For simplicity, we define a version for static
corruptions where all corruptions are made at the outset, before any other oracle
calls are made, and discuss the adaptive version briefly below. To exclude
trivial attacks, we must take into account that domain-specific pseudonyms
are in principle linkable by the domain holder. Hence, in “transitivity” attacks,
where the adversary asks the left-or-right oracle first about a signature for
domain-specific pseudonyms dsnym0, dsnym1 and then for dsnym0, dsnym′1 for
the same domain, but dsnym1 6= dsnym′1, the signatures would point to the
same domain-specific pseudonym if and only if the oracle signs under the left
pseudonym. We thus exclude such queries in condition (b) below.

We require another case to be excluded. Namely, the additional signatures
generated through NymSig cannot hide the pseudonyms behind the signatures;
this would require further means like anonymous signatures and would only
work if signatures are not publicly verifiable [YWDW06, Fis07]. Since such
extra signatures for domain-specific pseudonyms would thus also allow to link
the origin in the left-or-right queries to the pseudonyms, we must disallow the
adversary from querying NymSig about domain-specific pseudonyms, which
are also used in left-or-right queries (condition (c) below).

Our model assumes, to the advantage of the adversary, that all pseudonyms,
all domain keys, and domain-specific pseudonyms are known at the outset;
only the assignment of pseudonyms to domain-specific pseudonyms remains
hidden. In the following, W denotes the set of all domain-specific pseudonyms
dsnym, D the set of domain keys, B the blacklist containing domain-specific
pseudonyms, N the set of generated pseudonyms, C the corrupted chip cards,
S the set of queried signatures, and LR denotes the set of queries made to the
left-or-right oracle.
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We assume that the relation of domains and domain-specific pseudonyms
is known (see below for the motivation). All this is captured by giving the
adversary the corresponding data as sets, that is, W�D being the set of all
domain-specific pseudonyms and domains. The adversary will thus attack
domain-specific pseudonyms from W. As is common, we measure the adver-
sary’s running time including also all steps of honest parties, and covering
both phases of the adversary.

In the definition, we presume that domain-specific pseudonyms are unique
within a domain; global uniqueness can then be trivially achieved by attaching
the domain key to the pseudonym. Indeed, domain-specific uniqueness will
be later ensured by the unforgeability property anyway.

Definition 10.2.2 (Cross-Domain Anonymity) A domain-specific pseudonymous
signature scheme NYMS = (NymKGen, NymDSGen, NymSig, NymVf) is
(n, d, t, Q, ε) cross-domain anonymous with Q = (qc, qs, qt) if for any algorithm
A running in time t, and making at most qc queries to the corruption oracle, qs
queries to the signing oracle, and qt queries to the left-or-right oracle, the probability
that the following experiment returns 1 is at most ε:

Experiment CD− AnonNYMSA (κ, n, d)

b $←− {0, 1}
LR, S, W, B, C, N, D← ∅
(gpk, gmsk, {gsk[nym]}n, {nym}n, {dpk}d)← NymKGen(1κ, 1n, 1d)
N = {nym}n, and D = {dpk}d
W = {NymDSGen(nym, gsk[nym], dpk) | nym ∈ N, dpk ∈ D}
W�D = {(NymDSGen(nym, gsk[nym], dpk), dpk) | nym ∈ N, dpk ∈ D}
st← ACorrupt(gpk, W�D, N)
d← AB′,NymSig′,LoR(st)
Return 1 iff

(a) d = b and
(b) for any ({dsnym0, dsnym1}, dpk, m), ({dsnym′0, dsnym′1}, dpk, m′) ∈ LR

we have either {dsnym0, dsnym1} = {dsnym′0, dsnym′1}
or {dsnym0, dsnym1} ∩ {dsnym′0, dsnym′1} = ∅, and

(c) for any (dsnym, dpk, m) ∈ S there is no dsnym′, m′

such that ({dsnym, dsnym′}, dpk, m′) ∈ LR.

If A queries Corrupt(nym) on input nym ∈ N:
− set C← C∪ {nym}
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− return gsk[nym]

If A queries B′(dsnym) on input dsnym ∈ W:
− set B← B∪ {dsnym}

If A queries NymSig′(dsnym, dpk, m)
on input on input dsnym ∈ W \ B, dpk ∈ D and message m:
− set S← S∪ {(dsnym, dpk, m)}
− find nym ∈ N such that dsnym = NymDSGen(nym, gsk[nym], dpk)
− return NymSig(dsnym, gsk[nym], dpk, m)

If A queries LoR(dsnym0, dsnym1, dpk, m)
on input dsnym0, dsnym1 ∈ W \ B, dpk ∈ D, and message m :
− set LR← LR∪ {({dsnym0, dsnym1}, dpk, m)}
− find nym0, nym1 ∈ N \ C such that

dsnymi = NymDSGen(nymi, gsk[nymi], dpk) for i = 0, 1
− return ⊥ if no such nym0, nym1 exist,

else return NymSig(dsnymb, gsk[nymb], dpk, m)

The probability is taken over all coin tosses of NymKGen, NymSig, and A, and the
choice of b.

We note that the adversary in our game always accesses oracles through their
domain-specific pseudonyms. This is possible since A knows the set W of
such pseudonyms (but not the relation to the pseudonyms nym). Having this
list at the outset is motivated by the fact that the adversary can potentially
collect such domain-specific pseudonyms when acting as a domain holder,
where it gets to learn the domain-specific pseudonyms and signatures un-
der these pseudonyms. Note that this also allows to link domain-specific
pseudonyms dsnym to domain keys dpk, hence we give W�D as additional
input. This also implies that we cannot grant the adversary access to another
signature oracle which it can provide nym, dpk, m to get a signature for m
under the corresponding dsnym; it would be easy to check for the validity
of the signature under the domain-specific pseudonym with the help of W
and to link dsnym to nym. In other words, one can link pseudonyms to their
domain-specific pseudonyms given a signature under the pseudonym for the
respective domain.
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For an adaptive version, the adversary may interleave Corrupt queries with
the other oracle queries arbitrarily. Then, we must ensure that no nym in a
Corrupt-query has appeared in an LoR-query before, declaring the adversary
to lose if this is the case.

10.2.2. Unforgeability

Unforgeability of domain-specific pseudonymous signatures follows the basic
paradigm for regular signatures: It should be infeasible to create a valid signa-
ture on behalf of an honest pseudonym for a previously unsigned message.
This should even hold if the adversary knows the group manager’s secret key
(but not the user’s secret key, else trivial attacks would be possible). Since
for unforgeability we do not need to hide the link between pseudonyms and
domain-specific pseudonyms, we assume that the adversary simply knows the
tuples (dsnym, nym, dpk) of domain-specific pseudonyms, and corresponding
pseudonyms and domain keys. Below we say that the adversary wins if it
manages to forge a signature under a domain-specific pseudonym dsnym∗
which is potentially derived from some pseudonym nym in some domain dpk;
but the adversary does not to specify these values.

Our notion of unforgeability is weaker than the non-frameability property of
group signatures in the sense that, even though the adversary may know the
group manager’s secret key, it must not collaborate with the group manager
during generation. We again consider only the version of static corruptions,
although here it is straightforward to capture adaptive corruptions by giving
the adversary simply the corruption oracle in the second phase, too.

Definition 10.2.3 (Unforgeability) A domain-specific pseudonymous signature
scheme NYMS = (NymKGen, NymDSGen, NymSig, NymVf) is (n, d, t, q, ε)-un-
forgeable if any algorithm A, running in time t and making at most q signing queries,
makes the following experiment output 1 with probability at most ε:

Experiment UnforgeNYMSA (κ, n, d)
S, B, C, N, D← ∅
(gpk, gmsk, {gsk[nym]}n, {nym}n, {dpk}d)← NymKGen(1κ, 1n, 1d)
N = {nym}n, and D = {dpk}d
W�N�D = {(NymDSGen(nym, gsk[nym], dpk), nym, dpk) | nym ∈ N, dpk ∈ D}
st← ACorrupt(gpk, gmsk, W�N�D)

(m∗, σ∗, dsnym∗)←− AB′,NymSig′,Corrupt(st)
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Output 1 iff there are nym∗ ∈ N \ C and dpk∗ ∈ D such that
(a) NymDSGen(nym∗, gsk[nym∗], dpk∗) = dsnym∗, and
(b) NymVf(gpk, dsnym∗, dpk∗, m∗, σ∗, B) = 1, and
(c) (dsnym∗, dpk∗, m∗) /∈ S.

If A queries Corrupt(nym) on input nym ∈ N
− set C← C∪ {nym}
− return gsk[nym]

If A queries B′(dsnym) on input dsnym ∈ W
− set B← B∪ {dsnym}

If A queries NymSig′(dsnym, dpk, m) on input dsnym ∈ W \ B, dpk ∈ D,
and message m
− set S← S∪ {(dsnym, dpk, m)}
− find nym ∈ N such that dsnym = NymDSGen(nym, gsk[nym], dpk)
− return NymSig(dsnym, gsk[nym], dpk, m)

The probability is taken over all coin tosses of NymKGen, NymSig, and A.

Note that conditions (a) and (c) also imply that domain-specific pseudonyms
of different users (within a domain) cannot collide, except with negligible
probability. Otherwise, the adversary may corrupt one of the two parties, and
any signature created under the domain-specific pseudonym of the one party
would immediately constitute a forgery under the other party’s pseudonym.
(In the above model it would then be more appropriate to let the adversary
in calls to NymSig′ also specify nym, instead of searching for it; since the
adversary knows the list W�N�D it can look this value up.)

10.2.3. Seclusiveness

Seclusiveness considers the case that the verifier would accept a signature
under a domain-specific pseudonym which has not been created by the
authority. Note that this assumes that only the blacklisted domain-specific
pseudonyms are available, but not the universe of all created pseudonyms.
This is indeed a valid assumption, following the suggestion in [BSI10] about
revocation for pseudonyms through blacklists, with no intention for whitelists.
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It is also clear that, unlike in case of unforgeability, we thus cannot allow
the adversary to know the manager’s secret key; else generating keys for
additional users would be easy.

As in unforgeability, we again consider only the version of static corrup-
tions. One captures adaptive corruptions by giving the adversary simply the
corruption oracle in the second phase, too.

Definition 10.2.4 (Seclusiveness) A domain-specific pseudonymous signature
scheme NYMS = (NymKGen, NymDSGen, NymSig, NymVf) is (n, d, t, Q, ε)-se-
cluding with Q = (qc, qs) if any algorithm A, running in time t and making at most
qs signing queries and qc corruption queries, makes the following experiment output
1 with probability at most ε:

Experiment SecNYMSA (κ, n, d)
W, B, C, N, D← ∅
(gpk, gmsk, {gsk[nym]}n, {nym}n, {dpk}d)← NymKGen(1κ, 1n, 1d)
N = {nym}n and D = {dpk}d
W = {NymDSGen(nym, gsk[nym], dpk) | nym ∈ N, dpk ∈ D}
W�N�D

:= {(NymDSGen(nym, gsk[nym], dpk), nym, dpk) | nym ∈ N, dpk ∈ D}
st←− ACorrupt(gpk, W�N�D)

(m∗, σ∗, dsnym∗)←− AB′,NymSig′(st)
Output 1 iff there exists dpk∗ ∈ D such that

(a) NymVf(gpk, dsnym∗, dpk∗, m∗, σ∗, B) = 1
(b) dsnym∗ /∈ W

If A queries Corrupt(nym) on input nym ∈ N
− set C← C∪ {nym}
− return gsk[nym]

If A queries B′(dsnym) on input dsnym ∈ W
− set B← B∪ {dsnym}

If A queries NymSig′(dsnym, dpk, m) on input dsnym ∈ W \ B, dpk ∈ D,
and message m
− set S← S∪ {(dsnym, dpk, m)}
− find nym ∈ N such that dsnym = NymDSGen(nym, gsk[nym], dpk)
− return NymSig(dsnym, gsk[nym], dpk, m)
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The probability is taken over all coin tosses of NymKGen, NymSig, and A.

10.3. Construction

The idea of the discrete-log based construction is as follows: The group
manager will hold two generators g1, g2 = gz

1 with z ∈ gmsk for which it
knows the discrete log with respect to each other. In addition, it will hold
a public key y = gx

1 , such that it can easily compute many pairs (x1, x2)
such that y = gx1

1 gx2
2 with the help of z; this is the trapdoor property of

such values [Ped92, BCC88]. Each user pseudonym nym will receive one of
these pairs as its secret key gsk[nym]. The domain parameters are given by
values dpk = gr. A user can then compute the domain-specific pseudonym as
dsnym = dpkx1 .

To sign a message the user can then use common discrete-log based protocols
(in the random-oracle model) to show that (a) it knows the discrete-log x1
of dsnym with respect to dpk, and (b) it knows a matching value x2 to this
discrete logarithm x1 such that the pair forms a representation of y. Essentially,
this is accomplished by running the non-interactive version of the Okamoto
proof of knowledge [Oka93] for x1, x2 and y to base g1, g2, where the x1-part
can simultaneously be used to show knowledge of x1 of dsnym with respect to
base dpk. As usual, the message to be signed enters the hash computations.

Construction 10.3.1 The construction of the domain-specific pseudonymous signa-
ture scheme NYMS = (NymKGen, NymDSGen, NymSig, NymVf) is as follows:

NymKGen(1κ, 1n, 1d): Let G = 〈g〉 be a (public) cyclic group of prime order q. We
also assume a public hash function H, modeled as a random oracle in the security
proofs. Choose z ∈R Zq randomly and calculate g1 := g and g2 := gz. Define
gpk := gx

1 for random x ∈R Zq. To generate the secrets for the pseudonyms
choose n random elements x2,1, . . . , x2,n ∈R Z∗q and calculate x1,i = x− z · x2,i
for i = 1, 2, . . . , n. Define gsk[i] := (x1,i, x2,i). By xj we denote the xj,i when
pseudonym i is clear from context. For the domain-parameters pick random
r1, . . . , rd ∈R Z∗q and define dpki := gri for i = 1, . . . , d. Store z in gmsk.
(Note that once the values gsk[·] have been output resp. given to the users, the
group manager deletes them.)

NymDSGen(nym, gsk[nym], dpk): Compute and output the domain-specific pseudo-
nym nym[dpk] := dpkx1 , which is also sometimes denoted as dsnym when nym
and dpk are known from context.

141



10. Domain-Specific Pseudonymous Signatures

NymSig(dsnym, gsk[nym], dpk, m): Let a1 = gt1
1 · gt2

2 and a2 = dpkt1 , for ran-
dom t1, t2 ∈R Zq. Compute c = H(dpk, dsnym, a1, a2, m). Let s1 = t1− c · x1
and s2 = t2 − c · x2. Then, output σ = (c, s1, s2). (Note that in the Restricted-
Identification protocol (cf. Chapter 7) the user also sends dsnym which we can
include here in the signature, in order to match the protocol description.)

NymVf(gpk, dsnym, dpk, m, σ, B): To verify a signature perform the following steps:

1. Parse (c, s1, s2)← σ.
2. Let a1 = yc · gs1

1 · g
s2
2 and a2 = dsnymc · dpks1 .

3. Output 1 iff c = H(dpk, dsnym, a1, a2, m) and dsnym /∈ B.

Revocation Mechanisms. We presented our construction above in terms of
blacklisting, revoking fraudulent domain-specific pseudonyms by listing them
explicitly. Alternatively, and our definitions and constructions are robust in
this regard, one can use a whitelisting approach to list valid entries only. To
represent the whitelisting approach in our framework any delisted domain-
specific pseudonym from W will be put in B, such that W \ B corresponds
to the set of currently whitelisted entries. Checking for whitelisting thus
corresponds to verifying that the entry is in W \ B in our framework.

Blacklisting and whitelisting is performed by calculating the domain-specific
pseudonym dsnym for domain dpk, but without knowledge of the private
keys x1 and x2. One important difference between black- and whitelisting is
that whitelisting allows to retain security even if the authority’s secret key
z is compromised. If whitelisting is used it is not strictly required to keep z
secret. While an attacker would be able to construct valid private keys (x1, x2)
corresponding to the group public key y, the corresponding pseudonyms
would not be listed on the whitelist and thus, the signatures would be rejected.
Therefore, the attacker would have to find corresponding private keys for
given pseudonyms on the whitelist, which in turn would require to calculate
discrete logarithms.

10.4. Security Analysis

Our proofs work in the random-oracle model, and thus, an adversary may
also query a random hash function oracle. By qh, we denote the maximum
number of queries to hash function oracle made by the adversary.
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10.4.1. Cross-Domain Anonymity

Informally, the protocol is cross-domain anonymous (with respect to static
corruptions) because the domain-specific pseudonyms appear to be random
to the adversary under the decisional Diffie–Hellman assumption. Below we
write t′ ≈ t to denote the fact that t′ is essentially the same running time as t,
except for minor administrative overhead.

Theorem 10.4.1 Assume the DDH problem is (t, ε)-hard. Then, the domain-specific
pseudonymous signature scheme NYMS of Section 10.3 is (n, d, t′, Q, ε′) cross-
domain anonymous with Q = (qc, qs, qt, qh), where

ε′ ≤ ndε +
(qs + qt + qh)(qs + qt)

q2

and t′ ≈ t. This holds in the random-oracle model.

Proof. We combine the ideas of pseudorandom synthesizers of Naor and
Reingold [NR97] with the simulation soundness of the non-interactive zero-
knowledge proofs (aka. signatures) in the random-oracle model. That is,
assume the original attack of the adversary on our protocol. In a first game
hop we replace the actual signature computations in LoR and NymSig′ queries
by simulated signatures (via programming the random oracle). See [PS00]
for details. This strategy is valid if programming the hash values in such
computations have not appeared in previous hash queries of the adversary,
nor in previous signature queries. However, since the random group elements
a1, a2 enter the hash evaluations, the probability that an input collision occurs
in any of the at most qs + qt signature generations, is at most (qs + qt +
qh)(qs + qt)/q2. Given that no such collision occurs the simulation is perfectly
indistinguishable, such that the adversary’s success probability cannot increase
by more than this term.

Note that after this game hop, we can create valid signatures on behalf of
users without knowing the secret keys. In the next game hop, we replace the
domain-specific pseudonyms dsnym in LoR queries by random group elements
(but in a consistent way). That is, whenever we are supposed to use dsnym we
instead use a new random element dsnym′ ← G, unless nym in combination
with dpk has been used before, either in a signature request or an LoR-query,
in which case we use again the previously generated random value dsnym′.
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We claim that, by the DDH assumption, this hop cannot increase the adver-
sary’s success probability noticeably. To this end, we briefly recall the notion
of a pseudorandom synthesizer in [NR97]. The pseudorandom synthesizer for
the DH pairs is an a× b matrix, with the rows labeled by values gxi and the
columns labeled by grj , and entries at position i, j set to gxirj , such that this
matrix is indistinguishable from an a× b matrix of independent and random
group elements, even if the row and column labels gxi and grj are given. In a
sense, the matrix entries are correlated but still look random. As discussed
in [NR97] this holds in our case under the DDH assumption. In fact, it allows
for a reduction to the DDH problem with a loss of a factor ab where, in our
case, after the initial corruption, there are at most ab ≤ nd entries of honest
users.

In the next game hop, we always use the left domain-specific pseudonym
dsnym0 in LoR queries, independently of the value of b. We stress that, in
case of b = 1, this does not change the adversary’s success probability
at all. Assume from now on that b = 0. Note that each LoR-query about
(dsnym0, dsnym1, dpk, m) is answered by a random element, just as it would
be for b = 1. All other LoR queries involving dpk can only be about the same
pair (dsnym0, dsnym1) in this order, in reverse order (dsnym1, dsnym0), or for
distinct entries. In the first case, we would answer again consistently with the
(wrong) random element, in the second case, we would switch to the other
random element, and in the third case use an independent random value.
This behavior, however, is identical to the case b = 0 from the adversary’s
point of view. Similarly, the adversary cannot make any signature request for
(dsnym0, dpk) nor (dsnym1, dpk) without losing. It follows that such signature
requests do not depend on the bit b. Hence, the probability of the experiment
returning 1 does not change.

In the final game, the adversary’s success probability is independent of b,
and the adversary cannot win with probability more than 1

2 . Collecting all
probabilities from the game hops yields the claimed bound. �

Anonymity of Restricted Identification. Recall that in the basic version
of the restricted identification protocol, the user merely shows the domain-
specific pseudonym dsnym to the service provider (who checks that this value
has not been revoked yet). Anonymity of this solution follows from the proof
above under the DDH assumption alone, noting that we do not need to
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simulate the additional signatures in the random-oracle model.2

10.4.2. Unforgeability

Theorem 10.4.2 Assume the DL problem is (t, ε)-hard on G, then the domain-
specific pseudonymous signature scheme NYMS of Section 10.3 is (n, d, t′, Q, ε′)-
unforgeable with Q = (qs, qh), where

ε′ ≈ (2q)−1(qh −
√

qh

√
δε + (2δ/q)(qs + qh)2 + qh)

and t′ ≈ t with δ = 4ndq2. This holds in the random-oracle model.

Proof. We are given an adversary A which wins in the unforgeability game of
NYMS , in which A outputs a fresh signature under domain-specific pseudo-
nym dsnym. Similarly to the proof of Schnorr signatures [PS00], we leverage
the Forking Lemma, in order to obtain two related forgeries (c, s1, s2), (c′, s′1, s′2)
from which we can extract the witness (resp. discrete logarithm) from the chal-
lenge. The DL game asks for the discrete logarithm a of an element A := ga

dl
from a presumably DL-hard group Gdl .

We describe first the framework for interacting with A.

Setup. We obtain (gpk, gmsk, {gsk[nym]}n, {nym}n, {dpk}d) by following the
NymKGen algorithm on input (1κ, 1n, 1d) except that group G is chosen
as given by the DL game, i.e., G := GDH. We choose a random nym∗
from {nym}n and set gsk[nym∗] := ∗meaning that gsk[nym∗] is unknown.
Similarly, we choose random dpk∗ ∈R {dpk}d and set dpk∗ = gdl . We
replace all other domain parameters dpki ∈ {dpk}d by setting dpki = gri

dl
where ri is sampled uniformly from Z∗q . Next, we prepare the set

W�N�D
:= {(NymDSGen(nym, gsk[nym], dpk), nym, dpk) | nym ∈ N, dpk ∈ D}

for A. However, we replace elements

(NymDSGen(nym∗, gsk[nym∗], dpk), nym∗, dpk) ∈ W�N�D

by (A, nym∗, dpk) if dpk = dpk∗, or else by (Ari , nym∗, dpk). We give A
as input (gpk, z, W�N�D).

2The specification actually lets the user send a hash value of dsnym. This does not affect
the discussion, though.
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Hash Queries. We answer with values uniformly sampled from the range of
the hash function but keep being consistent and store input/output in
a list. In case, we rewind the adversary, we remove all input/output
tuples from the list of queries up to the point of rewinding.

Signature Queries. Upon input a domain-specific pseudonym dsnym and a
message m, if there exists no element (dsnym, nym∗, ∗) ∈ W�N�D,
we perform NymSig on these values honestly and return the output of
NymSig. Else, we simulate a signature σ = (c, s1, s2) on m for domain-
specific pseudonym dsnym by the setting the following.

• s1, s2
$←− G and c $←− Range(H)

• a1 = yc · gs1
1 · g

s2
2 and a2 = dsnymc · dpks1

• Program the random oracle such that upon input the tuple
(dpk, dsnym, a1, a2, m), it outputs c. If the oracle was queried be-
fore on that input, then we abort the simulation.

Corrupt Queries. Upon input pseudonym nym 6= nym∗, we output gsk[nym].
Upon input pseudonym gpk, we output z ∈ gmsk.

Output. At some point, adversary A outputs a signature σ∗ = (c, s1, s2) on
message m under domain-specific pseudonym dsnym∗. If dsnym∗ equals
A, we rewindA to the point where it queried the hashing oracle on input
(dpk, A, yc · gs1

1 · g
s2
2 , A · dpks1 , m) and output a different, but randomly

chosen value c′ 6= c. The Forking Lemma states that we can produce a
second related signature (c′, s′1, s′2) where a1, a2 are equally defined in
both signatures.

Next, we argue that the simulation of A’s environment is perfect, and given
a forgery from A, leveraging the Forking Lemma we successfully derive the
secret key x1 from pseudonym nym∗ from the two related signatures and,
consequently, find the discrete logarithm for our challenge.

We follow all steps of NymKGen compulsory except for the choice of G, nym∗,
and domain public keys dpk. The group G is randomly chosen in the unforge-
ability game of NYMS , as well as Gdl in the DL experiment, and thus, both
groups are indistinguishable. The domain descriptions {dpk}d are chosen
from a uniformly distribution in G (resp. Gdl) and since the generator of the
DL instance gdl is a random element, setting dpk∗ = gdl and dpki = gri

dl for
random ri’s, is unnoticeable by A. We also pick one random pseudonym nym∗
in the hope that A will forge on behalf of this pseudonym. Consequently, we
are sure in case it happens that A does not ask for nym∗’s secret key, otherwise,
A cannot win the unforgeability game. Thus, setting gsk[nym∗] = ∗ is again
unnoticed by A.
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Signature queries can be easily answered due to the fact that we know all
secrets but the one of pseudonym nym∗. However, we stress that the simula-
tion described above outputs a signature on an arbitrary message m under
public key dpk for the domain-specific pseudonym dsnym which is shown in
Lemma 10.4.3. We embed our DL challenge in dsnym∗ := A where dsnym∗
corresponds to nym∗ and dpk∗, again in the hope that A will forge on behalf
of nym∗ under domain description dpk∗. This simulation is indistinguishable
as A is uniformly distributed as a domain-specific pseudonym dsnym is given
that A does not hold the discrete logarithm of dpk or secret key gsk[nym∗],
respectively.

Lemma 10.4.3 The distribution of NymSig and the simulation of signatures as
described above is computationally indistinguishable.

Proof. First, we show the validity of a simulated signature (c, s1, s2) and after-
wards, we look at the distribution of the underlying elements c, s1 and s2.

Validity. The case where dsnym is not derived by nym∗ is trivial, since we use
the pseudonym’s secret key for signing a message. Therefore, we just
have to look at the case dsnym corresponding to nym∗.
The verification of a signature σ = (c, s1, s2) outputs 1, if and only if
c = H(dpk, dsnym, yc · gs1

1 · g
s2
2 , dsnymc · dpks1 , m). We have programmed

the random oracle such that on input (dpk, dsnym, a1, a2, m) with a1 =
yc · gs1

1 · g
s2
2 and a2 = dsnymc · (dpk)s1 it outputs c. Indeed, a1 and a2 are

exactly composed as required. Thus, we have that the oracle outputs the
correct hash value c and the verification succeeds.

Distribution. The case where dsnym is not derived by nym∗ is again trivial.
The signature consists of elements (c, s1, s2). In the signing algorithm
NymSig the value c is uniformly drawn from the challenge space, s1 =
t1 − c · x1 and s2 = t2 − c · x2 are uniformly distributed in the group Zq
because the elements t1, t2 are picked randomly from Zq.
In the simulation, s1 and s2 are randomly picked from Zp, and, therefore,
are indistinguishable. We also choose c randomly from the challenge
space.

This proves the lemma. �

We have shown so far, that we provide a perfect simulation of adversary
A’s environment if no collision occurs during the signature simulation. This
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probability is upper bounded by (2qs + 2qh)
2/q. We still need to show that we

leverage the output by A to solve a hard instance of the DL problem.

In case A forges on behalf of pseudonym nym∗ under domain dpk∗, we know
that the domain-specific pseudonym dsnym is our embedded DL challenge
A = ga

dl . The probability that this event to be happens is at least 1/nd. A
second related forgery can be obtained by using the Forking Lemma where
we rewind A up to the point in which the random oracle was queried on
(dpk, A, yc · gs1

1 · g
s2
2 , Ac · dpks1 , m) with the corresponding output c. Now, we

give A a distinct value c′ as output by the oracle. Let denote the signature
obtained by A by σ = (c, s1, s2). Then, Forking Lemma guarantees that we
obtain a related forgery σ′ = (c′, s′1, s′2) where the underlying commitments
a1, a2 and a′1, a′2 (resp. t1, t2 and t′1, t′2) are equal with probability ε′(ε′/qh + 1/q)
where ε′ is the success probability for the forger. Here, we use the bound given
by [BN06]. Note that commitments of our signature schemes are omitted in
the final signature for efficiency reasons. In [PS00], the Forking Lemma was
introduced for signatures with commitments being part of the signatures, but
the authors mentioned that this is merely for simplicity, and for efficiency
reason one might omit the commitment or the challenge, respectively.

Given both signatures σ, σ′ we extract the discrete-log a of dsnym = A = ga as
follows. Given s1 = t1− c · a and s′1 = t1− c′ · a, we have a = (s1− s′1)/(c

′− c).
Hence, we found the solution a for the DL instance A.

We require that A succeeds to forge on behalf of pseudonym nym∗ under
domain public key dpk∗ in the first signature. In addition, we loose a tightness
factor due to Forking Lemma, which yields the probability to find the discrete
logarithm of A at most ε = ε′/nd · (ε′/qh + 1/q)− (2qs + 2qh)

2/q where ε′ is
the success probability of A. �

10.4.3. Seclusiveness

As remarked before, seclusiveness only holds as long as the adversary does
not get a hold of the group manager’s secret key. By construction, this means
that the adversary can thus only corrupt one user, else z becomes known.
When considering blacklisting for our construction, we stipulate this below
by requiring that the secrets are stored securely in hardware, or, respectively,
that the number of corrupt requests qc is at most 1. If whitelisting is used
instead, then we do not require any bound on the number of corruptions the
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adversary can make, since learning z does not help the adversary to compute
a domain-specific dsnym which is listed in the (still trustworthy) whitelist.

Theorem 10.4.4 Assume the DL problem is (t, ε)-hard on G, then the domain-
specific pseudonymous signature scheme of Section 10.3 is (n, d, t′, Q, ε′)-secluding
with Q = (qc, qs, qh), where qc = 1,

ε′ ≈ (2q)−1(qh −
√

qh

√
qh + 4q2ε + 4q2δ)

and t′ ≈ t with δ = 2(qs + qh)/q. This holds in the random-oracle model.

Proof. We are given an adversary A which wins in the seclusiveness game of
NYMS . Here, A outputs a signature under a domain-specific pseudonym
dsnym to no corresponding identity nym ∈ {nym}d. Intuitively, the proof works
as follows. We are asked for the discrete-log a of an element A := ga

dl from a
presumably DL-hard group Gdl . We embed A in generator g2 such that the
group’s master key z ∈ gmsk equals a. We are able to generate one secret key
pair (x1, x2) satisfying x = x1 + zx2 for unknown x, gmsk. Using the signature
given by A we can extract a second pair (x1, x2). Those two key pairs suffice
to disclose z (resp. a) and, thus, we solve the DL problem.

We describe first the framework for interacting with A.

Setup. We set G = Gdl , g1 = gdl and g2 = A. We generate {nym}n, {dpk}d
following NymKGen. We pick random elements x1, x2 ∈R Gdl and set
gpk = gx1

1 gx2
2 . After A selected one pseudonym nym∗ to corrupt, we an-

swer by gsk[nym∗] := (x1, x2). We pick n random elements x1,1, . . . , x1,n
and set gsk[nymi] = (x1,i, ∗) for i = 1, . . . , n with nymi 6= nym∗. Next, we
prepare the set

W�N�D
:= {(NymDSGen(nym, gsk[nym], dpk), nym, dpk) | nym ∈ N, dpk ∈ D}

for A. Note that in our construction we merely need the values x1,i to
derive the domain-specific pseudonyms. Hence, we give A as input
(gpk, W�N�D).

Hash Queries. The simulation of the random oracle is identical to the simula-
tion in the case of unforgeability.

Signature Queries. The simulation of signatures is identical to the simulation
in in the case of unforgeability. Again we program the random oracle
such that upon input (dpk, dsnym, a1, a2, m), the oracle outputs c. If the
oracle was queried before on that input, then we abort the simulation.
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Output. At some point, adversary A outputs a signature σ∗ = (c, s1, s2) on
message m under domain-specific pseudonym dsnym∗. If dsnym∗ equals
A, we rewind A to the point where it queried the hashing oracle on
input (dpk, A, yc · gs1

1 · g
s2
2 , Ac · dpks1 , m) and we output a different but

randomly chosen value c′ 6= c. The Forking Lemma states that we can
produce a second related signature (c′, s′1, s′2) where a1, a2 are equally
defined in both signatures.

Next, we argue that the simulation of A’s environment is perfect, and given
a forgery from A, leveraging the Forking Lemma, we successfully derive a
secret key (x∗1 , x∗2) such that x = x∗1 + zx∗2 from the two related signatures and,
consequently, find the discrete logarithm z = a for our challenge A.

The group G is randomly chosen in the seclusiveness game of NYMS as
well as Gdl in the DL experiment, and thus, both groups are indistinguishable.
The values {nym}n, {dpk}d are computed compulsorily. The group public key
gpk is obtained by selecting one secret pair in advance. All other secret keys
cannot be specified since z is unknown and thus, we cannot produce key pairs.
However, we can select randomly one part x1,i, and leave the second part x2,i
as unknown.

The simulation above produces signatures indistinguishable from genuine
signatures. We posses the first part of the secret keys, such that we are able to
compute the domain-specific pseudonyms. The validity and distribution of
the simulated signatures are proven in Lemma 10.4.3.

We have shown so far that we provide a perfect simulation of adversary A’s
environment if no collision in the signature simulation occurs. This probability
is upper bounded by (2qs + 2qh)

2/q. We still need to show that we leverage
the output by A to solve a hard instance of the DL problem.

At some point, adversary A outputs a signature σ = (c, s1, s2) under domain-
specific pseudonym dsnym. A second related forgery can be obtained by
using the Forking Lemma where we rewind A up to the point in which the
random oracle was queried on (dpk, dsnym, yc · gs1

1 · g
s2
2 , dsnymc · dpks1 , m) with

the corresponding output c. Now, we give A a distinct value c′ as output by
the oracle. The Forking Lemma guarantees that we obtain a correlated forgery
σ′ = (c′, s′1, s′2) where the underlying commitments a1, a2 and a′1, a′2 are equal.
Given both signatures σ, σ′ we extract the discrete-log a of g2 = A = ga

1 as
follows. Given

s1 = t1 − c · x∗1 s′1 = t1 − c′ · x∗1 s2 = t2 − c · x∗2 s′2 = t2 − c′ · x∗2
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we have x∗1 = (s1 − s′1)/(c
′ − c) and x∗2 = (s2 − s′2)/(c

′ − c). Hence, we found
a second key pair (x∗1 , x∗2) satisfying x = x∗1 + zx∗2 . We obtain z by z =
(x∗1 − x1)/(x2 − x∗2) where x1, x2 is the secret key pair we chose in the setup
phase for pseudonym nym∗. Hence, since z = a, we have found the solution
a for the DL instance A. We require that A succeeds to forge twice, which
yields the probability to find the discrete logarithm of A at most ε = ε′(ε′/qh +
1/q)− (2qs + 2qh)

2/q where ε′ is the success probability of A. �
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