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Robust Rydberg gate via Landau-Zener control of Förster resonance
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In this paper, we propose a scheme to implement the two-qubit controlled-Z gate via the Stark-tuned Förster
interaction of Rydberg atoms, where the Förster defect is driven by a time-dependent electric field of a simple
sinusoidal function while the matrix elements of the dipole-dipole interaction are time independent. It is shown
that when the system is initially in a specific state, it makes a cyclic evolution after a preset interaction time,
returning to the initial state, but picks up a phase, which can be used for realizing a two-atom controlled-Z
gate. Due to the interference of sequential Landau-Zener transitions, the population and phase of the state is
quasideterministic after the cyclic evolution and therefore the gate fidelity is insensitive to fluctuations of the
interaction time and the dipole-dipole matrix elements. Feasibility of the scheme realized with Cs atoms is
discussed in detail, which shows that the two-qubit gate via Landau-Zener control can be realized with the
state-of-the-art experimental setup.
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I. INTRODUCTION

Rydberg atoms trapped in optical potentials provide an
attractive physical architecture for quantum information pro-
cessing [1]. Long-range interactions between distant Rydberg
atoms can be switched on and off on demand with focused
lasers [2]. After the pioneering work proposed by Jaksch et al.
[3], a number of schemes have been proposed to implement
quantum gates with Rydberg atoms using, e.g., full and partial
blockade, as well as antiblockade [4–20]. A useful way for
controlling the interaction is Stark-tuned Förster resonance
[21], where two pairs of Rydberg states that allow dipole
transitions in between can be shifted into resonance by dc
or microwave electric fields [22,23]. The coherent coupling
at Förster resonance has been recently demonstrated in ex-
periment [24,25] and were earlier proposed for implementing
quantum logic gates [26,27]. To achieve high-fidelity gates,
one typically has to control Förster resonances precisely,
which means these schemes are sensitive to fluctuations of
interatomic distances and intensity of external fields.

To reduce the effect of parameter fluctuations in dynamical
control, Beterov et al. have recently proposed a scheme for
realizing a controlled-Z (CZ) gate based on a double adiabatic
passage across the Stark-tuned Förster resonance, enabling
complete population transfer and accumulation of a determin-
istic phase for the targeted Rydberg pair state [28]. However,
to avoid manipulating the distance-dependent matrix elements
of the dipole-dipole interaction, the modulation function of
the electric field applied for the Stark-tuning requires having
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a power-law relation with respect to the gate operation time,
which may increase experimental complexity nevertheless
[28,29].

Coherent population transfer in a two-level system can be
realized alternatively via periodic sweeping of the interaction-
induced avoided level crossing under the control of an external
field, giving rise to the Landau-Zener (LZ) transitions [29–33]
and the Landau-Zener-Stückelberg (LZS) oscillations [33].
The latter is also referred to as LZS interference since repeated
passages through an avoided crossing act as an atomic in-
terferometer [34], causing interference among different com-
ponents of the atomic superposition state. If more than one
crossing is involved and the dynamics is overall coherent,
then transition paths can interfere according to the phases
accumulated between subsequent crossings [35]. The LZ and
LZS dynamics have been experimentally demonstrated with
Rydberg atoms [30–33,36].

Inspired by Ref. [28], we propose in this paper a scheme
for implementation of two-qubit logic gates based on the LZ
control of the Förster interaction. The dipole-dipole matrix
elements for the coupling between the two Rydberg atoms
remain constant during the gate operation, while the Förster
defect is periodically modulated such that the interatomic
interaction oscillates between van der Waals and dipolar
shapes. The dynamics of the Rydberg pair states subjected
to the Förster interaction is described by the LZS theory,
and is discussed in strong, weak, and intermediate driving
regimes. Our results show that a two-qubit CZ gate with high
fidelity can be implemented based on a quasideterministic
population transfer and phase accumulation, which can be
much less sensitive to the fluctuations of the gate operation
time and the dipole-dipole matrix elements compared with
the scheme based on direct coherent coupling. Furthermore,
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FIG. 1. (a) Scheme of a CZ gate based on Landau-Zener dynam-
ics. Two atoms are first excited to the Rydberg state |r〉, followed by a
harmonic driving that shifts the neighboring Rydberg levels |r±〉 back
and forth modulating the Förster resonance. The atoms are finally
deexcited to the ground state |1〉. The phase shift is accumulated if
both atoms are initially prepared in the state |1〉, and |0〉 is an auxil-
iary computational state. (b) Time dependence of the energy defect
from the Förster resonance δ(t ) = δ0 + h̄A cos (ωt + φ), where the
red dots denote the system passing through the Förster resonance
induced by periodic modulation.

the adiabatic passage based scheme (cf. Ref. [28]) is imple-
mented by sequentially applying two nonlinear driving pulses,
whose intensities and durations need to be exactly identical
and follow power-law dependence on time. Thus, it may be
sensitive to time deviations, see further discussion in Sec. IV.
However, the intensity of the driving field in the LZS-based
scheme is a simple harmonic function of time and therefore
the experimental complexity can be greatly reduced.

II. MODEL AND SCHEME

As shown in Fig. 1(a), we consider two identical Rydberg
atoms individually trapped in optical tweezers. Each one has
two ground states |0〉 and |1〉, which represent the logic states
of the corresponding qubit, and three Rydberg states |r〉, |r+〉,
and |r−〉. The transitions between the Rydberg levels |r〉 and
|r+〉 (|r−〉) are dipole allowed and the bare energies of the
Rydberg pair states |r〉1|r〉2, |r+〉1|r−〉2, and |r−〉1|r+〉2 are
almost degenerate. The pair states are coupled by the dipolar
interaction based on the Förster process

|r〉1|r〉2 ↔ |r+〉1|r−〉2 + |r−〉1|r+〉2, (1)

with the Rabi frequency (strength) VDD/2 and the Förster
defect δ = Er+r− − Err , which can be modulated by an exter-
nal electric field. Note that the two atoms excited to different
Rydberg states (e.g., |ra〉 and |rb〉) may experience Förster res-
onances as well and the interaction channel will be revised as
|ra〉1|rb〉2 ↔ |r+〉1|r−〉2 (or |rb〉1|ra〉2 ↔ |r−〉1|r+〉2 ) [23,28].
The Förster interactions can be found in both rubidium and
cesium Rydberg atoms, see Sec. IV for further discussion.

The two-qubit controlled-Z gate is implemented through
LZ control of the Förster defect in three steps. Step (1): The
two atoms are simultaneously excited to the Rydberg state
|r〉 by a short π pulse when they are in the state |1〉, and
the electric field is tuned far away from Förster resonance
[see Fig. 1(b)] so that the atomic pair transitions |r〉1|r〉2 →
|r+〉1|r−〉2 (|r−〉1|r+〉2) are adiabatically inhibited. Step (2):
By applying a time-dependent sinusoidal electric field of radio
frequency, the energy defect δ(t ) is tuned to zero periodically

and the system transits in between the pair of Rydberg states
by passing through the avoided level crossing induced by the
resonant dipole-dipole interaction (i.e., the Förster resonance).
This results in coherent population transfer of the system
states from |r〉1|r〉2 to (|r+〉1|r−〉2 + |r−〉1|r+〉2)/

√
2 and then

back to |r〉1|r〉2, accompanied by accumulation of a phase
shift π . Note that the coherent population transfer can be
realized as well for the energy defect δ(t ) being much larger
than the inherent dipole-dipole matrix elements; however, this
is nonideal for realization of the CZ gate, see further discussion
below. Step (3): A deexcitation pulse (the second π pulse) is
applied to the two atoms, transforming the doubly excitation
state back to |1〉1|1〉2. Provided that one of the atoms is
initially in the state |0〉, no phase shift can occur because
Förster resonances are not present. Consequently, the system
evolution is equivalent to the CZ gate:

|0〉1|0〉2 −→ |0〉1|0〉2, |0〉1|1〉2 −→ |0〉1|1〉2,

|1〉1|0〉2 −→ |1〉1|0〉2, |1〉1|1〉2 −→ −|1〉1|1〉2. (2)

III. LZS CONTROL OF RYDBERG PAIR STATES

To illustrate more clearly the realization of the essen-
tial transformation |1〉1|1〉2 −→ −|1〉1|1〉2 (i.e., |r〉1|r〉2 −→
−|r〉1|r〉2), we reduce the Förster process by the coupling
between two symmetric pair states for the two atoms: |g〉 ≡
|r〉1|r〉2 and |e〉 ≡ (|r+〉1|r−〉2 + |r−〉1|r+〉2)/

√
2. The Hamil-

tonian for the Förster defect being driven by a time-varying
radio-frequency (rf) field is then given by (h̄ = 1)

Ĥ (t ) = −1

2

(
0 VDD

VDD 2δ(t )

)
, (3)

with
δ(t ) = δ0 + A cos (ωt + φ),

where the bare energy of the state |g〉 is set to zero, and the
coupling strength between the two newly defined basis states
(i.e., the energy splitting of the avoiding crossing) is assumed
to be independent of time. A key element here is the time-
varying detuning δ(t ), which is a periodic function with offset
δ0, amplitude A, and frequency ω. For simplicity, we take the
phase φ = 0 in the following. The eigenenergies of Ĥ (t ) un-
der periodic modulation, which correspond to the frequencies
of the two collective states |+〉 = cosθ (t )|e〉 + sinθ (t )|g〉 and
|−〉 = cosθ (t )|g〉 − sinθ (t )|e〉 with θ (t ) = tan−1(VDD/δ)/2,
show avoided crossings while the Förster defect is tuned
toward resonance, as shown in Fig. 2. The effective model
(3) without involving pulse shaping of the coupled Rabi
frequency is closely related to Rydberg experiments, where
the matrix elements of the dipole-dipole coupling between
two Rydberg atoms are determined by the interatomic distance
and the orientation of the individual dipole, and cannot be
continuously changed in short time scales.

We then rewrite the system Hamiltonian (3) by separating
it into time-independent and time-dependent driving parts:

Ĥ (t ) = Ĥ0 + Ĥd (t ), (4)

with
Ĥ0 = −δ0|e〉〈e| − 1

2VDD(|g〉〈e| + |e〉〈g|), (5)

Ĥd (t ) = −A cos ωt |e〉〈e|. (6)
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In the rotating frame of Ĥd (t ), Ĥ0 can be transformed into

Ĥ
′ (t ) = Û (t )Ĥ0Û

†(t ) − iÛ (t ) ˙̂U †(t ) = −1

2

(
0 VDDe−i(A/ω) sin ωt

VDDei(A/ω) sin ωt 2δ0

)
, (7)

with the operator Û (t ) being

Û (t ) = exp

(
−i

∫ t

0
Ĥd (t )dt

)
= exp

[
i

(
A

ω
sin ωt

)
|e〉〈e|

]
, (8)

which also maps the wave function in the reference frame |ψ〉 onto |ψ ′ 〉 via |ψ ′ 〉 = Û (t )|ψ〉, following the Schrödinger equation
i d

dt
|ψ ′ 〉 = Ĥ

′ (t )|ψ ′ 〉 . The Hamiltonian (7) after making use of the Jacobi-Anger expansion

eix sin τ =
∞∑

n=−∞
Jn(x)einτ

takes the form

Ĥ ′(t ) = −1

2

(
0

∑∞
n=−∞ �ne

−inωt∑∞
n=−∞ �∗

ne
inωt 2δ0

)
, (9)

where the periodic energy defect has effectively modified
the Rabi coupling �n = VDDJn( A

ω
) with Jn( A

ω
) being the

nth-order Bessel function of the first kind. In addition, the
resonance condition δ0 = mω, which describes |m|-rf-photon
transition process between the two collective states assisted
by the rf driving field, can be identified by examining the
time-independent term of the nondiagonal elements if the
rotating wave approximation is made [37].

The LZ dynamics determined by Ĥ ′ strongly depends on
the driving parameters A, δ0, and ω, which must satisfy two
conditions to implement a robust CZ gate. First, the system
should be able to make a full cycle of Rabi-like oscillation
between the two collective states and accumulate a π phase,
which requires the Förster defect ∼δ0 to be an integer multiple
of the rf-photon frequency for δ0 � VDD, and the frequency of
the oscillation ∼VDDJn(A/ω) should be as large as possible
such that the gate operation is decoherence resistant [38].
Second, the oscillatory period needs to be an integer multiple
of the time period τd = 2π/ω of a complete LZ passage,
which makes the population and phase of the state |g〉 after
the cyclic evolution robust to imperfect timing for a slow pas-

VDDt/2π

FIG. 2. Frequencies of the two collective states |±〉 as a function
of rescaled time. The shaded regions indicate the avoided crossings
resulting from resonant dipole-dipole (DD) interactions. Parameters
are VDD = 1 and (A, δ0, ω)/VDD = (10, 5, 1).

sage (ω/VDD ∼ 1). In the following, we study three different
regimes of the driving parameters and focus on the situations
that the Förster defect between the pair of Rydberg states is
large compared with the dipole-dipole matrix elements (i.e.
δ0 � VDD).

Weak driving. The weak-driving regime refers to A 
Eq ≡

√
δ2

0 + V 2
DD, under which, the single-rf-photon resonant

transition from |g〉 to |e〉 occurs for ω =
√

δ2
0 + V 2

DD and
the frequency of the Rabi oscillations is given by �eg ≡
A sin[tan−1(VDD/δ0)]/2. If the system is initially in the state
|g〉 with a large static defect δ0 � VDD, the valid approxima-
tion sin[tan−1(VDD/δ0)] ≈ VDD/δ0 can be made to the Rabi
frequency, giving rise to �eg ≈ AVDD/2δ0. As a special case,
this also describes the Autler-Townes splitting at small driving
amplitude A, and can be analytically calculated by simply
truncating the series of �n up to n = 1 (corresponding to the
rotating wave approximation), which leads to [39]

Ĥ
′
(t ) ≈ −1

2

(
0 VDDJ0

(
A
ω

)
VDDJ0

(
A
ω

)
2δ0

)

− 1

2

(
0 VDDJ1

(
A
ω

)
eiωt

VDDJ1
(

A
ω

)
e−iωt 0

)
. (10)

Using the interaction picture representation, we can then find
the effective transition frequency

√
δ2

0 + V 2
DDJ 2

0 ( A
ω

) and the
Rabi frequency VDDJ1( A

ω
) ≈ AVDD/2δ0 of the two-level sys-

tem by using the approximation Jn( A
ω

) ∼ (A/ω)n

2nn! for A/ω  1.
According to Eq. (10), if the system is initially in the state
|g〉, it will undergo Rabi oscillations between |g〉 and |e〉 and
return to |g〉 after a full Rabi cycle, but pick up a phase ϕ.
This is illustrated in Fig. 3, but which shows ϕ is generally
not equal to π , so that a two-qubit controlled-Z gate cannot be
realized in this regime.

Strong driving. We next turn to the case of strong driving
with (A − δ0) � VDD, where the system repeatedly traverses
the Förster resonance and hardly spends any time in the
degeneracy point [37]. To gain insight, we perform a further
transformation exp(iδ0|e〉〈e|t ), transforming the Hamiltonian
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Pg Pe

FIG. 3. (a) Time-dependent energy defect δ(t ) as a function of
dimensionless rescaled time VDDt . (b) Evolutions of the populations
of the state |g〉 (Pg) and the excited state |e〉 (Pe) for the system
initially in the state |g〉. (c) Time-dependent phase of the state |g〉 .
We fix units of VDD = 1 and set (A, δ0, ω)/VDD= (4, 20, 20).

of Eq. (9) to

ĤI (t )=−1

2

∞∑
n=−∞

(
0 �ne

i(δ0−nω)t

�∗
ne

−i(δ0−nω)t 0

)
. (11)

Under the condition δ0 = mω, the driving associated with
the effective frequency component with n = m is in reso-
nance, corresponding to a |m|-rf-photon process. In the high-
frequency limit, where the frequency of the external driving

is much larger than the effective Rabi frequencies associated
with the other frequency components, i.e., ω � �n (n �= m),
all time-dependent fast oscillating terms (∼ei(m−n)ωt ) can be
neglected. As a consequence, the system dynamics is reduced
to the resonant driving of a two-level system with the Rabi
frequency �n = VDD|Jn( A

ω
)|, as shown in Figs. 4(a)–4(c). In

this case, the two-level system can make a cyclic evolution,
and return to the initial state |g〉, picking up a phase of π . But
this occurs almost at a specific moment Tcz ∼ 1/VDD|J1( A

ω
)|

since the time interval between subsequent transition events
is of the order of half the driving period 1/2ω, which is
short here. Thus, the evolutional dynamics analogous to the
coherent resonant coupling scheme requires precise control of
the rescaled time. In addition, we note that there is a special
situation with the parameters δ0 = 0 and n = 0, in which the
system can transit between |e〉 and |g〉 with full conversion via
the LZ control; however, here we focus on the general case of
a finite Förster defect.

In the low-frequency situation ω ∼ �m, a stepwise in-
crease or decrease of the population can be found for each
time the system passing through the LZ avoid crossing and
the population has weak oscillations during its stay at each
stair. In general, the system exhibits nonsinusoidal oscillations
and can approximately return to the initial state |g〉 with
the quasideterministic population and phase π after a time
period T , which are exactly multiples of the driving period,
e.g., VDDT ∼ 2π × 4 with T/τd = 12 in Figs. 4(d)–4(f) and
VDDT ∼ 2π × 7 with T/τd = 5 in Figs. 4(g)–4(i). The dura-
tion for the system staying in |g〉 after an oscillation period
is again determined by the time interval for two sequential
sweeping of the avoided crossing, as indicated in Figs. 4(g)–
4(i). Mathematically, this is because the single resonant
transition with δ0 = mω is not a good approximation any
more in the low-frequency regime, where the “noise channels”
contribute to the Rabi coupling between the two basis states
if the corresponding Rabi frequencies of the nonresonant

Pg Pe Pg Pe Pg Pe

FIG. 4. (a), (d), (g) Time-dependent energy defect δ(t ) as a function of dimensionless rescaled time VDDt . (b), (e), (h) Evolutions of the
populations of the state |g〉 (Pg) and the excited state |e〉 (Pe) for the system initially in the state |g〉. (c), (f), (i) Time-dependent phase of the
state |g〉 . We fix units of VDD = 1, and set (A, δ0, ω)/VDD = (18, 6, 6) in (a)–(c), (A, δ0, ω)/VDD = (18, 6, 3) in (d)–(f), and (A, δ0, ω)/VDD =
(18, 6, 0.75) in (g)–(i), respectively.
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Pg Pe Pg Pe Pg
Pe

(g)

(h)

(i)

FIG. 5. (a), (d), (g) Time-dependent energy defect δ(t ) as a function of dimensionless rescaled time VDDt . (b), (e), (h) Evolutions of the
populations of the state |g〉 (Pg) and the excited state |e〉 (Pe) for the system initially in the state |g〉. (c), (f), (i) Time-dependent phase of the state
|g〉. We fix units of VDD = 1, and set (A, δ0, ω)/VDD = (13, 12, 12) in (a)–(c), (A, δ0, ω)/VDD = (13, 12, 3) in (d)–(f), and (A, δ0, ω)/VDD =
(13, 12, 0.75) in (g)–(i), respectively.

components are comparable to the detunings, i.e., (n −
m)ω ∼ �n. This feature makes the gate dynamics robust
against certain amounts of time deviation and parameter fluc-
tuation.

Intermediate driving. Finally, we look into the regime
with A � δ0, where the system reaches the Förster resonance
around the turning point of the harmonic driving, but stays
for a longer time at the avoided crossing compared with the
case of strong driving. To illustrate the performance of the
controlled-Z gates in this regime, we perform numerical sim-
ulations with three sets of parameters, as shown in Fig. 5. The
results show the system exhibits the LZ transition behavior
similar to that under strong driving for both high-frequency
and slow-passage limits. The distinct features of the dynamics
of the system in this regime are that it can return to the initial
state |g〉 and pick up a π phase after a relatively short time, and
that the evolution can be frozen for a relatively long duration
[see the shaded area in Figs. 5(g)-5(i)]. These features enable
implementation of a high-fidelity controlled-Z gate that is
robust to parameter fluctuations.

The reason why the performance of the CZ gate in the
intermediate-driving regime is better than that under strong
driving can be explained as follows. On one hand, the avoided
crossing is passed at a slower speed and the population
exchange for each LZ passage is greatly enhanced. Therefore,
the time period for the cyclic evolution and the corresponding
gate operation time is shortened. The effective Rabi fre-
quency for the cyclic evolution can be estimated by �eff ∼
VDDJm(A/ω), which under the condition of m = δ0/ω � 1
has a maximum around A/δ0 ∼ 1 [37]. On the other hand,
the dynamics is robust to imperfect timing only in the low-
frequency driving limit ω/VDD ∼ 1 and is, however, bounded
by the requirement of an integer number of T/τd ∼ ω/�eff .
Thus, in the intermediate-driving regime [see Figs. 5(g)–5(i)],
the time evolution of the population and phase can be frozen
for almost a complete driving period 2π/ω under the minimal

driving frequency ω/�eff ∼ 3. As a consequence, the system
does not oscillate back and forth between the two collective
states for a smaller driving frequency.

To compare the stabilities of the gates realized in the
strong- and intermediate-driving regimes, we plot the corre-
sponding populations of the state |g〉 and the acquired phases
against the time deviation in Fig. 6. The results show that
both the population fluctuation and phase fluctuation in the
intermediate-driving regime are smaller than those in the
strong-driving regime. In the case of intermediate driving with
δ(VDDT )/(VDDT ) ∼ 10%, we find that the population fluctu-
ation is less than 2%. On the other hand, the phase acquired
in the strong-driving regime oscillates between 0.98π and π

within this time deviation, but the phase error remains less
than 0.02π .

IV. IMPLEMENTATION OF THE CONTROLLED-Z GATE
AND EXPERIMENTAL FEASIBILITY

Now we focus on the intermediate-driving regime, which
allows the optimal control of the population transfer and phase
accumulation. To evaluate the performance of the controlled-Z
gate (2), we take an example where the input state is |ψ0〉 =
1
2 (|00〉 + |01〉 + |10〉 + |11〉). The quality of the output state
|ψf 〉 under nonideal conditions is characterized by the fidelity,
defined as F = |〈ψf |UCZ|ψ0〉|2 where UCZ is a diagonal
matrix with diag(UCZ) = (1, 1, 1, eiπ ). We first consider the
effect of parameter fluctuation and neglect the atomic spon-
taneous emission. Assume that both the first and third steps
of the controlled-Z gate operation (i.e., the excitation and
deexcitation of the atoms between |1〉 and |r〉) are correctly
implemented, then the fidelity of our scheme is almost perfect
(F = 0.9998) for VDDT = 2π × 4 with the same parameters
as in Fig. 5. To examine the advantages of our scheme
compared to the approach via direct coherent coupling at
the Förster resonance [24], we then check the robustness
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Δ(VDDT )/VDDT

FIG. 6. (a) Population of the state |g〉 for the system initially
in the state |g〉 against the dimensionless rescaled time deviation
from the preset interaction time in the intermediate (black line) and
strong (green line) driving regimes. (b) Phase of |g〉 against the
dimensionless rescaled time deviation. Parameters are the same as
those in Figs. 4(g)–4(i) (for strong driving) and Figs. 5(g)–5(i) (for
intermediate driving).

of the two schemes to the fluctuation of the rescaled time for
gate operation, as shown in Fig. 7. It is clearly verified that
the fidelity of our scheme is less sensitive to the uncertainty of
the operation time in contrast to the coherent coupling method
with a similar gate duration. A fidelity as high as 0.995 can be
well maintained for a time deviation of �(VDDT )/(VDDT ) ∼
10% via the periodic Landau-Zener control, while the result

Δ(VDDT )/VDDT

FIG. 7. Fidelities of the CZ gates vs the dimensionless rescaled
time deviation for the schemes through the LZS approach with and
without atomic spontaneous emission, the direct coherent coupling,
and the adiabatic passage in Ref. [28]. See the main text for detail.

obtained by the coherent coupling method is about 0.975,
which may be affected by additional errors for tuning the
system exactly to the Förster resonance. Furthermore, the
nonlinear driving scheme requires precise control of the two
symmetric adiabatic sequences according to the power-law
function δ1,2(t ) = s1(t − t1,2) + s2(t − t1,2)5, where the opti-
mized set of parameters are s1/2π = −10 MHz/μs, s2/2π =
−2600 MHz/μs5, T = 1.8 μs, t1 = T/4, t2 = 3T/4, and
VDD/2π = 2.1 MHz (see Ref. [28]). When the operation time
for each of the two sequences deviates from the expected
value by �T/T ∼ 2%, the fidelity will reduce to ∼0.995. In
contrast, the LZS-based scheme is more robust to imperfect
timing.

In the context of Rydberg experiments, we simply take
the example of the pair-state interaction channel |90S1/2〉 +
|96S1/2〉 → |90P1/2〉 + |95P1/2〉 in Cs Rydberg atoms, as pre-
viously found by Beterov et al. [28]. In this case, the atoms
can be addressed individually since they are excited to dif-
ferent Rydberg states. The Förster interaction between the
pair states has the energy defect δ0/2π = 75.6 MHz and the
exact Förster resonance occurs with the electric field being
tuned to E = 29.75 mV/cm. On the other hand, to meet the
requirement of the intermediate-driving regime (see Fig. 5),
the dipole-dipole matrix elements for the two atoms along
the z axis should be VDD/2π ∝ C3/R

3 ∼ 3.2 MHz, which
for this channel is equivalent to the interatomic distance R =
20 μm for C3 = −154968 MHz/μm3. Correspondingly, the
frequency of the rf driving field is ω/2π ∼ 2.4 MHz, which
is easy to access in experiments. Note that other transition
channels related to this Förster resonance are safely neglected
because of the large energy defects, which are the order of
several hundred MHz [40].

The Rydberg states we considered have lifetimes
around [40] τ90S = 270 μs, τ96S = 314 μs, τ90P = 361 μs,
and τ95P = 406 μs at room temperature (∼300 K). Thus, the
two atoms excited to Rydberg states are subjected to atomic
spontaneous emission during the LZS control. The effect of
dissipation during the gate operation can be evaluated by using
the conditional Hamiltonian

Ĥcond = Ĥ (t ) − i

2

∑
r

γr

(
σ̂ (1)

rr + σ̂ (2)
rr

)
, (12)

where σ̂
(j )
rr = |r〉jj 〈r| (j = 1, 2) and the sum is taken over

all Rydberg states of the Förster interaction channel. The
numerical estimate with the conditional Hamiltonian simply
discards the state components with each of these two atoms
going back to the computational space due to the spontaneous
emission, which may have some overlap with the desired
output state. Therefore, it provides a conservative result on
the gate fidelity. As shown in Fig. 7, we can see that the
spontaneous decay slightly reduces the gate fidelity, which,
however, still surpasses 0.995 in general within 10% of the
deviation of the rescaled time.

In terms of the typical parameters with respect to Cs Ryd-
berg atoms, we now discuss the sensitivity of our scheme to
fluctuations of the driving parameters. As shown in Fig. 8(a),
there are ridges of high fidelity, which have the separa-
tion in detuning exactly given by the driving frequency ω

and correspond to the multi-rf-photon resonance condition
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FIG. 8. Robustness of the fidelity of the CZ gate, population
revival, and phase accumulation (divided by π ) with respect to
deviations of the driving amplitude �A/A and the detuning �δ0/δ0

[(a)–(c)], and deviations of the driving frequency �ω/ω and the ini-
tial driving phase �φ/π [(d)–(f)]. Parameters are the C3 coefficient
of the dipole-dipole matrix elements −154968 MHz/μm3, the in-
teratomic distance R = 20 μm, (A, δ0, ω)/2π = (83.2, 76.8, 3.15)
MHz, and the spontaneous decay rates (γ90S, γ96S, γ90P , γ95P ) =
(1/270, 1/314, 1/361, 1/406) MHz.

δ0 = mω. Therefore, the scheme requires accurate control of
the driving frequency (typically limited by �ω ∼ �eff/|m|
[37]) although the energy defect δ0 ± �δ0 allows the two
collective states to transit in between via different resonant
channels [see Fig. 8(d)]. However, both the population and
phase of the state show robustness against small fluctuations
in the driving amplitude [see Figs. 8(b) and 8(c)], e.g., a
deviation of the amplitude �A/A ≈ 5% leads to the reduced
fidelity F ≈ 0.992, which is comparable to that of the non-
linear driving scheme with 5% deviations in s1,2. In addition,
the population and phase of the state are highly robust to the
initial phase deviation of the rf field [see Figs. 8(e) and 8(f)].

Furthermore, our theoretical model can be related to
the previously experimental demonstrations of the radio-
frequency-assisted Förster resonances nP3/2 + nP3/2 →
nS1/2 + (n + 1)S1/2 for n < 39 in Rb atoms [25,36], where
the periodic-driving-induced single- and multi-rf-photon

transition can be alternatively explained in terms of
the Floquet sidebands [33,38]. Considering the case
that the nonzero Förster defect δ0 is now Stark-tuned
by the composite electric field consisting of dc and rf,
E = Edc + Erfcos(ωt ). Then, the time-varying detuning
between the pair of collective Rydberg levels is approximately
given by δ(t ) ≈ δ′

0 + A
′
cos(ωt ) for weak rf fields

Erf  Edc, where δ′
0 = δ0 + (αnP − 1

2αns − 1
2α(n+1)s )E2

dc,
A

′ = 2ErfEdc(αnP − 1
2αns − 1

2α(n+1)s ), and αnl are the
quadratic polarizabilities. By assuming δ′

0 = mω with m

being a nonzero integer, we find that the robust CZ gate
can be implemented in the intermediate-driving regime
(i.e., A

′
/δ′

0 ∼ 1) if and only if δ0/mω � 3/2. For n = 37
[25,36], the parameter regime in Figs. 5(g)–5(i) corresponds
to ω/2π = 1 MHz, Edc ≈ 1.69 V/cm with Erf/Edc = 0.1.

V. CONCLUSION

In summary, we have proposed a feasible experimental
scheme for implementation of a two-qubit logic gate by modu-
lating the Förster resonance with a periodic-driving field. The
Stark-tuned Förster interaction between the two pairs of Ryd-
berg states can be regarded as a periodically driven two-level
system, with a time-invariant coupling strength and a sinu-
soidal time-dependent detuning. The results show that the gate
can be accomplished within an operation time comparable to
that required by the method based on double adiabatic pas-
sages [28], and in contrast to the coherent coupling scheme,
the gate fidelity is much less sensitive to the fluctuations of the
interaction time and the motion-sensitive dipole-dipole matrix
elements due to the sequential Landau-Zener transitions. We
numerically analyze the implementation of this gate with the
realistic Förster interaction channel in Cs Rydberg atoms,
and the results demonstrate its performance is insensitive to
both the time fluctuations and atomic spontaneous emission,
confirming its promise in quantum information processing.
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