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Abstract

We summarise the properties and the fundamental mathematical results associ-
ated with basic models which describe coagulation and fragmentation processes in
a deterministic manner and in which cluster size is a discrete quantity (an integer
multiple of some basic unit size). In particular, we discuss Smoluchowski’s equation
for aggregation, the Becker-Doring model of simultaneous aggregation and fragmen-
tation, and more general models involving coagulation and fragmentation.
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1 Introduction

This paper gives an introductory overview of some mathematical models of
phenomena which include coagulation and fragmentation. These phenomena,
also referred to as aggregation, coalescence, or nucleation arise in many ap-
plications: for example, the formation of aerosols [1,2], colloidal aggregates
[3,4], polymers [5] and even celestial bodies on astronomical scales [6,7]. There
are many approaches to modelling these phenomena, and here we shall focus
on just one, that of discrete, deterministic (mean-field) models which can be
traced back to the work of Smoluchowski [8] and Becker & Döring [9]. Here,
‘discrete’ refers to the possible values taken by the cluster size. We assume
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that the system is composed of a large number of identical ‘atoms’, which are
fundamental and indivisible units. We assume that atoms can bind to other
atoms, hence forming clusters. The mass of each cluster is thus an integer mul-
tiple of some fundamental unit (the mass of the atom). We assume time to be
a continuous variable. Other approaches treat both time and a cluster’s mass
as continuous parameters. Typically, we model some process by introducing
variables {cr(t)}∞r=1 which represent the concentrations of clusters of size r
at time t, the concentrations being averaged over some spatial domain. We
assume that clusters interact with each other according to the law of mass ac-
tion, which introduces a constant of proportionality known as a rate constant.
In general, this rate constant will depend on the sizes of both the clusters
involved in the interaction. An alternative approach is to model coagulation
and fragmentation as stochastic processes [10]. Space prevents us from giving
a detailed derivation of such stochastic models.

The importance of deterministic mean field equations lies in their wide range of
applicability. There is a considerable literature on the existence and uniqueness
of solutions to discrete and continuous formulations of coagulation-fragmen-
tation models, see for example [11–17]. A common feature of many models
is self-similar behaviour. Both mathematicians and physicists are interested
in techniques for finding self-similar solutions and rigorously determining the
range of initial data for which they form the large-time attractors (see Sections
2.3 and 2.6 for details). We highlight the types of rate coefficients used in
applications and discuss the large-time behaviour of solutions of the resulting
equations, such as convergence to an equilibrium, or to a steady-state, or to
some form of a self-similar solution. The distinction between the terms steady-
state and equilibrium is outlined in Section 3.1.

In Section 2 we review Smoluchowski’s coagulation equation derived in 1917
[8] and some of the more significant results obtained for it since. In Section 3
we discuss the Becker-Döring equations, derived in 1935 [9]. These equations
include both coagulation and fragmentation. Before a brief final Conclusions
section, we discuss, in Section 4, more general models which include combina-
tions of coagulation and fragmentation mechanisms. While more complicated
than the Smoluchowski or the Becker-Döring systems, these provide more ac-
curate descriptions of phenomena observed in practical applications.
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2 Smoluchowski’s coagulation equation

2.1 Formulation

Smoluchowski’s coagulation equation describes the kinetics of the process of
binary aggregation. Consider a well-stirred vessel in which clusters of a variety
of sizes move about and occasionally collide and coalesce with each other.
We wish to construct a set of differential equations which model how the
cluster-size distribution changes over time. Denoting a cluster composed of r
fundamental units by Cr, this process can be represented by

Cr + Cs → Cr+s. (2.1)

If this reaction occurs with a rate constant ar,s and cr(t) denotes the concen-
tration at time t of Cr, the law of mass action yields the equations

dcr
dt

= 1
2

r−1∑

s=1

as,r−scscr−s −
∞∑

s=1

ar,scrcs. (2.2)

The aggregation rate coefficients, ar,s, are also referred to collectively as the
‘aggregation kernel’ or simply ‘kernel’. The factor of 1/2 is included to avoid
double-counting, since the first sum includes every possible way of constructing
the cluster Cr twice. This model assumes that there are no spatial correlations
in the vessel and that two clusters of any size can coalesce. The equation for
the monomer concentration (r = 1) is obtained by ignoring the first sum in
(2.2), that is

dc1
dt

= −
∞∑

s=1

a1,sc1cs. (2.3)

Since (2.1) is irreversible, the system has no equilibrium configuration, a prop-
erty shared by the mathematical model (2.2)–(2.3).

The Smoluchowski coagulation equations can be derived in an alternative man-
ner. Starting from a Markov process, one can define a master equation, from
which the behaviour of fluctuations can be analysed as well as the expected
behaviour of the coagulation process. For details of this approach see the re-
view of Aldous [10], the recent work of Norris [18] and van Dongen & Ernst
[19,20].

We aim to determine whether the evolution equations (2.2)–(2.3) conserve the
total mass in the system, and describe the existence and form of self-similar so-
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lutions (and their basins of attraction). In the next two subsections we explain
these concepts, before analysing three special aggregation kernels in detail. As
well as yielding exact solutions, these solutions provide instructive illustra-
tions of these concepts. Finally we comment on the role of mass conservation
and similarity solutions in systems with more general aggregation kernels.

2.2 Mass conservation

Since each cluster Cr is composed of r units, and due to the conservation of
mass in the reaction mechanism (2.1), we might expect the total mass of the
system, defined by

M1(t) =
∞∑

r=1

rcr(t), (2.4)

to be conserved by (2.2)–(2.3). However, this is not always true; in Section 2.4.3
we will construct an exact solution to (2.2)–(2.3) for which the total mass (2.4)
decreases. Many authors prefer ‘density’ instead of mass, and consequently use
the symbol % in place of M1.

To analyse the effect of loss of mass in more detail, we follow Davies et al.
[21] and introduce a mass flux, Jr, from clusters of size at most r to clusters
of size larger than r by

Jr =
r∑

j=1

∞∑

k=r+1−j

jak,jcjck, (2.5)

together with J0 = 0. This definition implies that

d(rcr(t))

dt
= Jr−1 − Jr, (2.6)

an equation which is similar to the Becker-Döring models considered in the
next section (see equation (3.3), for example). Summing these equations over
r leads to

dM1

dt
= −J∞ := − lim

r→∞
Jr. (2.7)

In systems where the cluster distribution function cr decays rapidly enough
with increasing r (for example, exponentially), J∞ is zero and M1(t) is con-
served. However, it is possible that the coagulation process alters the decay of
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the size distribution cr(t) so that after some time it becomes algebraic in r,
and then for certain exponents (γ, where cr ∼ C0r

−γ as r → ∞) the limit (2.7)
may be nonzero. If J∞ is non-zero, there is a flux of mass out of the system, a
flux to a particle of infinite size, which is known as the ‘superparticle’, or more
commonly, the ‘gel’. The creation of such a particle makes (2.2) a good model
for certain phase transitions. In equation (2.35), a specific kernel is introduced
and used to illustrate the calculation of J∞.

In systems where M1 is not conserved, it is useful to define the gelation time,
or gel-point, tg ∈ [0,+∞], which is the earliest time where conservation of M1

fails:

tg := inf{t > 0 : M1(t) < M1(0)}. (2.8)

2.3 Similarity solutions

In any particular application, determination of the form of the rates ar,s is not
a trivial task. In general these rate constants include information on the rate
at which clusters move around the system under consideration, as well as the
likelihood of clusters coagulating if they meet. Note that in the Smoluchowski
model the only characteristic of a cluster we retain is its mass. Thus any
variations in shape (morphology) among clusters of the same size have to be
averaged over when calculating the coagulation rates ar,s.

Many different aggregation kernels ar,s have been used to model coagulation
phenomena. For example, the case of size-independent coagulation rates, where
ar,s = a, can be used to model approximate Brownian coagulation [22], the ker-
nel ar,s = a(r+s) arises as a limit case of gravitational coagulation [22], whilst
ar,s = ars occurs in branched chain polymerisation [5,23]. These three specific
examples will be studied in greater detail in Sections 2.4.1, 2.4.2 and 2.4.3. In
[24], da Costa has summarised a wide range of rate coefficients. Derivations
for some of the simpler cases are given by Collet [25].

As well as the natural symmetry condition ar,s = as,r, in many applications the
aggregation kernel has a self-similar form, obeying the homogeneity condition
akr,ks = kλar,s; hence ar,s = rλa1,s/r = rλα(r/s) for some function α(·). Given
this scaling condition, it is natural to wonder whether there exist similarity
solutions of (2.2)–(2.3). In general, we seek similarity solutions of the form

cr(t) = k(t)g(η) with η = η(r, t) =
r

h(t)
. (2.9)

Two special subsets of such solutions most commonly arise. The first, known
as dynamical scaling solutions, have h(t) nonconstant, say h(t) = s(t) where
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s(t) is a typical cluster size, with s(t) → ∞ as t→ t1 (t1 being some constant,
possibly infinite). Then k(t) = s(t)−τ , and we have the form

cr(t) ∼
1

s(t)τ
g

(
r

s(t)

)
. (2.10)

Due to η = r/s(t) being a continuous variable, the sum in the definition of
M1 (2.4) is replaced by an integral over g(η). Equation (2.10) implies that
M1(t) = s(t)2−τ

∫∞
0 ηg(η)dη, and so mass conservation imposes the restriction

τ = 2. However, we have already noted above that the total mass is not
necessarily conserved, and so solutions with τ 6= 2 could arise. The second
special form of similarity solution is the separable solution, in which h(t) = 1.
Solutions of this type therefore take the form cr(t) = fr/t, fr ∈ R for all
r ≥ 1. We thus find that all terms in (2.2)–(2.3) have the factor (1/t)2, and
the problem is then to determine fr; with there being no guarantee that a
solution for fr actually exists. If such a solution does exist, the mass is given
by M1(t) = (

∑∞
r=1 rfr)/t.

Having raised these issues, the natural questions are the following. For which
aggregation kernels or initial data is mass conservation assured? Under what
conditions does it fail? For which kernels/initial data do solutions approach a
similarity solution? We will return to these questions in Sections 2.5 and 2.6,
after we have studied some specific examples in detail.

2.4 Systems with explicit solutions

The results below are derived using the generating function approach of Davies
et al. [21], though the results themselves were originally found by other au-
thors, often using different methods. We define

C(z, t) =
∞∑

r=1

cr(t)e
−rz, (2.11)

so that M0(t) = C(0, t) =
∑∞

r=1 cr(t) is the total number of clusters in the
system, M1(t) = −Cz(0, t) =

∑∞
r=1 rcr(t) is the total mass of the system and

the kth moment of the cluster size distribution function is

Mk(t) = (−1)k ∂k

∂zk
C(z, t)

∣∣∣∣∣
z=0.

(2.12)

The function C(z, t) transforms the system of coupled ordinary differential
equations (2.2) into a single partial differential equation.
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For simplicity of the calculations in this section, we will assume monodisperse
initial conditions, that is, the system has all its (unit) mass in monomeric form

cr(0) = 0 for all r > 1, c1(0) = 1. (2.13)

This implies that the equation for the generating function should be solved
subject to the initial data C(z, 0) = e−z. The evolution of other initial data
may be more complex, and results for such cases will be discussed in more
detail after equation (2.18) and in Section 2.6.

2.4.1 Explicit solution I: the constant kernel, ar,s = 1

Using the generating function (2.11), we have in this case

∂C

∂t
= 1

2
C(z, t)2 − C(0, t)C(z, t), (2.14)

and thus we need to find C(0, t) = M0(t) before we can proceed. Putting
z = 0 into (2.14), we find a first-order ordinary differential equation for the
total number of clusters in the system, M0(t), namely Ṁ0 = −1

2
M2

0 . From
(2.13), the initial data is M0(0) = 1, implying that

M0 =
2

t + 2
. (2.15)

The Riccati equation (2.14) is then solved by the transformation Y (z, t) =
1/C(z, t) which gives a linear problem for Y (z, t). Imposing the initial data
Y (z, 0) = 1/C(z, 0) = ez, we obtain the solution

C(z, t) =
4e−z

(t+ 2)2

(
1 − te−z

t+ 2

)−1

. (2.16)

An expansion of the final term as a power series yields the solution

cr(t) =
4

(t + 2)2

(
t

(t+ 2)

)r−1

, t ≥ 0. (2.17)

Using (2.12), we see that M1(t) = 1, M2(t) = 1+ t, and M0 is given by (2.15).
Thus, whether one defines the typical cluster size by M1/M0 = 1 + 1

2
t or by

M2/M1 = 1 + t, we find that the typical cluster size grows linearly with time.
For t� 1 and r = O(t) the solution (2.17) has the form

cr(t) =
4

t2
e−2r/t as t→ ∞ with r = O(t). (2.18)
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Note that this is of the form (2.10) with τ = 2 and s(t) = t.

A similarity solution of the form cr(t) = (1/t)2g(r/t) has been postulated
for some time, and proven to exist for certain classes of initial data. Kreer
& Penrose [26] and da Costa [27] prove the result for initial data which are
at most exponentially decaying with cluster size; more recently, Menon &
Pego [28–30] have proved similar results involving algebraically decaying initial
data. The existence of a self-similar distribution means that the system loses
knowledge of the details of its initial data. Provided the initial mass is known,
and that the initial conditions are compactly supported, the solution at large
times can be given in a particularly simple form.

2.4.2 Explicit solution 2: the additive kernel, ar,s = (r + s)/2

The partial differential equation for the generating function C(z, t), (2.11), is
now

∂C

∂t
= −1

2
C
∂C

∂z
+ 1

2

∂C

∂z
M0(t) − 1

2
M1(t)C. (2.19)

By setting z = 0 in (2.19), we have Ṁ0 = −1
2
M0M1. Differentiating (2.19)

with respect to z, and putting u = −Cz we obtain

ut = 1
2
u(u−M1) + 1

2
uz(M0 − C). (2.20)

Setting z = 0 gives Ṁ1 = 0 (provided neither u nor uz diverge at z = 0) so we
have M1(t) = 1 for all time. The equation for M0 can then be solved to show
that M0(t) = e−t/2. The equation for the second moment, M2, is Ṁ2 = M1M2;
thus M2 = et and both u and uz are bounded at z = 0 (since M1 = u(0, t)
and M2 = −uz(0, t)).

Using these results, equation (2.19) can be rewritten as

∂C

∂t
= 1

2

(
e−t/2 − C

) ∂C
∂z

− 1
2
C, (2.21)

which can be solved in implicit form using the method of characteristics to
give

e−z = C(z, t) exp
(
1 + 1

2
t− e−t/2

)
exp

(
−
(
et/2 − 1

)
C(z, t)

)
. (2.22)
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Using Lagrange’s expansion ([31] p.14, eq. 3.6.6) the concentrations can then
be shown to be 1

cr(t) =
1

r!
rr−1e−t/2

(
1 − e−t/2

)r−1
exp

(
−r

(
1 − e−t/2

))
. (2.23)

For a typical cluster size we take M2/M1 = et. To investigate the existence of
a similarity solution valid at large times and for large aggregation numbers,
we put r = ηet, and expand (2.23) for large t, assuming η to be O(1). Making
use of Stirling’s formula ([31], p.256–7, equations 6.1.37 & 6.1.15), we obtain
the similarity solution

cr(t) ∼ e−2tg
(
r

et

)
, with g(η) =

e−η/2

(2πη3)1/2
. (2.24)

Note that this has the form (2.10) with τ = 2 and s(t) = et.

2.4.3 Explicit solution 3: the product kernel, ar,s = rs

The final exactly solvable kernel which we consider here is the product kernel,
which yields a different type of behaviour in the large time limit. In this case,
from (2.11) we obtain the equation

∂C

∂t
= 1

2

(
∂C

∂z

)2

+M1(t)
∂C

∂z
(2.25)

for the generating function. The substitution u(z, t) = −Cz(z, t) simplifies this
to an inviscid Burgers equation

∂u

∂t
= (M1(t) − u)

∂u

∂z
. (2.26)

Menon and Pego [28,29], and Bertoin [32] have also demonstrated underlying
links between the Smoluchowski coagulation equation and the inviscid Burgers
equation. Solving (2.26) by the method of characteristics, subject to u(z, 0) =

1 This derivation uses y = e−z, x = C, x0 = 0 = y0, f(x) = Axe−bx, where

A = e1+t/2−e−t/2

and b = et/2 − 1. We then have

C = x =
∞∑

k=1

yk

k!

[
dk−1

dxk−1

( x

Axe−bx

)k
]

x=0

=
∞∑

k=1

e−kz

k!
A−k(bk)k−1.
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e−z, yields

z = tu− log u−
t∫

0

M1(t
′)dt′, (2.27)

so that

∂u

∂z
= − u

1 − tu
. (2.28)

It remains to determine M1(t). Since u(0, t) = M1(t), it follows from (2.26)
that there are two possibilities:

(i) the ‘pre-gelation’ case, valid at times earlier than a critical value,
which, for the time being, we shall define as tc; (later, we will show that this
time, tc, is actually the gelation time, tg, defined by (2.8)). For 0 ≤ t < tc we
have Ṁ1 = 0 and u(0, t) = M1 = 1. The line z = 0 is thus a characteristic of
(2.26), up until the critical time t = tc. Equation (2.27) implies

z = tu− log u− t, (2.29)

and (2.28) evaluated at z = 0 implies that

M2(t) =
1

1 − t
for t < 1. (2.30)

However, as t → 1−, M2(t) blows up; we thus define tc = 1. For t > tc = 1,
u(z, t) as given by (2.29) is multi-valued in z > 0, implying the presence of a
shock in the solution to (2.26).

(ii) Since M2(t) = −uz(0, t) → ∞ as t → t−c , u(z, t) develops a shock
at t = tc and z = 0, where ∂u

∂z
(0, t) is unbounded. For t > tc, we determine

M1(t) = u(0, t), by putting z = 0 into (2.28), requiring the singularity in uz

to remain at z = 0, hence u(0, t) = 1/t for t > tc, and so M1 = u(0, t) is
genuinely a time-dependent quantity in t > tc. Since t = tc is the first point
at which mass is lost from the system, applying the definition (2.8) we deduce
that tg = tc.

Equation (2.27) then gives

z = tu− log u− 1 − log t. (2.31)
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Combining (2.29) and (2.31) we obtain

exp(−z) =




u exp((1 − u)t) t ≤ 1

ut exp(1 − ut) t ≥ 1,
(2.32)

from which u(z, t) can be extracted using Lagrange’s Expansion [31], ulti-
mately giving

cr(t) =





rr−3tr−1e−rt

(r − 1)!
t ≤ 1

rr−3e−r

(r − 1)!t
t ≥ 1.

(2.33)

The transition to a mass-losing solution at t = 1 is referred to as gelation.
This change in the solution at a critical time was first identified by Ziff & Stell
[33] and Leyvraz & Tschudi [34,35].

The post-gelation behaviour (t > tg := 1) is exactly of the separable form
cr(t) = fr/t. From this we conclude that the total mass of the system also
varies with t, scaling according to M1(t) = 1/t for t > tg := 1. Prior to
gelation, M1(t) = 1, so M1(t) is continuous across the gel-point t = tg = tc = 1
(see Figure 1).

By applying Stirling’s formula to (2.33), the large r behaviour can be written
in the form

cr(t) ∼





e−r(t−1−log(t))

r5/2 t
√

2π
t < 1

1

r5/2 t
√

2π
t ≥ 1.

(2.34)

After gelation and for large r, we have fr ∼ 1/
√

2πr5/2. Equation (2.34) illus-
trates that for t < 1 the cluster size distribution function decays exponentially,
with rate (t − 1 − log(1 − t)). However, as t → 1−, this rate vanishes, and
at t = 1, the decay is only algebraic, with power −5/2. After gelation, the
size distribution retains this algebraic decay, with the same exponent. These
cluster-distribution functions are plotted in Figure 1. Just prior to gelation,
both algebraic and exponential behaviour can be seen in the tail of the distri-
bution: when t = 1− ε with 0 < ε� 1, log cr(t) ∼ −1

2
ε2r− 5

2
log r, so that if r

is of intermediate-large size (r � 1) with log r � ε2r (which can be rewritten
as 1 � r � ε−2), algebraic decay is observed. However, if r is extremely large,
so that ε2r � log r, then exponential decay is seen.
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Fig. 1. Left: graph of total mass M1(t) against time, showing delayed gelation occur-
ring at t = 1. Right: log-log plot of cluster distribution function cr(t) (2.34) against
size (r) for 1 < r < 104 at times t = 0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 2 showing
algebraic decay (straight lines) for times t ≥ 1 and exponential decay at larger r for
earlier times (t < 1).

2.5 Gelation and mass conservation in more general kernels

So far we have considered only three very special coagulation kernels and have
focused on monodisperse initial data. As a step on the way to analysing a
broader range of kernels and more general initial conditions, we now illustrate
how approximate methods can be used to show that behaviour similar to that
observed above also occurs in systems with more general aggregation kernels.
In equations (2.18), (2.24) and (2.34) we have shown that the exact solutions
converge to self-similar solutions in the limit of large times and large cluster
sizes.

If we are only interested in the asymptotics of the solution at large-times and
large-cluster sizes then we only need to know the form of the kernel ar,s at
large sizes (as r and/or s→ ∞). Thus it is sufficient to consider kernels of the
form

ar,s = a(rµsν + rνsµ), (2.35)

for r, s � 1, with a ∈ R+. If we assume that the aggregation rate kernel
is given by (2.35) and that cluster size distribution decays algebraically, via
cr ∼ r−γ as r → ∞, then we find that requiring the inner sum (over k) of (2.5)
to converge implies that γ > 1 + µ and γ > 1 + ν. Evaluating the outer sum
yields Jr ∼ r3+µ+ν−2γ so for gelation to occur, we require γ = (µ + ν + 3)/2.
This calculation is confirmed by (2.34) for the exactly solvable case µ = ν = 1.
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Fig. 2. The four types of gelation behaviour for ar,s = a(rµsν +rνsµ). Note that
the exactly solvable cases located at (µ, ν) = (0, 0), (1, 0), (0, 1) and (1, 1) (marked
by
⊙

) all lie at the boundaries between two or more regions of different generic
behaviour.

If µ + ν < 1 then γ < 2 and the mass of any distribution with cr ∼ r−γ as
r → ∞ is divergent. Hence no initial distribution of finite mass can adopt
the shape required for gelation to occur, and such systems cannot undergo
gelation. However, if µ + ν > 1 then γ > 2 and distributions of the form
cr ∼ r−γ have finite mass; consequently it is possible for gelation to occur
when µ+ ν > 1.

For the set of rates given by (2.35), one of four types of behaviour is observed
[21,36]. For an illustration of the regions of (µ, ν)-parameter space where each
occurs, see Figure 2. We define λ = µ+ ν. The four behaviours are

• no gelation, when 0 < µ < 1, 0 < ν < 1 and λ < 1; this is similar to the
behaviour observed in the constant kernel and the additive kernel (Cases I
and II),

• delayed gelation, as observed in the product kernel (Case III, Section 2.4.3),
when the total mass M1(t) is conserved for a finite time (0 ≤ t ≤ tg), after
which M1(t) decays in time; this occurs when 0 < µ < 1, 0 < ν < 1 and
λ > 1, (for certain initial data, tg may be zero),

• instantaneous gelation for any initial data, by which we mean that the total
mass M1(t) decreases from t = 0. This occurs when −1 < µ − ν < 1 and
max{µ, ν} > 1,

• non-existence of solutions due to complete and instantaneous gelation; this
occurs for |µ − ν| > 1. Here, numerical simulations of truncated systems
with monomeric initial data show a significant proportion of the mass being
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transported from the monomers to the largest cluster sizes over a very few
timesteps (no matter how small the timestep is chosen).

From numerical investigation of the coagulation equations, Lee [37] notes that
in the example of (2.35) instantaneous gelation occurs when ν > 1 or µ > 1.
However, in [37] no distinction is made between the cases of instantaneous
gelation for |µ−ν| < 1 and ‘complete and instantaneous gelation’ for |µ−ν| >
1. Van Dongen [36] notes that this latter case corresponds to non-existence of
solutions to the full (non-truncated) system of equations. This is due to the
instantaneous transfer of mass from the sol to the gel. Carr & da Costa [38]
prove that instantaneous gelation occurs for any non-zero initial condition if
the rate coefficients have the form rα + sα < ar,s < (rs)β with β > α > 1.

The problems in proving the existence of a physically meaningful solution of
an infinite set of coupled nonlinear ordinary differential equations are obvious.
Existence and uniqueness results are slightly more straightforward for systems
which cannot undergo gelation. Therefore many theorems are restricted to the
case ar,s < a(r+ s); see for example White [17], and Ball & Carr [11]. In these
cases it is possible to prove that the cluster distribution function (cr(t)) always
decays exponentially at large sizes (as r → ∞). When kernels which permit
gelation are considered, the problem becomes more difficult. McLeod [14,15]
first realised that for the product kernel (ar,s = ars) the first moment could
not be conserved for all time.

Jeon [39] proved, via a probabilistic approach, the occurrence of gelation in
more general Smoluchowski coagulation problems with kernels of the form
ε(rs)α ≤ ar,s ≤ Krs with 1

2
< α ≤ 1, ε > 0, M1 < ∞. Escobedo et al.

[40] prove that gelation occurs in systems of the form (2.35) with λ > 1,
and M1(t) ≤ C∗/(1 + t)1/λ, and that consequently the gelation time satisfies
tg < (C∗/M1(0))λ. Leyvraz [41] and van Roessel & Shirvani [42] give more
detailed analyses of the form of the solution in the post-gelation phase of the
reaction for more general aggregation kernels.

2.6 Further results on similarity solutions

Recently there has been a number of results proving convergence to similar-
ity solutions for various kernels and various classes of initial data. Fournier
& Laurençot [43] consider the existence of similarity solutions for general ho-
mogeneous kernels with degree λ < 1. As this condition prevents gelation,
their similarity solutions are of the mass-conserving type (that is, τ = 2 in
(2.10)). In particular they prove that for the continuous formulation of the
Smoluchowski coagulation equations the kernels
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a(r, s) = (rα + sα)(r−β + s−β), 0 ≤ α < 1, β > 0, λ = α− β < 1,

a(r, s) = (rα + sα)β, α ≥ 0, β > 0, λ = αβ < 1, (2.36)

a(r, s) = rαsβ + rβsα α, β, λ = α + β ∈ (0, 1),

there exists a similarity solution of the form (2.10) with s(t) = t1/(1−λ) for the
continuous formulation of Smoluchowski’s coagulation equation. Their results
show that the similarity function g(η) decays rapidly as η → ∞, and so is
relevant for compact initial data. However, their results do not rule out the
existence of other similarity solutions with weaker decay rates.

Menon & Pego [28,29] have proved that for the continuous Smoluchowski
coagulation equations with constant kernel, (the same kernel as analysed in
Section 2.4.1), the system with initial data of finite total mass will converge
to a similarity solution of the form (2.18). However, they also find similarity
solutions of a different form, which have ‘fat tails’, that is, they decay slowly
at large cluster sizes, so their total mass is divergent. They also find similarity
solutions with divergent total mass for the product kernel (Section 2.4.3).
These are related to another class of similarity solutions, which occur in the
sum kernel (Section 2.4.2), and were discovered by Bertoin [32]. Due to a ‘fat
tail’, these solutions have finite mass but a divergent second moment. Despite
this, the system does not undergo gelation. For this kernel there are thus
many similarity solutions which could be approached in the large-time limit.
The solution approached depends on the decay rate of the initial data cr(0)
as r → ∞. We expect that similar results to these and to those of Fournier
& Laurençot discussed above will also hold for the discrete formulation of the
Smoluchowski coagulation equations.

For more details on other results involving self-similarity and the asymptotic
structure of solutions we refer the reader to the detailed study by Hendricks
et al. [44] and the recent review by Leyvraz [45].

2.7 Summary

In this section we have introduced the Smoluchowski equations describing
irreversible aggregation and, by solving explicitly a number of cases, noted that
a variety of behaviours is observed at large times. The form of the distribution
of large-cluster sizes at large times depends on the form of the aggregation
kernel. In both the cases ar,s = 1 and ar,s = (r + s)/2, we have seen self-
similar scaling behaviour in the large time limit for initial data of the form
c1(0) = 1, cr(0) = 0 for all r ≥ 2. This has the form cr(t) = (1/s(t)τ) g(r/s(t)).
The function s(t) is simply t for the constant kernel and s(t) = et for the
additive kernel. Since τ = 2 in both cases, these solutions preserve the mass
of the system, that is M1(t), given by (2.4), is independent of time. At large
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time, s(t) → ∞, indicating that the cluster-size distribution becomes slowly
varying in r, and so the sum (2.4) can be replaced by the integral condition
M1 =

∫∞
0 ηg(η)dη = O(1). For both kernels, the shape of the distribution

g(η) decays exponentially in η, with g(η) = e−2η when ar,s = 1 and g(η) =
e−η/2/η3/2 for the additive kernel. In the case of ar,s = ars, we have noted that
the phenomenon of gelation occurs, in which mass is lost from the ‘finite’ part
of the system, that is the concentrations {cr(t)}∞r=1, and a particle of infinite
size – the superparticle or gel – is formed at a definite time (t = tg) and
then continues to grow. Although defined in terms of M1(t), the gelation time
can often be determined by analysing the second moment, M2(t). Equation
(2.26) evaluated at z = 0 determines the evolution of M1(t): at earlier times,
t < tg we have Ṁ1 = 0 and so M1 is conserved; after gelation, Ṁ1 is non-
zero due to uz(0, t) = −M2(t) being divergent. We have noted some of the
features of Smoluchowski equations pertinent to more general rate kernels and
have referred to papers which rigorously establish some of the more important
phenomena, such as existence of solutions, mass-conservation, gelation, and
self-similar behaviour.

3 The Becker-Döring equations

3.1 Formulation

The Becker-Döring equations model stepwise aggregation and fragmentation,
that is, the loss or gain of a single particle at a time according to

Cr + C1 
 Cr+1





forward rate = ar

backward rate = br+1.
(3.1)

The inclusion of a fragmentation process, by allowing the coagulation process
to be reversible introduces an additional complexity which we did not have to
consider in (2.1). However, in compensation for this, the general aggregation
reaction (2.1) is greatly simplified in that only cluster-monomer interactions
are now allowed which removes the summations from (2.2)–(2.3). For example,
the only reactions which involve C4 are C3 + C1 
 C4 and C4 + C1 
 C5.
Thus for the rate of change of the concentration of C4, c4(t), we obtain the
equation

dc4
dt

= a3c3(t)c1(t) − b4 c4(t)︸ ︷︷ ︸
J
3

− a4c4(t)c1(t) + b5c5(t)︸ ︷︷ ︸
−J

4

. (3.2)
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In general, the concentrations {cr(t)}∞r=2 are governed by

dcr
dt

= Jr−1(t) − Jr(t), (r ≥ 2) (3.3)

where the fluxes Jr(t) are defined by

Jr(t) = ar cr(t) c1(t) − br+1 cr+1(t). (3.4)

This quantity is the net rate at which clusters of size r + 1 are created from
clusters of size r. If the fragmentation term (br+1cr+1) is larger than the ag-
gregation term (arcrc1) then Jr will be negative.

We have not yet given an equation for the monomer concentration c1(t). There
are various options. We could allow c1(t) to vary and specify an equation for it;
for example, in Section 3.4, we consider a formulation in which c1(t) is allowed
to vary and the total mass of the system, M1, is fixed. Since c1(t) is then one
of the unknowns, the problem becomes nonlinear and much harder to analyse.
Alternatively, and more simply, we treat c1 as a fixed parameter, c1(t) ≡
c1. The assumption of a constant monomer concentration is valid in many
circumstances, for example, systems into which monomers are continuously
being added, or where there is some precursor species which breaks down so
as to replenish the stock of monomers. For the remainder of this subsection

and in Sections 3.2 and 3.3 we assume that the monomer concentration is

constant, c1(t) ≡ c1.

Ideally, the aim is to solve explicitly the system of ordinary differential equa-
tions (3.3)–(3.4) for the concentrations {cr(t)}∞r=2. However, for many physi-
cally relevant aggregation and fragmentation rates, such goals are wildly opti-
mistic. Being more realistic, we aim to understand the long-term behaviour of
solutions to the system, and answer questions such as ‘is there convergence to
an equilibrium or a steady-state solution?’, ‘can gelation occur?’, ‘can anything
else occur (eg a periodic solution)?’. Mathematically, the terms ‘steady-state’
and ‘equilibrium’ are often treated as synonymous; however, physically it is
useful to make a distinction. We will take ‘equilibrium’ to refer to the situ-
ation where the concentrations cr are such that the chemical reaction (3.1)
is balanced, that is, the forward reaction occurs at the same rate as the re-
verse; and a ‘steady-state’ to be when all the time-derivatives in (3.3) vanish.
As we shall see in the next section, these lead to different conditions on the
concentrations cr.

In the remainder of this section we first define properties of the system of
equations (3.3)–(3.4) which arise naturally in applications. These are also use-
ful for proving existence and uniqueness of solutions, for constructing exact
solutions (as in Brilliantov & Krapivsky [46] and King & Wattis [47]), and
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assessing the accuracy of approximate solutions. Approximate solutions of a
simple Becker-Döring system are then given to illustrate the type of kinetic
behaviour observed in Becker-Döring systems with constant monomer concen-
tration. We then describe the constant mass formulation of the Becker-Döring
equations and describe the solution approached in the large-time limit (Sec-
tions 3.4 and 3.5). We show that many systems have a unique equilibrium
solution, which is approached in the large-time limit. However, we also show
that other systems have no such equilibrium solution and, in the large time
limit, exhibit weak convergence to a solution which has a mass different to
the initial mass of the system. Finally (in Section 3.6), we discuss metastable
behaviour observed in the large-time kinetics of such systems. Metastability
is the ability of a non-equilibrium state to persist for a long time.

3.2 Properties

Since each cluster Cr is comprised of r monomers, the contribution to the
mass of the system as a whole from such clusters is rcr, and the total mass in
the system is often denoted %(t) = M1(t), as defined by (2.4).

At equilibrium, the forward component of the reaction (3.1) exactly balances
the reverse rate for all cluster sizes r, that is, arcrc1 = br+1cr+1. Hence at
equilibrium, all the fluxes Jr are zero. The equilibrium concentrations ceq,r

can be written

ceq,r =
ar−1

br
ceq,1ceq,r−1 = . . . =

ar−1 . . . a1

br . . . b2
creq,1 = Qrc

r
eq,1. (3.5)

The quantity Qr satisfies

Q1 = 1 and arQr = br+1Qr+1; (3.6)

Qr is known as the partition function (of (3.3)–(3.4)). The reason for this is
that it can be related to the free energy via Qr = exp(−Gr/kT ), where Gr is
the Gibbs free energy of a cluster of size r [48,49], k is Boltzmann’s constant
(1.38 × 10−23JK−1) and T is the absolute temperature.

The term steady-state refers to a solution in which the time-derivatives in
(3.3) are zero for all r. This is satisfied by the condition Jr = J for some
constant J independent of both time and cluster size (r). We thus have a one-
parameter family of steady-state solutions, which includes the equilibrium
solution as a special case (the case J = 0). However, the term steady-state
is a more general concept with a wider definition; there being steady-states
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which are not equilibria. Solving J = Jr with (3.4) we find

csss,r = Qrc
r
1

(
1 − J

r−1∑

k=1

1

akQkc
k+1
1

)
. (3.7)

Since J is arbitrary, these solutions form a one-parameter family, of which
the equilibrium solution is a member. We claim that when the equilibrium
solution diverges at large r, and a steady-state solution is convergent at large
r (or has a weaker singularity than the equilibrium solution), then the system
approaches a steady-state rather than the equilibrium solution. We refer to
this argument as the principle of least divergence. In Section 3.3.2 we give
further justification of this result.

Let us assume that ar is non-decreasing with r, so that if cr diverges as r →
∞ then so does arcr. We determine the value of J which gives the weakest
divergence in the limit r → ∞ by requiring the term in brackets in (3.7) to
vanish in the limit r → ∞. Hence we obtain the expression for the flux of the
least divergent steady-state size distribution, Jsss, as

Jsss = 1

/ ∞∑

k=1

1

akQkc
k+1
1

. (3.8)

The result (3.8) enables (3.7) to be rewritten as

csss,r = ceq,r

∞∑

k=r

1

akc1ceq,k

/ ∞∑

k=1

1

akc1ceq,k

. (3.9)

If Jsss is non-zero, csss,r has a less severe divergence as r → ∞ than the
equilibrium solution since csss,r/ceq,r → 0 in the large r limit. Examples of
equilibrium and steady-state solutions are given in Section 3.3.2 and illustrated
in Figure 3.

The quantity V , defined by

V ({cr}) =
∞∑

r=1

cr

(
log

(
cr
Qrcr1

)
− 1

)
, (3.10)

is related to the Helmholtz free energy by F = kT Ṽ V , under conditions of
constant temperature (T ) and volume (Ṽ ) [49,50]. The function V satisfies
V̇ ≤ 0, with equality only for the equilibrium solution cr = Qrc

r
1. For all

time-dependent solutions V̇ < 0. Thus, provided V is bounded below, it is a
Lyapunov function for (3.3)–(3.4). In Sections 3.3.3, 3.3.4 and 3.3.5 we will
see one example where V is bounded below and two where it is not.
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In proving relationships such as V̇ ≤ 0, it is useful first to derive the identity

∞∑

r=1

gr
dcr
dt

= g1J1 +
∞∑

r=1

(gr+1 − gr)Jr, (3.11)

for sequences {gr}∞r=1 with gr ∈ R. It follows that

dV

dt
=

∞∑

r=1

(arcrc1 − br+1cr+1) [ log(br+1cr+1) − log(arcrc1) ] ≤ 0 (3.12)

since, as log is a monotonic function, (A−B)(logA− logB) ≥ 0.

3.3 Example of Becker-Döring kinetics

3.3.1 Preliminaries

In order to illustrate some of the kinetic features observed in a constant
monomer concentration Becker-Döring model, following [51], we will describe
a system in which both the aggregation and fragmentation rates are size-
independent, that is, ar = a and br = b,

dcr
dt

= ac1cr−1 − bcr − ac1cr + bcr+1, (r ≥ 2) (3.13)

In this case the partition function and equilibrium solution are given by

Qr =
(
a

b

)r−1

, ceq,r =
(
ac1
b

)r−1

c1 := θr−1c1, (3.14)

where θ := ac1/b is a useful measure of the relative strength of aggregation
to fragmentation. If θ < 1 fragmentation dominates aggregation, few large
clusters are formed and the equilibrium solution (3.14) converges to zero as
r → ∞ with the total number and mass of clusters being given by

M eq
0 =

c1
(1 − θ)

, M eq
1 =

c1
(1 − θ)2

. (3.15)

We now construct the one-parameter family of steady-state solutions. By ap-
plying (3.7) or by solving ac1cr − bcr+1 = J , we find

csss,r = c1

[
θr−1 − J(θr − θ)

ac21(θ − 1)

]
=

(
c1 −

J

b(θ − 1)

)
θr−1 +

J

b(θ − 1)
. (3.16)

20



For θ < 1, we see that if J > 0 the concentrations csss,r become negative at
large r; and if J < 0 the concentrations remain bounded away from csss,r = 0
as r → ∞, leading to a solution with divergent mass. For θ > 1, there is in
(3.16) a term of O(θr−1) as r → ∞, which leads to a divergent distribution
(and possibly negative concentrations).

3.3.2 Large-time solution

For θ < 1 and monodisperse initial data, that is, of the form cr(0) = 0 for all
r ≥ 2, the Lyapunov function (3.10) takes the value V = V0 = −c1. By (3.12)
we have V̇ ≤ 0 with equality only when the system is at equilibrium. The
equilibrium solution (3.14) implies V takes the value V = Veq = −c1/(1−θ) <
V0. For θ < 1, starting from monodisperse initial data, the system will converge
to the equilibrium solution.

For θ > 1, the equilibrium solution (3.14), which corresponds to J = 0, di-
verges as r → ∞. Inserting the equilibrium solution into the function V we
find V = −M0 = −∑∞

r=1 θ
r−1c1 which has no lower bound. Hence we con-

sider the possibility of the system converging to a steady-state instead of the
equilibrium solution.

If J < bc1(θ− 1) the steady-state solution (3.16) diverges in the large r limit,
in the same manner as the equilibrium solution. If J > bc1(θ−1) then at large
enough r (namely r > 1 + log(J/[J − bc1(θ − 1)])/ log(θ)) the concentrations
csss,r are negative. However, if J = bc1(θ−1) the concentrations csss,r are given
by csss,r = c1. Although this solution does not decay to zero as r → ∞, the
concentrations do not diverge in this limit either; and we have csss,r > 0 for all
r. We claim that when θ > 1 the solution approached in the large-time limit
is this steady-state csss,r = c1, which has flux Jsss = c1(ac1 − b). Unfortunately
this claim cannot be justified by direct use of the Lyapunov function (3.10),
since V is not bounded below when θ ≥ 1.

There is an alternative method of justifying our claim that monodisperse initial
data will evolve to the steady state csss,r = c1. By use of an equivalence trans-
form (see Appendix B of [51]), a system with θ > 1 can be mapped to a ‘dual’
system, under which this steady-state is mapped to an equilibrium solution.
We summarise the transformation for the special case of size-independent rate
coefficients (3.13) which we are considering this section, although the equiv-
alence transform works for more general rate coefficients as well. Under the
transformation ĉr(t) = cr(t)/c1ceq,r where ceq,r is given by (3.14), the governing
equations (3.13) become

dĉr
dt

= bĉr−1 − ac1ĉr − bĉr + ac1ĉr+1, (3.17)
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together with ĉ1 = 1/c1. This system can be written as ˙̂cr = Ĵr−1 − Ĵr where
Ĵr = bĉr − ac1Ĵr+1. Note that the transformed system is again a constant
monomer concentration formulation of the Becker-Döring equations, with the
forward and backward rates ac1 and b having been reversed. The dual system
(3.17) thus has a θ-value of θ̂ = b/ac1 = 1/θ, and when θ > 1, θ̂ < 1.

Transforming monodisperse initial conditions in the original system, we obtain
monodisperse initial data in the dual system. The dual system (3.17) has an
equilibrium solution ĉeq,r = θ̂r−1ĉ1 which corresponds to Ĵr = 0 for all r. For

θ̂ < 1, the dual system (3.17) has a Lyapunov function

V̂ ({ĉr}) =
∞∑

r=1

ĉr

(
log

(
ĉr

θ̂r−1ĉ1

)
− 1

)
. (3.18)

At t = 0 we find V̂ = −ĉ1. The function V̂ satisfies
˙̂
V < 0 everywhere except

for the equilibrium solution, where V̂ achieves its lower bound of V ({ĉeq,r}) =

−ĉ1/(1 − θ̂). Hence V̂ is a Lyapunov function and, as shown above for the
untransformed system, monodisperse initial data will evolve to the equilibrium
solution. Now the equilibrium solution of the dual system corresponds to the
expected steady-state solution of the untransformed system; specifically ĉeq,r =

θ̂r−1ĉ1 implies cr = ceq,rc1ĉeq,r = θr−1ĉ1c1θ
r−1c1 = c1. Thus, by transforming to

the dual system, (in which θ̂ < 1), we have deduced that monodisperse initial
data in the original system with θ > 1 will evolve to the steady-state solution
csss,r = c1.

To summarise, for θ > 1, the steady-state solution csss,r = c1 is approached in

the large time limit, and this has the steady nonzero flux Jsss = c1(ac1− b); for

θ < 1 the equilibrium solution ceq,r = θr−1c1, which corresponds to Jr ≡ 0, is

approached in the large time limit. This postulated principle of least divergence
assumes that the initial conditions of the system have finite mass; systems with
a divergent mass at t = 0 may behave differently, as observed by Menon & Pego
[28,29] (in the case of Smoluchowski aggregation kinetics). A system initiated
with a ‘fat tail’, that is where the concentrations cr decay only algebraically
with r as r → ∞ may maintain the slow decay and converge to a steady-state
solution with steady flux Jsss given by something other than (3.8).

In Figure 3 we plot csss,r both as a function of r for certain fluxes J (left-hand
graph) and as a function J for certain cluster sizes r (right). In both cases we
observe that for fluxes J > Jsss the concentrations become negative at large
cluster sizes — which is unphysical. For fluxes J < Jsss, the concentrations of
larger cluster sizes diverge more rapidly than when J = Jsss.

The observant reader will have noticed that the above analysis has omitted
the case θ = 1. A derivation similar to that shown above for θ > 1 can be
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Fig. 3. Left: plot of the steady-state concentrations csss,r against r for a variety of
values of the flux parameter J as given by (3.7). From uppermost curve: J = −Jsss,
J = 0 (the equilibrium solution), J = Jsss (for which csss,r = c1), and J = 2Jsss.
Right: plot of the steady-state values csss,r against J for a variety of cluster sizes, as
given by (3.7). From the most gentle to the steepest gradients, the curves correspond
to r = 5, r = 10, r = 20 and r = 50. Parameter values: θ = 1.04, ar = 1, c1 = 1,
br = 1/θ so Jsss = 0.03846.

carried out for θ = 1. In place of (3.16), such a calculation leads to

csss,r = c1

(
1 − J(r − 1)

bc1

)
. (3.19)

Minimising the strength of the divergence in the large r limit leads to J = 0,
so this case approaches the equilibrium solution ceq,r = c1. This equilibrium
solution, however, has the same form as the steady-state solution when θ > 1,
namely csss,r = c1.

The above arguments reveal which solution we expect the system to be at-
tracted to in the large-time limit. However, all the solutions considered above
are time-independent, and therefore we have learnt nothing about the transient
behaviour and rate of approach to an equilibrium or a steady-state solution.
This will be rectified in the following subsections where we investigate in more
detail the solution in the large-time limit.

In what follows we obtain valuable information about the possible form of the
solution of (3.13) at large times using a heuristic and non-rigorous technique of
constructing an asymptotic approximation. In the particular example studied
here, an exact solution in terms of an integral has been found, so Laplace’s
method and Watson’s Lemma [52,53] can be used to make the results of Sec-
tions 3.3.3–3.3.5 rigorous (as outlined in Section 3.3.6). However, for more
general rate coefficients, the methodology described below is still applicable
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and generates useful results. The problem of rigorously establishing results
derived using this methodology remains open.

3.3.3 Case I: large-time kinetics for θ < 1

In this case we expect the system to converge to the equilibrium solution
ceq,r = Qrc

r
1; to investigate how this happens we substitute ψr(t) = cr(t)/Qrc

r
1

so that ψr(t) → 1 as t → ∞. We thus find the equation for the evolution of
ψr(t) from (3.3)–(3.4) as

1

b

dψr

dt
= ψr−1 − ψr − θψr + θψr+1, (r ≥ 2), (3.20)

in addition to ψ1 = 1. If we think of r as a spatial variable, then this becomes
a boundary condition. We also assume that at t = 0 there are no clusters
of infinitely large size so that ψr(0) → 0 as r → ∞. Initial data which does
not satisfy this condition may evolve in a manner different to that described
below. Equation (3.20) is reminiscent of a diffusion equation in discrete space.

We generate an approximate solution for ψr(t) based on the assumption that
at large times ψr varies only slowly in r; later we will verify this assumption.
Hence we approximate the system (3.20) by taking the continuum limit in r,
with Ψ(r, t) = ψr(t), to obtain the equation

1

b

∂Ψ

∂t
= 1

2
(1 + θ)

∂2Ψ

∂r2
− (1 − θ)

∂Ψ

∂r
; (3.21)

which, as pointed out by Duncan & Soheili [54], is in effect a Fokker-Planck
equation. In deriving this equation, third, fourth, and higher r-derivatives
of Ψ(r, t) have been ignored. These terms can be retained in a higher order
analysis and used to calculate correction terms. At leading order, we have the
solution

Ψ(r, t) = 1
2
erfc


 r − s(t)√

2b(1 + θ)t


 , (3.22)

where s(t) is the position of the wavefront and erfc(·) is the complementary
error function [31], which has the properties erfc(0) = 1, erfc(η) → 0+ as η →
∞, erfc(η) → 2− as η → −∞, and so asymptotically satisfies the boundary
conditions. We now determine the sizes of terms retained and neglected in the
derivation of (3.21): at large times, the neglected terms Ψrrr = O(t−3/2) and
Ψrrrr = O(t−2) are much smaller than the retained terms Ψr(r, t) = O(t−1/2)
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and Ψrr = O(1/t). Since s(t) is determined by ds/dt = b(1 − θ), we have
s(t) ∼ (b− ac1)t as t→ ∞, and

cr(t) ∼
b

2a

(
ac1
b

)r

erfc


r − (b− ac1)t√

2(b+ ac1)t


 as t→ ∞

with r − (b− ac1)t = O(t1/2).

(3.23)

Such a situation is illustrated in Figure 4. The cluster distribution function has
three regions: (i) r/s(t) < 1, where the system has in effect already reached
equilibrium (1∼<r∼< 60), (ii) the transition region (70∼<r∼< 100) given formally
by r/s(t) = 1 + O(t−1/2) where ψ is making the transition from its initial
condition of ψ = 0 to the equilibrium value of ψ = 1, and (iii) r/s(t) > 1
where the cr(t) are still asymptotically small (110∼<r), i.e. there is virtually no
change from the initial condition. As t increases the transition region moves to
larger r and widens. If one considers monodisperse initial data and is interested
in the evolution of cR(t) for some large value of R, what one observes is a long
induction time, of duration tind ∼ R/(b − ac1) during which cR(t) remains

extremely small; then over a timescale of ttrans ∼
√

2(b+ ac1)R/(b − ac1)
3/2,

cR(t) evolves from almost zero to its equilibrium value, where it remains for
all larger times.

As t→ ∞, the free energy V approaches its lower bound, via the asymptotic
behaviour

V ({cr}) ∼ − c1
1 − θ

+
c1θ

(b−ac1)t

1 − θ
, (3.24)

and the total mass of the system (3.13), given by M1(t) =
∞∑

r=1

rceq,rψr(t), is

M1(t) ∼
c1

(1 − θ)2

(
1 − b(1 − θ)2te−bt(1−θ) log(1/θ)

)
, (3.25)

and thus can be seen to approach its equilibrium value (3.15).

3.3.4 Case II: large-time kinetics for θ = 1

In this case the equilibrium solution is ceq,r = c1 and convergence is by a
stationary diffusive wave which simply widens, according to

cr(t) = c1 erfc

(
r

2
√
bt

)
as t→ ∞ with r = O(t1/2). (3.26)
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Fig. 4. Evolution of the case θ < 1 to equilibrium.
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Fig. 5. Evolution of the case θ = 1 to equilibrium, the cluster size distribution is
plotted at t = 10, 102, 103, 104, 105 when the parameters are given by b = 1, c1 = 1,
a = 1.

See Figure 5 for an illustration of this solution over the range 1 ≤ r ≤ 200,
10 ≤ t ≤ 104. In this case, at large times, the total mass of the system (3.13)
grows according to M1(t) ∼ bc1t, and the free energy follows

V ({cr}) ∼ 2c1
√
bt

∞∫

0

erfc(η) (log(erfc(η)) − 1) dη, (3.27)

which is negative (since 0 < erfc η < 1 for η > 0) and increases in magnitude
without bound. Thus in this case the function V ({cr}) is not bounded below
and so is not a Lyapunov function for the system.

3.3.5 Case III: large-time kinetics for θ > 1

In this case we put ψr(t) = cr(t)/c1 as the system converges to the steady-
state solution csss,r = c1 (which has flux J = Jsss := ac21(1−1/θ) = c1(ac1−b))
rather than the equilibrium solution (J = 0). The equilibrium solution ceq,r =
θr−1ceq,1 diverges at large r, as do all steady-state solutions with J < Jsss;
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steady solutions with fluxes J > Jsss all lead to negative concentrations at
large r.

The kinetic behaviour of ψr(t) is similar to that of Case I; after taking the
continuum limit in r, the partial differential equation for Ψ(r, t) = ψr(t) is

1

b

∂Ψ

∂t
= 1

2
(1 + θ)

∂2Ψ

∂r2
− (θ − 1)

∂Ψ

∂r
. (3.28)

Hence

cr(t) ∼ 1
2
c1erfc


r − (ac1 − b)t√

2(ac1 + b)t


 as t→ ∞

with r − (ac1 − b)t = O(t1/2).
(3.29)

A typical solution is plotted in Figure 6. Starting from monodisperse initial
data, the evolution of cR(t) for large R is governed by a long induction time
during which cR(t) remains small. This lasts for a time of tind ∼ R/(ac1 − b);

there follows a transition phase of duration ttrans ∼
√

2(ac1 + b)R/(ac1 − b)3/2

over which the concentration increases from almost zero to close to its steady-
state value of c1. Finally, over a longer timescale cR(t) converges to this steady
value.

For the case θ > 1, the function V ({cr}) decreases according to

V ({cr}) ∼ −1
2
c1(ac1 − b)2 log

(
ac1
b

)
t2 as t→ ∞, (3.30)

thus V is not bounded below and so does not qualify as a Lyapunov function.
At large times, the leading-order approximation for the total mass of the sys-
tem (3.13) is M1(t) ∼ 1

2
(ac1 − b)2c1t

2. Note that this represents a much faster
rate of growth than that observed when θ = 1 (Case II, where M1(t) ∼ ac21t).
The free energy (3.30) also decreases much faster than (3.27). In both cases
the difference is indicative of the fact that the case θ = 1 lies on the border-
line between steady-state and equilibrium behaviour. In Case II aggregation
and fragmentation are precisely balanced, whereas in Case III aggregation
dominates.

3.3.6 Alternative derivation of asymptotic results

In [51] the exact solution of (3.13) for monodisperse initial data is given as

cr(t) = (r − 1)c1θ
(r−1)/2

t∫

u=0

u−1 e−(b+ac1)uIr−1

(
2u
√
bac1

)
du, (3.31)
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Fig. 6. Evolution of the case θ > 1 to steady-state, the cluster size distribution
is plotted at t = 200, 400, 600, for the parameters b = 0.9, c1 = 1, a = 1, so
θ = 10/9. The front propagates at a speed of 0.1, so in the plots the front is at
r = s(t) = 20, 40, 60. Note that the width of the front grows as t increases.

where Iν(z) is the modified Bessel function [31]. The large-time kinetics of
this solution can be approximated using equation 9.7.7 on p.378 of [31], which
allows the integral (3.31) to be rewritten as

cr(t) ∼
c1θ

ν/2
√
ν√

2π

2bt
√

θ/ν∫

z=0

eνf(z) dz

z(1+z2)1/4
, (3.32)

where ν = r − 1 = O(t) � 1 and the function f(z) is defined by

f(z) =
√

1 + z2 + log z − log
(
1 +

√
1 + z2

)
− (θ + 1)z

2
√
θ

. (3.33)

For simplicity, we now consider just the case θ > 1. In Laplace’s method the
function f(z) is replaced by its Taylor expansion around either its maxima,
or the endpoints of the interval 0 ≤ z ≤ 2bt

√
θ/ν. For large t, the relevant

critical point is located at z = zc = 2
√
θ/(θ − 1), where we find fc = f(zc) =

−(log θ)/2 and f ′′
c = f ′′(zc) = −(θ−1)3/4θ(θ+1). At leading order, the inte-

grand g(z) exp(νf(z)) in (3.32) is replaced by g(zc) exp(νfc + ν(z − zc)
2f ′′

c /2)
which can be integrated explicitly. Ultimately one recovers the asymptotic re-
sult (3.29). For θ < 1, a similar calculation (based on an expansion around
zc = 2

√
θ/(1−θ)) reproduces (3.23). At every approximation, the size of error

terms in the calculation can be determined, hence it is possible to make this
method rigorous. However, the analysis of this section relies on knowledge of
the exact solution (3.31), which can be derived by taking the Laplace trans-
form (in time) of (3.13). Exact solutions for more general rate coefficients are
not known and not easily derivable. Whilst the heuristic method of Sections
3.3.3–3.3.5, is not rigorous, it is widely generalisable to rate coefficients which
vary with cluster size (see, for instance, [47]).
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3.4 Constant mass formulation of the Becker-Döring equations

Some systems may be ‘closed’ in that only material present in the system at
t = 0 is available for growth of clusters, and there is no mechanism for replen-
ishment of monomers from the outside. In such closed systems the monomer
concentration will also vary, according to

dc1
dt

= −J1(t) −
∞∑

r=1

Jr(t), (3.34)

in addition to

dcr
dt

=Jr−1(t) − Jr(t) (r ≥ 2) (3.35)

Jr(t) = ar cr(t) c1(t) − br+1 cr+1(t). (3.36)

In this system of equations c1(t) also has to be treated as an unknown variable
on par with rest of the cr(t), r ≥ 2. The problem is now much more complex,
since the coupling of c1(t) with other functions cr(t) makes the equations
(3.34)–(3.36) both nonlinear in the cr(t) variables and nonlocal in the depen-
dent variable r. However, the system still possesses a Lyapunov function; in
place of (3.10) we now have

V ({cr}) =
∞∑

r=1

cr

(
log

(
cr
Qr

)
− 1

)
. (3.37)

This system of equations (3.34) was written down and studied by Penrose and
Lebowitz in [49], and independently by Burton [55], and has since received
much attention, both due to the difficulties in proving the existence of so-
lutions [12] and because of its usefulness in modelling real systems such as
micellisation kinetics [3,4].

Ball, Carr & Penrose [12] prove the existence of solutions of (3.35)-(3.36) under
the conditions of ar = O(r) as r → ∞ and M1(0) <∞. Solutions exist in the
positive cone X+ of the Banach space X where

X = {y = (yr(t))
∞
r=1 : ‖y‖ <∞}, ‖y‖ :=

∞∑

r=1

r|yr(t)|, (3.38)

and X+ = {y ∈ X : yr(t) ≥ 0 ∀ r, t}.
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3.5 Large-time behaviour

Ball, Carr & Penrose [12] investigated rigorously the existence, uniqueness
and mass conservation of solutions of (3.34). The most interesting outcome
of their study is a type of metastability which we shall now summarise. This
behaviour occurs for certain combinations of aggregation and fragmentation
rate coefficients. Based on the partition function induced by the rate constants,
a classification into four types of system can be made.

Given an initial distribution of cluster sizes cr(0) = cor, we define the initial
mass of the system by

%o := M1(0) =
∞∑

r=1

rcor. (3.39)

Next, from the aggregation and fragmentation rates (ar, br, respectively)
we define the partition function Qr by (3.6) and then we consider the one-
parameter family of potential equilibrium solutions, ceq,r = Qrc

r
eq,1. We con-

sider this family to be parameterised by the monomer concentration at equilib-
rium, which we define by z = ceq,1. Each value of z ∈ R

+ generates a potential
equilibrium solution ceq,r(z) = Qrz

r. For each z we thus define the total mass
by

%eq(z) =
∞∑

r=1

rceq,r(z) =
∞∑

r=1

rQrz
r. (3.40)

Thus %eq is a function of z defined in terms of a power series, and so it is
natural to determine the radius of convergence of the series, R, which may be
infinite, finite or zero. As the power series has no constant term, %eq(0) = 0.
All other coefficients of z in the power series (rQr) are positive and so %eq(z)
is a monotonically increasing function of z in z > 0.

Now, given any particular initial data (cor), the total mass of the equilibrium
solution %eq(z) should be the same as that of the initial data (%o given by
(3.39)). Thus to determine precisely which equilibrium solution is approached
in the large time limit (equivalently, which value of z the monomer concen-
tration assumes at equilibrium), it is natural to attempt to solve the equation
%eq(z) = %o for z, the equilibrium monomer concentration.

There are four scenarios which this procedure yields, each of which is de-
scribed briefly below, together with examples of corresponding aggregation
and fragmentation rates. These depend on the qualitative shape of the graph
of %eq(z) against z. The four cases are illustrated in Figure 7. In Cases III and
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IV metastable behaviour is observed; this will be discussed in more detail in
Section 3.6.

3.5.1 Case I: R = ∞.

In this case the function %eq(z) has an infinite radius of convergence, and so
0 ≤ %eq(z) < ∞ for all z in 0 ≤ z < ∞. Moreover, %eq(z) → ∞, as z → ∞.
Therefore, given any initial mass (%o ≥ 0), there is an equilibrium solution
with the same total mass; that is, solving %eq(z) = %o gives a unique solution,
z ∈ R

+. A large initial mass (%o � 1) gives rise to a large equilibrium monomer
concentration (z � 1).

If we choose aggregation and fragmentation rates given by ar = 1, br = (r+
1)2/r, (so that fragmentation dominates at large cluster sizes), from (3.6) the
partition function is Qr = 1/rr!. The total mass of the equilibrium solution
ceq,r = Qrz

r is

%eq(z) =
∞∑

r=1

zr

r!
= ez − 1. (3.41)

Given any %o ≥ 0 there is a unique solution z = ceq,1 ≥ 0 of the equation
ez−1 = %o, namely z = log(1+%o). In particular, if %o = 0 then the equilibrium
monomer concentration is given by z = ceq,1 = 0; and as %o increases, ceq,1 also
increases, with z = ceq,1 → ∞ as %o → ∞, as illustrated qualitatively in Case
I of Figure 7.

3.5.2 Case II: 0 < R <∞, %eq(R) = ∞.

In this case the function %eq(z) has a finite radius of convergence R <∞, and
as z approaches R, the function %eq(z) diverges; that is, as z = ceq,1 → R−,
%eq(z) → +∞. For any initial mass (%o) the equation %eq(z) = %o has a unique
solution for z in the range 0 ≤ z < R. Thus there is an equilibrium solution
with the same total mass as the initial conditions. If one considers large initial
masses, then we find that as %o → ∞, z → R−; there is an upper limit on
equilibrium monomer concentration.

As an example of this case we choose the rates of Section 3.3, namely ar = a,
br = b. Then Qr = (a/b)r−1 (by applying (3.6)). The Lyapunov function (3.37)
implies that the system evolves to the equilibrium solution ceq,r = Qrz

r, for
some z; we find the total mass at equilibrium is

%eq(z) =
∞∑

r=1

r(az/b)r−1z =
z

(1 − az/b)2
. (3.42)
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Fig. 7. The four cases for equilibrium data in the constant mass Becker-Döring
system. In each case %eq(z) is plotted against z. Case I corresponds to infinite
radius of convergence; Case II, unit radius convergence, R = 1 and %eq(1) = ∞;
Case III, unit radius of convergence, R = 1 and %eq(1) = 2; and Case IV zero radius
of convergence.

Given an initial mass of %o, the monomer concentration at equilibrium is given
by solving the above for z, which leads to

ceq,1 = z =
2%o

1 + 2a%o/b +
√

1 + 4a%o/b
, (3.43)

so %o = 0 implies z = 0 as expected, and as %o → ∞ we have z → (b/a)−. Given
any particular initial mass %o ≥ 0, there is a unique equilibrium solution with
the equilibrium monomer concentration lying in the range 0 ≤ z < b/a. No
equilibrium solution can have a monomer concentration in the range z ≥ b/a.

3.5.3 Case III: 0 < R <∞, %eq(R) <∞.

In this case the function %eq(z) again has a finite radius of convergence, R,
but, in contrast with Case II, when the monomer concentration takes on this
maximum value, the total mass is finite. That is, at the radius of convergence
z = R, the mass %eq(z) takes on some maximum value, %c := %eq(R) <∞.

This case is not as simple as the two examples discussed above. If %o < %c, the
equation %eq(z) = %o has a unique solution and so, as in Case II, given such
an initial mass, there is an equilibrium solution of the same mass which the
system will approach in the large-time limit. However, if %o > %c then there is
no equilibrium solution with the same mass as the initial data. This prompts
the question ‘So what happens as t→ ∞?’

When %o > %c we have an unusual type of convergence, with c1(t) → R as

32



t → ∞ and hence cr(t) → QrR
r also. However, the solution also maintains

the initial mass, that is, the equation
∑∞

r=1 rcr(t) = %o holds for all time t.
The apparent anomaly that the mass of the limiting solution

∑∞
r=1 rQrR

r =
%eq(R) is strictly less than the initial mass, %o, is explained by the excess mass
%o−%c being transported to ever larger aggregation numbers. This has similar
convergence properties to the solution of the diffusion equation (ut = uxx) on
an infinite line x ∈ R. If the initial datum u(x, 0) = e−x2

is imposed, then
one expects the integral I[u] =

∫∞
−∞ u dx to be conserved (I[u] = 2

√
π for all

time). However, the solution u(x, t) = exp(−x2/4(t + 1))/
√
t+ 1 shows that

for each value of x we have u(x, t) → 0 as t → ∞. Even though I[0] = 0, the
identity I[u] = 2

√
π holds for every t. This means that the process of taking

the limit t → ∞ does not commute with evaluation of the integral I[u]. This
property is known as ‘weak’ convergence; in contrast to that seen in Cases I
and II, which is described as strong convergence.

If we are very careful in the choice of the aggregation and fragmentation rates,
and take

ar = a, br+1 =
b(r + 1)2

r(r − 1
2
)
, (3.44)

then

Qr =
(
a

b

)r−1 Γ(r − 1
2
)

r
√
πr!

, (3.45)

by (3.6). The equilibrium solution ceq,r = Qrz
r implies that the mass at equilib-

rium depends on the equilibrium monomer concentration (z = ceq,1) according
to

%eq(z) =
2z

1 +
√

1 − az/b
. (3.46)

This function is monotonically increasing from z = 0 where %eq(0) = 0 to
z = R := b/a where %eq(R) = 2b/a. Thus if %o = 0 we have z = ceq,1 = 0; and
if we consider larger values of %o, then we are led to larger values of the solution
z = ceq,1; however, this only holds for initial masses %o up to %c = 2b/a, where
z = ceq,1 = b/a. In the range 0 ≤ %o ≤ %c = 2b/a, we have 0 ≤ z ≤ b/a
and (3.46) can be inverted to give the equilibrium monomer concentration in
terms of initial mass

z = %eq

(
1 − a%eq

4b

)
. (3.47)

In Figure 7, III, we plot (3.46) which corresponds to the lower branch of
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(3.47), that is, 0 ≤ %eq ≤ 2b/a. Whilst (3.47) is double-valued if %eq is plotted
against z, the single-valued solution (3.46) corresponds to the lower branch
(%eq < 2b/a), which is physically relevant. The upper branch of (3.47), given
by

%̂eq(z) =
2z

1 −
√

1 − az/b
, (3.48)

gives rise to spurious solutions in which 2b/a < %̂eq ≤ 4b/a. Note that z = 0,
%o = 4b/a solves (3.47), and limz→0 %̂eq(z) = 4b/a; however, substituting z = 0
in (3.40) leads to %eq(0) = 0. It is thus (3.46), which is the lower branch of
(3.47) which leads to physically relevant solutions.

For initial masses %o > %c there is no monomer concentration ceq,1 = z which
gives an equilibrium solution with mass %o (that is, there is no solution z
to the problem %eq(z) = %o). If a Becker-Döring system is started with mass
%o > %c, the monomer concentration evolves according to c1(t) → R = b/a
as t → ∞ and the system evolves towards the corresponding equilibrium so-
lution, cr(t) → Qr(b/a)

r. Bounds on the rate at which this occurs have been
obtained by Penrose [56]. Note that for z < b/a, the equilibrium solution de-
cays exponentially at large cluster sizes; but for z = b/a the decay is only
algebraic, with cr ∼ b/(a

√
πr5/2) as r → ∞. Such a distribution still has finite

total mass, which will be equal to %c = 2b/a. For systems with an initial ex-
cess of mass (%o > %c), the excess mass (%o − %c) is transported to ever larger
aggregation numbers in such a way that mass is conserved (

∑∞
r=1 rcr(t) = %o

for any t <∞). One way of thinking about this phenomena is that the excess
mass is escaping to form a superparticle akin to gelation in the Smoluchowski
model; however, since the Becker-Döring model has only cluster-monomer in-
teractions, the kinetics is considerably slowed, and the gelation transition does
not occur at any finite time.

Note that although the phenomena described here and in Case II are quite
different, it is determined through subtle differences in the rate coefficients
For large cluster sizes, the rates (3.44) can be approximated by

ar = a, br+1 = b
(
1 +

5

2r

)
, (3.49)

the leading order terms are thus identical to Case II, the difference being in
the O(1/r) correction term in br+1.
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3.5.4 Case IV: R = 0.

This is similar to Case III, with R = 0 and %eq(R) = 0. The only equilibrium
solution in this case is ceq,r = 0, and this is the solution which is approached in
the large-time limit, that is for all r, cr(t) → 0 as t → ∞. All mass is carried
to larger and larger aggregation numbers such that at every time t we have∑∞

r=1 rcr(t) = %o. A rigorous analysis of this case has been carried out by Carr
& Dunwell [57].

To show an example of this case we choose ar = ar, br = b, so that aggrega-
tion dominates at larger cluster sizes. We find Qr = (a/b)r−1(r − 1)!. For an
equilibrium solution of the form cr = Qrz

r, the total mass is

%eq(z) =
∞∑

r=1

(a/b)r−1r!zr, (3.50)

which is a divergent power series, that is, the series diverges for any z 6= 0.
Thus our assumption of the equilibrium solution being ceq,r = Qrz

r is false
unless z = ceq,1 = 0. So c1(t) → 0 and cr(t) → 0 for all r as t→ ∞. However,
for all t <∞, the total mass of the system remains constant for all finite times
(
∑∞

r=1 rcr(t) = %o).

3.6 Metastability

In classical statistical physics, metastability is often defined in terms of a
system being in a local energy minimum, thus a metastable state is locally
stable (in that small fluctuations die away) and the system remains in the
state for a long time (see Keller & Cheng [58], for example). Eventually a
large enough random fluctuation will occur to perturb the system into a region
where it will be attracted to the global minimum energy configuration.

However, since our Becker-Döring models are purely deterministic (describing
the averaged or expected behaviour of systems) it is not possible for us to
calculate the waiting time for a ‘large enough random fluctuation’ to occur.
Instead, by metastable, we shall mean a state which has a ‘dormant instability’;
that is, a state which is stable to most perturbations, but evolves slowly along
a trajectory.

An example of metastable kinetics is the behaviour of the heat equation on
a dumb-bell shaped region [59]. Over a relatively short time period each lobe
of the dumb-bell evolves rapidly to a uniform temperature, though each lobe
may have a different temperature. Over a much slower timescale, heat passes
along the small neck joining the two lobes. This final phase of the dynamics
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can be described as metastable.

In [56], Penrose discusses metastable states and behaviour in relation to the
constant mass formulation of the Becker-Döring system. Rigorous results on
metastable behaviour in both the constant total mass and constant monomer
concentration formulations of the Becker-Döring system are proven by Pen-
rose in [60]. Although metastable states are characterised by extremely long
lifetimes and very slow evolution, they are not equilibrium states; and they
exist in systems which have no equilibrium configuration; that is, in Cases III
and IV (Sections 3.5.3 and 3.5.4).

We assume that the rate coefficients ar, br are such that Case III applies, and
that the critical monomer concentration c1 = R corresponds to a critical mass
of %c. For monomer concentrations z = R + ε with 0 < ε � 1 there is no
equilibrium solution since the sequence rQrz

r diverges as r → ∞. However,
for small ε the terms rQrz

r diverge slowly. By saying ‘X is algebraically large
(small)’ we mean X = O(εn) for some n < 0 (n > 0); and by ‘exponentially
large (small)’, we mean Xεn → ∞ (0) as ε→ 0 for all n > 0 (n < 0).

It is helpful to split the cluster size distribution into two parts, according to
cluster size, the smaller clusters being those with size r ≤ m and the larger
ones having r > m. We define m = m(z) by the value of r which minimises
arQrz

r. For z < R, the sequence arQrz
r+1 converges to zero, but for z > R

the sequence diverges; we are interested in values of z just above R, for which
m(z) is large. Penrose proves that

cr(t) =





Qrz
rJ(z)

∞∑

k=r

1

akQkzk+1
, (r ≤ m),

QrR
r, (r > m),

(3.51)

is a metastable state of the constant mass form of the Becker-Döring equa-
tions. The flux from the smaller to the larger parts of the distribution is
given by J∗ = amQmz

m+1, and the mass of the larger component is given by
M∗

1 =
∑∞

r=m+1 rQrR
r. Provided certain reasonable conditions on ar, br and Qr

are satisfied, and that ε = z − R is small, it is possible to prove that m(z) is
algebraically large, J∗ is exponentially small, and M ∗

1 is exponentially small.
Furthermore, a system initiated from (3.51) maintains |cr(t) − cr(0)| expo-
nentially small for an algebraically large time t whilst limt→∞ |cr(t) − cr(0)|
is not exponentially small; that is, the system is changing, but evolves on an
exponentially long timescale.
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3.7 Summary

In this section we have given a brief introduction to the Becker-Döring equa-
tions. They arise in two main formulations, the original formulation with a
fixed monomer concentration and, more recently, a system in which the total
mass of the system is fixed, leading to a variable monomer concentration. We
have shown how the large-time kinetics may be calculated using asymptotic
techniques. In the constant mass formulation we have shown how the choices
of aggregation and fragmentation rate coefficients give rise to qualitatively
different large-time phenomena, with some systems converging to an equilib-
rium solution strongly and others weakly. Finally we have shown that weak
convergence can lead to metastable kinetics. Many other formulations of the
Becker-Döring equations have been proposed; for example, that of Dreyer &
Duderstadt [61], studied in more detail by Hermann et al. [62], uses an alter-
native interpretation of the available free energy of the system. More general
systems are discussed in the next section.

4 More general coagulation-fragmentation processes

In this section we show how the Smoluchowski coagulation equations and the
Becker-Döring equations have been generalised to form models of more general
processes involving coagulation and fragmentation.

4.1 Fragmentation

First we generalise the simple stepwise fragmentation of the Becker-Döring
model of reversible cluster growth to show how more general fragmentary
processes can be modelled. The reverse process of (2.1) is binary fragmenta-
tion, which we may write as Cr → Cs + Cr−s, where the only restriction is
1 ≤ s ≤ r− 1. If we assume that this process occurs at the rate bs,r−s = br−s,s,
we obtain the kinetic equation [63]

dcr
dt

= −1
2
cr

r−1∑

s=1

bs,r−s +
∞∑

s=1

br,scr+s. (4.1)

Ball & Carr [11] have shown that (4.1) has solutions of the form cr(t) = eλtfr.
Unfortunately such solutions do not conserve mass. For certain fragmentation
kernels br,s, for example br,s = (r + s)β with β > −1, the solution has λ > 0
and 0 ≤ fr ≤ r−β−3 so mass is well-defined (

∑∞
r=1 rfr < ∞) and increases
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due to a spurious influx from infinitely large particles. Intuitively, this can be
thought of as the reverse process to gelation in the Smoluchowski coagulation
equations.

In greater generality than (4.1), it is possible to treat multiple fragmentation,
whereby when a cluster breaks up, many fragments are produced. Following
Ziff [64], it is more natural in this case to write the rate constant as a product
of γr, the rate at which a cluster of size r fragments, and β(r|m), the daughter
distribution, which describes the number of fragments of size m produced
when a cluster of size r fragments. In place of (4.1), we then have

dcr
dt

= −γrcr +
∞∑

s=1

β(r+s|r)γr+scr+s, (4.2)

subject to the condition that
r−1∑

m=1

mβ(r|m) = r.

4.2 Smoluchowski coagulation-fragmentation

In general coagulation-fragmentation processes, we may expect all the aggre-
gation processes to be reversible as in

Cr + Cs 
 Cr+s, forall r, s ≥ 1. (4.3)

For this brief discussion, we only consider binary fragmentation. We denote
the aggregation rate in (4.3) by ar,s and the fragmentation rate by br,s, both
of which must be symmetric, that is ar,s = as,r and br,s = bs,r. We apply the
law of mass action, defining Wr,s to be the net flux from cr and cs to cr+s, and
obtain the evolution equations

dcr
dt

= 1
2

r−1∑

s=1

Ws,r−s −
∞∑

s=1

Wr,s, Wr,s = ar,scrcs − br,scr+s, (4.4)

with ċ1 = −
∞∑

s=1

W1,s.

The system of equations (4.4) has a number of properties similar to that of
the Becker-Döring model. In many applications we will expect there to be
a well-defined equilibrium solution which is determined by requiring all the
fluxes to vanish, (Wr,s = 0). Provided the rate coefficients satisfy a consistency
condition, known as detailed balancing, the solution has the same form as for
the Becker-Döring equations, as we now show. Let us consider just the Wr,1
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fluxes. From the forward and reverse rates ar,1 and br,1 we construct a partition
function from ar,1Qr = br,1Qr+1 and Q1 = 1 in an identical fashion to (3.6).
The equilibrium solution is then ceq,r = Qrc

r
1. Since equilibrium is a global

property of the system, when cr takes its equilibrium value all the fluxes Wr,s

for s > 1 must also be zero. (If this were not the case, then cr = Qrc
r
1 is not

the global equilibrium solution). Thus once all the rate coefficients ar,s and
br,1 are specified, the remaining br,s for s > 1 cannot be chosen freely; rather
they must satisfy ar,sQrQs = br,sQr+s.

Existence and uniqueness results for the coagulation-fragmentation equations
have been derived by many authors. The results of Ball & Carr [11] are re-

stricted to kernels of the form ar,s < K(r + s) and
∑b(r+1)/2c

s=1 s1−αbs,r−s <
Kr1−α. The former inequality prevents any potential problems with the ag-
gregation kernel allowing gelation. They prove existence, uniqueness and mass
conservation results, thus removing the possibility of fragmentation causing
an increase of mass—a possibility noted in Section 4.1. Considering strong
fragmentation, that is,

∑b(r−1)/2c
s=1 smbs,r−s ≥ K(m)rm+γ , Carr [65] has further

proved that the quantity

V ({cr}) =
∞∑

r=1

cr(t)

(
log

(
cr(t)

Qr

)
− 1

)
(4.5)

is a Lyapunov function for the system (4.4). Starting from arbitrary initial
data with finite mass, the system must then converge to the equilibrium so-
lution ceq,r = Qrc

r
1 with c1 such that the total mass of the system at equi-

librium matches that of the initial data. Carr & da Costa [66] also consider
non-gelling aggregation kernels, together with a weak fragmentation condition
(
∑b(r+1)/2c

s=1 sbs,r−s ≤ Kr), to prove results similar to the metastability results
for the constant mass Becker-Döring system that we summarised in Section
3.4.

Jeon [39] proved the occurrence of gelation in coagulation-fragmentation prob-
lems for which the aggregation kernel satisfies εrs < ar,s < Krs in the limit
r + s → ∞ for some 0 < ε ≤ K < ∞, and when the fragmentation kernel
satisfies (r + s)br,s < B. The gelation time is bounded by tg ≤ 4/(2ε% − B)
(provided % > C/ε). Escobedo et al. [40] also prove the occurrence of gelation
in systems with non-zero fragmentation terms.

One may expect the presence of a fragmentation term to alter the gelation
behaviour of the system, allowing the mass to be conserved under differ-
ent conditions to that of the pure coagulation equation (2.2). Da Costa [13]
appears to be the first to prove that for aggregation kernels which permit
delayed gelation in pure aggregation problems, namely ar,s satisfying only
ar,s < K(rs)α with 1

2
< α < 1, mass-conserving solutions can exist provided

that the fragmentation kernel is strong enough. The requirement on the frag-
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mentation kernel is that it is ‘strong’ in the terminology of Carr [65,66], namely
∑r/2

s=1 s
µbs,r−s ≥ K(µ)rµ+γ for all µ ≥ 1 and for some γ > 0.

4.3 Multi-component coagulation-fragmentation

Many cluster-growth problems inevitably involve the mixtures of different
species forming heterogeneous clusters. This leads to multi-component prob-
lems, which have been formulated by a number of authors. For example, Wall
& Elvingson [67] and Wu [68] have analysed multi-component nucleation by
way of generalised Becker-Döring-type models. Denoting the cluster composed
of r units of type A and s units of type B by cr,s(t), the two-component Becker-
Döring system is

dcr,s
dt

= Jr−1,s−Jr,s+Ir,s−1−Ir,s, (r > 1, s > 1), (4.6)

together with

Jr,s = ar,scr,sc1,0 − br+1,scr+1,s, Ir,s = αr,scr,sc0,1 − βr,s+1cr,s+1, (4.7)

defined on the region Ω = {(r, s) ∈ Z
2 : r ≥ 0, s ≥, rs 6= 0}. The sys-

tem (4.6) is subject to modified equations on r = 0 and on s = 0, namely
ċr,0 = Jr−1,0 − Jr,0 − Ir,0 (r ≥ 2) and ċ0,s = −J0,s + I0,s−1 − I0,s (s ≥ 2). For
the constant mass formulation, one naturally expects two conserved quanti-
ties, namely M1,0 =

∑
(r,s) rcr,s(t) and M0,1 =

∑
(r,s) scr,s(t). Hence the above

equations are complemented with ċ1,0 = −I1,0 − J1,0 − ∑
Ω Jr,s, and ċ0,1 =

−I0,1 − J0,1 −
∑

Ω Ir,s.

There is an extra condition on the rate coefficients ar,s, br,s, αr,s, βr,s, which
is similar to the detailed balancing condition observed above for the single-
component Smoluchowski coagulation-fragmentation equations. The equilib-
rium solution of (4.6)–(4.7) is obtained by requiring Jr,s = 0 = Ir,s for all (r, s),
and so can be written as ceq,r,s = Qr,sc

r
1,0c

s
0,1, where the partition function Qr,s

satisfies

ar,sQr,s = br+1,sQr+1,s, and αr,sQr,s = βr,s+1Qr,s+1, (4.8)

together with Q1,0 = 1 = Q0,1. This implies that once ar,s, br,s and Q0,s are
imposed then Qr,s can be determined. Knowledge of α0,s and β0,s enables Q0,s

to be found; specifying αr,s for s > 0 then completely specifies βr,s for s > 0
(or vice versa).
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A multi-component Smoluchowski scheme has been proposed by Vemury et al.
[69] for charged aerosols. Here, the quantity cj,p(t) denotes the concentration,
at time t, of clusters of size (mass) j with the second component p being
the charge of the cluster. In contrast to the mass parameter j, the charge
parameter p is allowed to take on negative values as well as positive. Thus
equations such as

dcj,p
dt

= 1
2

∞∑

q=−∞

j−1∑

k=1

ak,q,j−k,p−qck,qcj−k,p−q −
∞∑

q=−∞

∞∑

k=1

ak,q,j,pck,qcj,p, (4.9)

are derived. With these more complicated equations, the determination of
the form of the rate coefficients ak,q,j,p also becomes more problematic. The
size- and charge-dependencies of the aggregation coefficients all need to be
postulated or determined before attempting to solve (4.9).

Another problem which ultimately leads to multi-component equations is clus-
ter growth which depends upon both cluster size (mass) and shape (surface
area or average diameter). Xiong & Pratsinis [70], Kostoglou et al. [71] and
Wattis [72] have studied such systems. Even the numerical solution of prob-
lems such as (4.9) is not straightforward since they require the repeated evalu-
ation of double sums or double integrals, which is computationally costly, and
difficult to do accurately particularly when the cluster distribution functions
are sharply peaked. Hence a common approach is to make approximations so
that the problems can be recast as single-component aggregation problems;
see Vemury & Pratsinis [73] for example.

4.4 Summary

In this section we have shown how generalisations of the Smoluchowski co-
agulation equations and the Becker-Döring equations have been formulated,
including more general fragmentation kinetics. We have also noted several sce-
narios where multicomponent processes arise naturally, and illustrated how
appropriate model equations may be constructed. Other interesting phenom-
ena arise in the modelling of more complex physico-chemical cluster-growth
problems include the inhibition of cluster growth by a second chemical species.
Such processes lead to unusual kinetics, as studied in [74], where one approach
to modelling the highly nonlinear process of secondary nucleation is proposed.
Marques et al. [75,76] model the relaxation of worm-like polymers using com-
bined coagulation-fragmentation processes such as end-interchange (Cj+k +
Cm → Cj+m + Ck) and bond-interchange (Cj+k + Cm+n → Cj+m + Ck+n),
both of which conserve the total number of clusters as well as the total mass
of clusters.
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There is a considerable literature relating the Lifshitz-Slyozov-Wagner [77,78]
theory for the growth of clusters at large times to Becker-Döring models of
cluster growth, see Carr & Penrose [79], Neithammer & Pego [80,30] and Ve-
lazquez [81] for further details. Both Dubovski [82] and Laurençot [83,84] have
studied the Oort-Hulst-Safronov (OHS) coagulation equation [85,86], the lat-
ter proving convergence to self-similar solutions in the continuous case. By con-
structing a more general discrete coagulation model, Dubovski demonstrates
underlying connections between the OHS model and the Smoluchowski model.

Other effects which it would be desirable to include in models of aggregation
processes include spatial effects such as diffusion, advection and fluid flow; for
example, see Slemrod [16]. This area is complicated since typically diffusion
rates decay to zero with increasing cluster size. An example of this is seen
in models which assume only monomers are allowed to diffuse and all other
cluster sizes are fixed. This conveniently leads to the Becker-Döring equations.
Although such assumptions at first sight seem extreme, in certain cases they
are justifiable – for example in Molecular Beam Epitaxy [87,88] where clusters
are two-dimensional islands with a thickness of one atomic layer on an oth-
erwise perfectly flat surface: over the timescales of interest, single atoms are
mobile, whereas dimers and trimers are, to a good approximation, stationary.

5 Conclusions

In this paper we have given a brief introduction to the Smoluchowski coagula-
tion equation: in Section 2 we have shown how exact solutions may be derived
for the three exactly solvable aggregation kernels, and summarised some of the
more elementary self-similar scaling results. We have given an introduction to
the phenomenon of gelation which occurs for certain classes of aggregation
kernel, and have noted some of the existence results.

In Section 3 we have described some of the theory associated with the Becker-
Döring model of stepwise aggregation and fragmentation. This system of equa-
tions is much simpler than the Smoluchowski system in that only cluster-
monomer interactions are permitted. Two versions of the system were dis-
cussed: firstly the constant monomer concentration formulation, for which we
illustrated some simple features of the kinetics of cluster formation through the
use of asymptotic expansions; secondly, the constant mass formulation, which
leads to a more complicated mathematical problem (being both nonlinear and
nonlocal), allowed us to discuss the phenomena of weak and strong conver-
gence and illustrate the presence of metastable kinetics in the Becker-Döring
model.

Finally, in Section 4 we have discussed some more sophisticated models which
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involve combinations and generalisations of coagulation and fragmentation
processes. As well as solving the appropriate coagulation-fragmentation mod-
els, in any particular application there remains the challenge of determining
appropriate rate coefficients.

A major current challenge is the understanding of coagulation of multi-component
systems: this provides problems in the analysis of mass conservation and gela-
tion properties. For example, in multicomponent systems there are many in-
teresting problems surrounding gelation: how does the composition of the gel
evolve over time ? can the two components gel separately at different times ?
Also, the construction of existence and uniqueness results, the development of
efficient numerical algorithms for computer simulation, and problems in the
acquisition of vast arrays of data for the rate coefficients are all more com-
plicated in multicomponent systems. Even in single-component coagulation-
fragmentation systems there are many results which have been derived by use
of asymptotic methods but which not yet been rigorously established. Open
problems include establishing the strength of fragmentation needed to prevent
gelation in Smoluchowski systems. Other areas which have received little de-
tailed mathematical analysis are systems with simultaneous input and removal
of clusters, and systems which couple coagulation-fragmentation with spatial
effects through advection-diffusion processes. The rigorous analysis of systems
whose initial data is divergent (but possibly Borel summable) is an emerging
area; this type of Smoluchowski system has recently been explored by Menon
and Pego [28,29], but as yet there is no corresponding theory for Becker-Döring
systems. In conclusion the area of coagulation-fragmentation problems remains
open and active; the variety of applications from which model equations are
derived, continually give rise to new systems of equations.
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[84] Ph. Laurençot. Self-similar solutions to a coagulation equation with
multiplicative kernel. To appear in Physica D (this issue), , –, (2006).

[85] JH Oort & HC van der Hulst. Gas and smoke in interstellar space. Bull Astron
Inst Netherland, 10, 187–210, (1946).

[86] VS Safronov. Evolution of the protoplanetary cloud and formation of the earth
and the planets. Israel program for scientific translations Ltd. Jerusalem, (1972).

[87] MN Popescu, JG Amar & F Family. Rate-equation approach to island-size
distributions and capture-numbers in submonolayer irreversible growth. Phys
Rev B, 64, 205404, (2001).

[88] JA Blackman & A Marshall. Coagulation and fragmentation in cluster-monomer
reaction models. J Phys A; Math Gen, 27, 725–740, (1994).

48


