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Density-matrix approach for an interacting polariton system
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Using the Lindblad approach we develop a general formalism for theoretical description of a spatially
inhomogeneous bosonic system with dissipation provided by the interaction of bosons with a phonon bath.
We apply our results to model the dynamics of an interacting one-dimensional polariton system in real space and
time, analyzing in detail the role of polariton-polariton and polariton-phonon interactions.
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I. INTRODUCTION

A semiconductor microcavity is a photonic structure de-
signed to enhance the light-matter interaction. In a planar
microcavity photons are confined between two mirrors and
resonantly interact with the excitonic transition of a two-
dimensional semiconductor quantum well (QW). If the quality
factor of the cavity is sufficiently high, it is possible to
achieve the regime of strong coupling between the cavity
photon and QW exciton. In this case the elementary ex-
citations in the system, which are called cavity polaritons,
have a hybrid, half light, half matter nature. The peculiar
properties of polaritons make them a unique laboratory for
studying of various collective phenomena interesting from the
point of view of basic physics, which range from polariton
BEC,! superfluidity,” and the Josephson effect®* to polariton-
mediated superconductivity.’

Besides fundamental interest, quantum microcavities in
the strong-coupling regime can be used for a variety of
optoelectronic applications.® Recently, it was proposed that
the peculiar spin structure and possibility of achieving lateral
confinement of polaritons’ opens a way for creation of optical
analogs of spintronic components (so-called spinoptronic
devices), based on transport of cavity polaritons in real
space. In this context, the analysis of one-dimensional (1D)
polariton transport is of particular importance,® as 1D polariton
channels are fundamental building blocks of such future
spinoptronic devices as polariton neurons’ and polariton
integrated circuits.'?

On the theoretical side, transport properties of exciton-
polaritons in real space have not yet been studied in detail.
Early works'!~!3 treated the case of polaritons interacting with
external potentials only neglecting both polariton-polariton
and polariton-phonon interactions. However, in the most
interesting regime of polariton BEC neither of the two
interactions can in principle be neglected. Indeed, coupling
of the polaritons with a reservoir of acoustic phonons leads to
thermalization of the polariton subsystem, which is dramat-
ically speeded up by polariton-polariton interactions which
are known to be responsible for overcoming the so-called
bottleneck effect.'* Besides, in the regime of polariton BEC
polariton-polariton interactions are responsible for the onset
of superfluidity.”

Currently, there are two ways of describing a system of in-
teracting polaritons. Assuming full coherence of the polariton
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system, polariton-polariton interactions can be accounted for
using nonlinear Gross-Pitaevskii (GP) equation, satisfactorily
describing the dynamics of inhomogeneous polariton droplets
in real space and time.'®!” The approach, however, does
not include interactions with a phonon bath, responsible for
thermalization of the system and leading to dephasing. In the
opposite limit, when the polariton system is supposed to be
fully incoherent, its dynamics can be described using a system
of semiclassical Boltzmann equations,'8>! which provides
information about time dependence of the occupation numbers
in reciprocal space but fails to describe real-space dynamics
in the inhomogeneous system.

Recently, there appeared theoretical attempts to combine
the two mentioned approaches introducing dissipation terms
into GP equation in a phenomenological way.”> To our
mind, however, these attempts, although being interesting and
leading to a rich phenomenology,?*** are not fully satisfactory,
as they lack any microscopic justification. In the present paper
we give an alternative way of describing the dynamics of
an inhomogeneous polariton system in real space and time
accounting for dissipation effects. Our consideration is based
on the Lindblad approach for density matrix dynamics. We
use our results for modeling of the propagation of polariton
droplets in 1D channels. It should be noted that the method we
develop is rather general and can in principle be applied to any
system of interacting bosons in contact with a phonon reservoir
(for example, indirect excitons?). The similar formalism was
previously applied to model Josephson oscillations between
two spatially separated condensates, but in that context the
spatial dependence was trivial.?

II. FORMALISM

We describe the state of the system (polaritons plus
phonons) by its density matrix p, for which we apply the
Born approximation factorizing it into the phonon part which
is supposed to be time independent and corresponds to_the
thermal distribution of acoustic phonons oy, = exp{—p Hpn}
and the polariton part p,, whose time dependence should
be determined, 0 = pPph ® Ppot. Our aim is to find dynamic
equations for the time evolution of the single-particle polariton
density matrix in real space,

p(r,r' 1) = Te{g e,y (' ,0p) = (i), (1)
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where {ﬂ\ T(l‘,l),l?f\ (r,t) are operators of the polariton field, and
the trace is performed by all degrees of freedom of the system.
The particularly interesting quantities are the diagonal matrix
elements which give the density of the polariton field in real
space and time n(r,t) = p(r,r,t). In our consideration we
neglect the spin of the cavity polaritons for simplicity, as our
main goal here is to account for dissipative dynamics coming
from interaction with phonons, and spin degree of freedom is
not expected to introduce any qualitatively new physics from
this point of view. However, the introduction of spin into the
model is straightforward and corresponding work is currently
underway. It should also be noted that our model is to some
extent similar to one proposed in Ref. 27. Differently from that
paper, however, we assume that all decoherence in the system
comes from the interaction with acoustic phonons, which is
neglected in Ref. 27, and thus we do not perform the separation
of the polariton ensemble into a coherent low-energy part and
incoherent high- energy reservoir.

It is convenient to go to reciprocal space, making a Fourier
transform of the one-particle density matrix,

p(k,kﬂt)::(2n)d/Ldl/,dﬂ“_k%”p(rJ“J)drdr/

= Tr{a a} = (¢} aw), @

where d is the dimensionality of the system (d =2 for
nonconfined polaritons, d = 1 for the polariton channel), L
is its linear size, and a;’ , ax are creation and annihilation
operators of the polaritons with momentum k. Note that we
have chosen the prefactor in a Fourier transform in such a way
that the values of p(k,k’,t) are dimensionless, and diagonal
matrix elements give occupation numbers of the states in
discretized reciprocal space. Knowing the density matrix in
reciprocal space, we can find the density matrix in real space
straightforwardly applying an inverse Fourier transform.

The total Hamiltonian of the system can be represented as
a sum of two parts,

H = H, + H,, 3)

where the first term H; describes the ‘“coherent” part of
the evolution, corresponding to free polariton propagation
and polariton-polariton interactions, and the second term
H, corresponds to the dissipative interaction with acoustic
phonons. The two terms affect the polariton density matrix in
a qualitatively different way.

A. Polariton-polariton interactions

The part of the evolution corresponding to H; is given by
the following expression:

U
+ + +
H, = E Exa, ax + > E Ay, Ay, Ak, +pdk, —p. “)
k ki.ka,p

where Ey is the energy dispersion of the polaritons, and U
is the matrix element of the polariton-polariton interactions.
In the current paper we neglect the p dependence of the
polariton-polariton interaction constant coming from Hopfield
coefficients.'> We do this approximation because the goal of
the manuscript is to present a novel formalism for description
of the relaxation effects and not detailed modeling of a
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particular experiment, and we want to keep our formalism
as simple as possible. Besides, this approximation is widely
used in current descriptions of polaritonic systems based on
modifications of the Gross-Pitaevskii equations.?>~>* However,
for modeling of realistic experiments the p dependence of
the interaction constant can easily be introduced into the
equations.

The effect of H; on the evolution of the density matrix is
described by the Liouville-von Neumann equation,

i(3,p)" = [Hi;p], S

which after use of the mean field approximation leads to the
following dynamic equations for the elements of the single-
particle density matrix in reciprocal space (see Appendix A
for details of the derivation):

(0o, 00} =20 Y "Im{p(ki ki — p)otkk+p)},  (6)
ki,p

{8, p(k, KN = i(Ex — Ep)p(k,k)

+iU Z pki ki —plok —pk) - pkkK +p)l. (7)
ki,p

These expressions represent an analog of the Gross-
Pitaevskii equation written for the density matrix.

B. Scattering with acoustic phonons

Polariton-phonon scattering corresponds to the interaction
of the quantum polariton system with a classical phonon
reservoir. It is of dissipative nature, and thus straightforward
application of the Liouville—von Neumann equation is im-
possible. Introduction of dissipation into quantum systems is
an old problem, for which there is no single well-established
solution. In the domain of quantum optics, however, there are
standard methods based on master equation techniques.?® In
the following we give a brief outline of this approach applied
to a dissipative polariton system.

The Hamiltonian of interaction of polaritons with acoustic
phonons in Dirac representation can be represented as

Hy(r) = H™(t) + H* (1)

— Z D(q)ei(EkJrq7Ek)fal-(ﬁ-+qak(bqefiwqt + btqeia)qt)’ (8)
k.q

where ay are operators for polaritons, bq are operators for
phonons, Ey and wq are dispersion relations for polaritons
and acoustic phonons, respectively, and D(q) is the polariton-
phonon coupling constant. In Eq. (8) we separated the terms
H* where a phonon is created, containing the operators
b*, from the terms H~ in which it is destroyed, containing
operators b.

Now, one can consider a hypothetical situation when
polariton-polariton interactions are absent, and all redistri-
bution of the polaritons in reciprocal space is due to the
scattering with a thermal reservoir of acoustic phonons.
One can rewrite the Liouville-von Neumann equation in an
integrodifferential form and apply the so-called Markovian
approximation, corresponding to the situation of fast-phase
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memory loss (see Ref. 28 for the details and discussion of
limits of validity of the approximation):

@p)® = — / dt'[Ho(1): [Ha(t'): p(O1]
= 8pe[2(H pH™ + H pH™)
—(H"H  +H HYp—p(HtH  + H H"Y),
©

where the coefficient §, denotes energy conservation and
has dimensionality of inverse energy and in the calculation
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taken to be equal to the broadening of the polariton state.?’
For time evolution of the mean value of any arbitrary operator
(A) = Tr(pA) due to scattering with phonons one thus has
(derivation of this formula is represented in Appendix B)

-~

{8, (AN = Sap([H 3 [A; HTID) + (LH 5 [As HTID).
~ (10)
Putting A = a;’ ay in this expression we get the contributions
to the dynamic equations for the elements of the single-particle
density matrix coming from polariton-phonon interaction (see
Appendix C):

ok )® = > 2W(q) [p(k +q k+q) () + 1) (pk.k) + 1) — pk Knb(p(k + q k + q') + 1)]

q Ex<Ey ¢

+ Y 2W@) [pk+d Uk + @ ok k) + 1) — pk k) (% + 1)(ok + ¢ k+q) + D] (11)

q/,Ek>Ek+q,

and

{30k, k) = p(k,K)
q’,Ek<Ek+q,

+ Y W@ [pK +a K +a) ]+

q.Ey <Ey .y

where the transition rates are given by W(q) = D2(q)8AEq

and nﬂh denote the occupation numbers of phonons with wave
vector q given by Bose distribution.

Equation (11) is nothing but a standard Boltzmann equation
for the phonon-assisted polariton relaxation, while Eq. (12)
describes the decay of the off-diagonal matrix elements of a
single-particle density matrix due to interaction with classical
phonon reservoir. Together these equations thus describe
thermalization of the polariton system.

To account for the effects of free polariton propagation,
polariton-polariton and polariton-phonon interactions one
should combine together expressions (6), (7), (11), and (12).
After finding the single-particle density matrix in reciprocal
space by solving the corresponding dynamic equations, one
can determine the dynamic of the system in real space simply
by performing a Fourier transformation by k and k’ variables.

III. RESULTS AND DISCUSSION

Our formalism is suitable for the description of both 2D
polaritons and polaritons confined within 1D channels. In this
paper we present the results of numerical modeling for the
latter case only, as solving of the dynamic equations for the
2D case requires the use of supercomputing facilities.

The results of modeling are shown in Figs. 1-3. We consider
a 2 um wide polariton channel in a GaAs microcavity with
Rabi splitting 15 meV at temperature 7 = 1 K. The polaritons
are created by a short coherent localized laser pulse. We

> W) [p(k +q.k+q)— nf}‘] + Y wa@) [—p(k +q k+q)—nll - 1]

q’,Ek >Ek+q’

> W) [-ok +a K +a) -l —1] . (12

q.Ev>Ey ¢

account for the finite lifetime of cavity polaritons T = 5 ps
adding the term —p(k,K’)/ into the dynamic equations.

Figure 1 shows the dynamics of the polariton system in
reciprocal space and demonstrates the roles of the polariton-
phonon and polariton-polariton interactions. If only the former
are included, the system demonstrates the bottleneck effect
shown in Fig. 1(a). Due to the energy relaxation coming from
the interactions with phonons, polaritons have a tendency
to move toward the ground state in k space. However, this
process is dramatically slowed down in the inflection region of
the polariton dispersion, where polariton-phonon interaction
becomes inefficient. Consequently, there is no remarkable
increase of the population of the k = 0 state.'* The bottleneck
effect can be overcome by the polariton-polariton interactions,
as shown in Fig. 1(b). One sees that in this case the particles
accumulate quickly in the k = O state. At the same time,
the second maximum of the polariton distribution appears
at higher £ due to the energy conservative nature of the
polariton-polariton interactions (analogically to the formation
of the idler mode in a polariton parametric oscillator”).

Our results for the dynamics of the polariton distribution in
reciprocal space are in good agreement with those obtained by
using Boltzmann equations. In addition, our approach allows
consideration of the dynamics of the dissipative polariton
system in real space. This is illustrated in Figs. 2 and 3.

Figure 2 shows the effect of the various types of interactions
on the real-space dynamics of the localized polariton wave
package. We compare the cases of the ballistic propagation
with those where only polariton-phonon interactions are
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FIG. 1. (Color online) Time evolution of polariton distribution
in k space. The vertical plane denotes the k = 0 state. (a) Only
polariton-phonon scattering is accounted for. The relaxation toward
the k = 0 state is blocked due to the bottleneck effect. (b) Both
polariton-phonon and polariton-polariton scattering are accounted
for. The maximum of the polariton concentration is developed at
k = 0, signifying the overcoming of the bottleneck effect. Another
maximum appears at higher k, due to the energy-conserving nature
of the polariton-polariton interactions.

included, only polariton-polariton interactions are included,
and both polariton-polariton and polariton-phonon interactions
are included. As one sees, the dynamics are very different
for these four cases. Polariton-polariton interactions lead to
splitting of the wave package into two soliton-like peaks,
which is in good qualitative agreement with the results
given by Gross-Pitaevskii equations.!” On the other hand,
polariton-phonon interactions lead to damping of the package,
contributing to the recovering of the homogeneous distribution
of the polaritons in real space as expected from the classical
diffusion equation.

Naturally, the effect of the phonon damping strongly
depends on temperature, as shown in Fig. 3. One sees that
at low temperatures the propagating package is split into
two due to the polariton-polariton interactions. Increasing the
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FIG. 2. (Color online) Polariton distribution in real space at times
t = 0.5 ps (inset) and ¢ = 1.5 ps after creating the package by a
localized laser pulse centered around k& = 0. Black solid line corre-
sponds to ballistic propagation; red dashed line, to polariton-phonon
interactions; blue dotted line, to polariton-polariton interactions; and
green dashed line, to both polariton-phonon and polariton-polariton
interactions.

temperature smooths down the polariton distribution and at
T = 20 K one has just a single peak.

IV. CONCLUSION

In conclusion, we developed a formalism for the de-
scription of the dissipative dynamics of an inhomoge-
neous polariton system in real space and time account-
ing for polariton-polariton interactions and polariton-phonon
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FIG. 3. (Color online) Polariton distribution in real space at times
t = 0.5 ps (inset) and ¢ = 1.5 ps after creating the package by a
localized laser pulse centered around k = 3 x 10° m~!. Scatterings
on phonons and polaritons are both accounted for. The temperatures
are 1 K (red/solid), 4 K (green/dash-dot), 8 K (blue/dashed), 15 K
(magenta/dotted), and 20 K (black/solid).
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APPENDIX A: DERIVATION OF KINETIC EQUATIONS FOR POLARITON-POLARITON SCATTERING

The evaluation of the dynamic equations of (alak) and (aiakﬂ) using Eq. (5) and applying the mean field approximation gives

Tr{a]-:ak-‘rq[p; H, ,} =U Z p(kz,ky — p)Tr{a;:ak-&-q[p;a]:akl-&-p]} (A1)
ki k2, p
=UY_ pko.ky — p)l—pkk+q+p) + ptk — p.k+ ],
kz2.p

Triaf axlp; Hypl} = U Y p(kska — p)Trlayf axlp; &y aw, p])

ki.kz,p
=U Y p(ka.ky — p)Tr{play ax,+pay ax — @ axay) a1}
ki.kz,p
= —2iU ) Im{p(ka.kz — p)p(k.k + p)). (A2)

ka,p

From this one straightforwardly gets Eqs. (6) and (7).

APPENDIX B: DERIVATION OF EXPRESSION FOR DYNAMICS OF MEAN VALUES IN BORN-MARKOV APPROXIMATION

Now, consider the evolution of a mean value of any arbitrary operator A,(A) = Tr(pA) (energy conserving delta function
omitted), if dynamics of a density matrix is given by Eq. (9):

(A =TrQHYpH A+2H pHTA—(H"H™ + H H)pA — p(H H™ + H"HMA)
=Tr[pQH AHY +2HYAH™ — A(H"H +H H")— (HYH™ + H H")A)], (B1)

where we used the property of the invariance of the trace as regards cyclic permutations of operators. The latter expression can
be simplified as

2H AHT +2H"AH™ —A(H"H  +H HY)—(HtH  + H HHA
=2H ([A;HT]+ H A+ 2HY([A;H )+ H A)—A(H"H +H H")—(HYH + H HHA
=2H [A;HT14+2HT[A;H) - H[A;H 1 = [A;HYJH™ — H [A;HY ] — [As+HTJHT
=[H;[A;HY ]I+ [HY [A HT), (B2)
where we used the following property of commutators: [A; BC] = B[A; C] + [A; B]C. Thus
3,(A) = Tr(p[H ™3 [As HT]]) + Tr(p[H™; [A; HT]D). (B3)

For the important case of the Hermitian operator A corresponding to a physical observable one has
(HT[A HAY = —[A HY TS HY = ([H AT HY = [HY A HT (B4)
and

3 (A) = 2Re(Tr(o[H ~; [A; HTID}. (B5)

This formula can be applied for calculation of occupation numbers.
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APPENDIX C: DERIVATION OF DYNAMIC EQUATIONS WITH ACOUSTIC PHONONS

To get explicit expressions for dynamics of p(k,k,?) let us consider a simple case when only states k, k+q are present. We have
two cases:
(a) E(k + q) > E(k). In this case, leaving energy- conserving terms only one gets

HY = Da;qubf{, (C1)
H = Da;rqakbq. (€2)
The application of Eq. (10) gives the following results:
8710 p(k.K) = 8~ "0y = Tr(p[H ™ [ayf a; H1D) + Tr(p[H*; [af a; H™11) = 2Tr(p[H*; [af ar; H1)). (C3)
After some straightforward algebra one gets
[al:rak; H = D[aljak; a;;qakbq] = Dalf+qbq [alfak; ag] = —Daliﬁrqakbq,
[H*;[a) a; H 1] = = D’[ayf axrqby s ) qaxcbq]
= Dz(alirqakﬂ(a;rak + 1)(bc'fbq +1)— (aliﬁrqakJrq + 1)al:rakb:;bq), C4)
and
i p(k.K) =28 D[ p(k + q.k + @)(n]" + 1)(o(k.k) + 1) — p(k k)P (o(k 4+ q.k + @) + D)]. (C5)

This is nothing but the ordinary Boltzmann equation, accounting for transition from state k + q to state k accompanied by the
emission of the phonon (spontaneous or stimulated) and transition from state k to state k 4+ ¢ due to the phonon absorption.
(b) E(k + q) < E(k). Treating this case in a similar way we find

3p(k.k) = 28D*[p(k + .k + On™y(p(k.k) + 1) — (o(k + q.k + @) + D) (n™, + 1) p(k,K)]. (C6)

Again we obtained the Boltzmann equation, but differently from the previous case the transition from state k + q to state
k goes with absorption of the phonon and from state k to state k + q with phonon emission. Performing summation over all
reciprocal space one gets Eq. (11).
Now let us consider the dynamics of the off-diagonal part of the density matrix p(k,k’,):

8719, 0(k,K) = Tr(p[H ;s [a)f aws H™11) + Tr(p[H ™ ; [ay aes HT1). (C7)

Here we should consider different orderings of the energies corresponding to the states k, k’ and state k + q. As an example,
let us consider the case when Ex < Ex,q, Ex < Exiq. Leaving energy-conserving terms only one gets

HY = DaljakJrqb;f + aljakmb;r,, (C8)
H™ = Daxay, bq + away, by (C9)
where ' = k + q — K. In this case the first term in Eq. (C7) gives
[aljakr; H ] = D[al'("ak/; al;:_qakbq + ak/al'(:_qbqr] = _qu’ak’aﬁ.q ,

[H*: (o s H1] = D*lariqay by + aiiqaybys —baayl, qax]
= Dz{alfak/(a;;qakm + l)bf{bq — (bf{bq + l)a;rqa“qalfak}, (C10)
and
[alfak/; HY]1= D[a,fak/; ak+qak+b;; + a;r,akﬂb:{,] = Db;ﬁalfakﬂ ,
[H ;o) a; HT]] = Dz[alirqakbq + aktqakrbqr; b;r,aljakﬂ]
= Dz{alf+qak+qaljak/(b$bq/ +1)— (alj'_s_qakﬁ_q = l)aljak/b;,bq/}. (C11
Finally for the case Ex < Ex4q, Ex < Ex4q One obtains an equation in the form
dp(k.K) = 3D*(p(k + q.k + @l + 1) — (o(k + q.k + @) + Dnd")p(k K
+(pk + @k + @@l + 1) — (pk + q.k + ) + D)ok k). (C12)

The same procedure is applied for all other cases. Performing again summation over all reciprocal space one gets Eq. (12).
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