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The dynamics of quantum phase transitions pose one of the
most challenging problems in modern many-body physics. Here,
we study a prototypical example in a clean and well-controlled
ultracold atom setup by observing the emergence of coherence
when crossing the Mott insulator to superfluid quantum phase
transition. In the 1D Bose–Hubbard model, we find perfect agree-
ment between experimental observations and numerical simula-
tions for the resulting coherence length. We, thereby, perform a
largely certified analog quantum simulation of this strongly cor-
related system reaching beyond the regime of free quasiparticles.
Experimentally, we additionally explore the emergence of coher-
ence in higher dimensions, where no classical simulations are
available, as well as for negative temperatures. For intermediate
quench velocities, we observe a power-law behavior of the coher-
ence length, reminiscent of the Kibble–Zurek mechanism. How-
ever, we find nonuniversal exponents that cannot be captured
by this mechanism or any other known model.

ultracold atoms | optical lattice | Mott insulator | nonequilibrium
dynamics | quantum simulation

Phase transitions are ubiquitous but rather intricate phenom-
ena, and it took until the late 19th century until a first theory

of classical phase transitions was established. Quantum phase
transitions (QPTs) are marked by sudden drastic changes in the
nature of the ground state on varying a parameter of the Ham-
iltonian. They constitute one of the most intriguing frontiers of
modern quantum many-body and condensed matter physics (1–4).
Although it is typically possible to adiabatically follow the slowly
changing ground state in a gapped phase, where the lowest ex-
citation is separated from the ground state by a finite energy,
these spectral gaps usually close at a QPT. Because the corre-
lation length simultaneously diverges, adiabaticity is bound to
break down, and several important questions emerge. How does
a state dynamically evolve across the QPT (i.e., how does the
transition literally happen?)? To what extent can the static
ground state of a gapless phase be prepared in a realistic finite-
time experiment? When entering a critical phase associated with
an infinite correlation length, such as superfluid or ferromag-
netic order, at what rate and by what mechanism will these
correlations build up? Despite the fundamental importance of
these questions, satisfactory answers have not been identified so
far. Although the intrinsic complexity of the underlying non-
integrable models hinders numerical studies in most cases, the
progress in the field of ultracold atoms now enables quantitative
experiments in clean, well-isolated, and highly controllable systems.
Here, we study the quantitative dynamics of a transition into a

gapless, superfluid phase in the regime of short and intermediate
quench times, finding complex behavior outside the scope of any
current theoretical model. As a prototypical many-body system
with a QPT, we use the transition from a Mott insulator to a
superfluid in the Bose–Hubbard model (5–8) by changing (quench-
ing) a parameter of the Hamiltonian. The nonequilibrium settings

considered here are relatively well-understood for sudden quen-
ches, where the buildup of superfluid correlations (coherence)
can be described by the ballistic spreading of quasiparticles (9, 10).
These excitations are generated during the instantaneous param-
eter change and spread with a group velocity limited by Lieb–
Robinson bounds (11). For continuous quenches, the situation is
substantially more complex, because the continuous change of the
Hamiltonian leads to drastically different elementary excitations
throughout the evolution. Moreover, a continuous quench typi-
cally starts in the ground state, and the relevant excitations are
only created during the ramp. Although there is a large body of
literature trying to capture these intricate dynamics of creation
and change of quasiparticles in terms of scaling laws (12–14),
a comprehensive and fully satisfactory theory is lacking, and many
questions are still largely open. These descriptions are built on, for
example, adiabatic perturbation theory (3, 15) or scaling collapses
(13, 16, 17). Free models allow an exact treatment (18, 19) and can
help to build an intuition for more complex physical systems. The
Kibble–Zurek framework (12, 20–23) provides a simple guideline
for the growth of correlations and predicts the density of defects
after asymptotically slow ramps. It is, however, still not satisfactorily
understood which correlation length results from crossing a phase
transition in a strongly correlated model at a finite rate. The situ-
ation is aggravated by the fact that, in 2D and 3D lattice systems,
the available numerical techniques do not allow an accurate clas-
sical numerical simulation of this setting for long evolution times.
In this work, we use ultracold atoms in an optical lattice to

study the Mott to superfluid transition in the Bose–Hubbard
model for experimental timescales far away from the adiabatic
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limit. We extract the coherence length from the width of the in-
terference peaks in time-of-flight (TOF) absorption images and
observe that, as expected, the final coherence length depends
strongly on the quench rate (Fig. 1A). Although the resulting co-
herence length should diverge in the limit of adiabatic ramps, fast
quenches result in short coherence lengths. We are able to probe
this phase transition experimentally in 1D, 2D, and 3D systems as
well as for negative absolute temperature states (24). We compare
our measurements in the 1D case with a numerical analysis, finding
excellent agreement, and we place them in context with existing
theoretical models, thereby uncovering a rich behavior outside the
scope of current analytical understanding.
Our experiments (details inMaterials and Methods and Fig. 1B)

started by (Fig. 1B, I) loading a large Mott insulator of 39K atoms
in a 3D optical lattice of depth Vlat =Vi = 19  Er. Here, Er =
h2=ð2mλ2latÞ denotes the recoil energy with Planck’s constant h, the
atomic mass m, and the lattice wavelength λlat = 736:65  nm. The
onsite interaction energy of the Bose–Hubbard Hamiltonian (24) is
denoted by U, and the tunneling matrix element is denoted by J.
Because of the strong repulsive interaction of U=J ≥ 250, the
resulting state within the Mott core is close to the atomic limit of
a product state with one atom per site. In the deep lattice (Fig. 1B,
II), the scattering length was then tuned within a wide range of
values by a Feshbach resonance at a magnetic field of B= 402:50 G
(25), resulting in different values of the initial interaction strength
ðU=JÞi in the deep lattice. We have verified numerically that this
Feshbach ramp is very close to adiabatic, such that, within the
central Mott insulator, the state at this point can be assumed to be

the ground state of the system (SI Appendix, section G). After
this state preparation, the Mott to superfluid phase transition
was crossed (Fig. 1B, III) by linearly ramping down the lattice
depth along the horizontal x direction to Vx

lat =Vf = 6  Er in var-
iable times tramp [VlatðtÞ=Vi + ðVf −ViÞ · t=tramp], resulting in
a smaller interaction strength ðU=JÞf in the final shallow lattice.
For experiments in 2D and 3D, we simultaneously ramped down
the lattice depth along both horizontal directions or all three
directions, respectively. This procedure allows us to control the
final interaction strength ðU=JÞf by the Feshbach resonance
without changing the final lattice ramps and results in a fixed
interaction ratio of ðU=JÞi=ðU=JÞf ≈ ð24;   35;   50Þ (1D, 2D, and
3D). After the ramp, we immediately switched off all trapping
potentials and recorded absorption images along the vertical z
direction after a TOF of tTOF = 7 ms (Fig. 1C). From the width of
the interference peaks, we extracted the coherence length of the
system (i.e., the characteristic length scale of an assumed expo-
nential decay of correlations) by calculating the expected TOF
profiles for various coherence lengths and fitting them to the
experimental data (Materials and Methods and Fig. 2A). We pa-
rameterize the ramp time by the dimensionless quantity
τramp = tramp · 2πJ=h≈ tramp · 0:93=ms, which equals the integrated
number of tunneling times ðτ= h=2πJÞ during the ramp. Here,
J =

R Vf
Vi

JðV ÞdV=ðVi −VfÞ denotes the average tunneling rate
during the ramp. This dimensionless ramp time is directly pro-
portional to the inverse of the quench rate at the critical point (12).
We focus on the short and intermediate ramp time regime,

where mass transport is negligible, such that the final density
distribution is approximately given by that of the initial Mott
insulator, which we take to be one particle per site. Under this
assumption, the dynamics are governed by the behavior of the
homogeneous system at the multicritical tip of the Mott lobe (5),
because a superfluid with unit density connects to the Mott lobe
precisely at the tip. Our experiment captures for the first time, to
our knowledge, the physics of essentially homogeneous quantum
systems entering a gapless, superfluid phase. In contrast, pre-
vious work (26) investigated the generic transition through the
side of the Mott lobe, which is typical for inhomogeneous sys-
tems and dominated by mass transport, and studied the inverse
superfluid to Mott insulator transition (27), the vacuum to su-
perfluid transition (28, 29), or the transition of spinor Bose–
Einstein condensates to a ferromagnetic state (30).
The experimentally measured coherence length (Fig. 2) dis-

plays several distinct dynamical regimes. For very fast ramps, the
evolution can be approximated as being sudden, and the mea-
sured coherence length-ξ essentially equals that of the initial
Mott insulator-ξi. The latter is significantly below one lattice
spacing dlat = λlat=2 and increases for smaller ðU=JÞi closer to the
critical point at ðU=JÞc ≈ 3:3 in 1D (31). For larger τramp, ξ
quickly increases up to several lattice spacings. For τramp J 2− 5,
the fitted ξ starts to decrease again because of the influence of
the trap. Contrary to a homogeneous system, the equilibrium
distributions of both density and entropy density in a trapped
system depend strongly on the interaction strength. Although
strong interactions result in a large Mott insulating core with
constant density surrounded by a superfluid or thermal shell at
lower density, a weakly interacting superfluid is described by
a parabolic Thomas–Fermi distribution. Intuitively speaking, the
density distribution cannot equilibrate during fast and in-
termediate lattice ramps and results in gradients in the chemical
potential, which give rise to dephasing between lattice sites that
increases over time and becomes relevant for slower ramps,
τramp J 2− 5 (SI Appendix, section D). Furthermore, although
entropy in an ideal bosonic Mott insulator is located pre-
dominantly in the surrounding noninsulating shell, it is distributed
more homogeneously in a superfluid. Thus, for short times, the
trapped system is indistinguishable from the homogeneous
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Fig. 1. Growth of coherence length during a quench and experimental
sequence. (A) Numerical calculation of the evolution of the coherence
length-ξ when ramping from a strong interaction ðU=JÞi in the Mott in-
sulating (MI) regime over the critical point ðU=JÞc to ðU=JÞf in the superfluid
(SF) regime in a homogeneous 1D system. The colors indicate the quench
velocity, from fast (dark red) to the infinitely slow adiabatic limit (light red).
(B) Experimental sequence for scattering length a (in units of the Bohr radius
a0), lattice depth Vlat, and U=J. During I, we prepare a large central Mott
insulator with unity filling. The different scattering length values a chosen in
II lead to different initial ðU=JÞi and final ðU=JÞf values for the final lattice
ramp in III performed in variable time tramp. In 1D, only one lattice direction
is reduced in the final lattice ramp. In 2D, only two lattice directions are
reduced in the final lattice ramp. The horizontal dashed line indicates the
critical ðU=JÞc, separating the SF from the MI regime. (C) Recorded TOF ab-
sorption images for ðU=JÞf = 3:2 [ðU=JÞi = 110] in 2D for several τramp (in the text).
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system, whereas for longer times, trapping effects dominate the
dynamics (32, 33).
The measured emergence of coherence observed here is, in-

deed, a generic feature of the homogeneous Bose–Hubbard model
(i.e., without trap), which can be seen by directly comparing the
experimental data with a classical density matrix renormalization
group (34) simulation of the homogeneous system based on
matrix-product states (Fig. 2B) (35). The sole input parameters for
the simulation were U and J, and no fitting to the experimental
data points was performed. By extensive scaling in bond di-
mension as well as Trotter step size, we have ensured numerical
convergence. Additional cross-validation was obtained by an op-
timized exact diagonalization code performing a Runge–Kutta
numerical integration of a homogeneous Bose–Hubbard model
on 15 sites (SI Appendix, section E). We find excellent agreement
between experiment and numerical data for small and inter-
mediate ramp times up to τramp ≈ 1. For larger τramp, the co-
herence length of the simulated homogeneous system continues
to increase, whereas the experimental data start to decrease
because of the trap.
In the fast and slow quench limits, the physics of the contin-

uous quench in the homogeneous model can be understood from
two complementary viewpoints. For fast ramps, τramp K 0:2, the
dynamics can be well-described in terms of ballistically spreading
quasiparticles implemented in a doublon–holon fermionic model

(Fig. 2A and SI Appendix, section F). In this picture, fermionic
excitations are continuously created during the quench and spread
with their corresponding velocity that can be shown to follow a
Lieb–Robinson bound (11, 36–41). For intermediate ramps, τramp J
0:2, interactions between the quasiparticles become important.
For slow ramps, however, one can use the language of adiabatic
quenches and the adiabatic theorem. In the beginning of the
ramps, the gap is sufficiently large, and we can expect the system to
perfectly follow the change of the ground state. Closer to the phase
transition, this approximation breaks down, and the full complexity
of the problem emerges. If the breakdown of the adiabatic ap-
proximation occurs sufficiently close to the critical point, where the
physics are governed by scaling laws, the Kibble–Zurek mechanism
suggests a power-law growth of the correlation length, where the
exponent is governed by the critical exponents of the QPT (22, 23).
We find that, also in our setting, the evolution can be captured

in terms of simple power laws (Fig. 3). Within a range of τramp of
around one order of magnitude, the growth of the coherence
length is very well-approximated by a power law:

ξ
�
τramp

�
= aτbramp: [1]

This finding is rather surprising, because rough estimates suggest
that the above adiabaticity condition is not fulfilled in the interme-
diate ramp time regime studied in this work. By using fits to the
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Fig. 2. Emergence of coherence for increasing ramp times. A, Insets show
integrated absorption images (black) for the 1D sequence with corre-
sponding fits of a modeled interference pattern (red) (Materials and
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doublon–holon free quasiparticle model (SI Appendix, section F). (B) ξ vs.
τramp for several ðU=JÞf values in 1D. Points indicate experimental data, and
solid curves show DMRG data. Throughout this work, the ramp time is
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experimental or numerical data, we extract the exponent b (Fig. 3),
finding values that are always substantially lower than b= 1, which
was suggested by earlier theoretical works based on the Kibble–
Zurek mechanism for the transition at the tip of the Mott lobe
(43); however, the used dimensionless ramp time yields the same
exponents as the commonly used inverse quench rate at the critical
point (12). Although in principle, the resulting exponents may be
influenced by the precise ramp timing (SI Appendix, section G), the
quenches are well-approximated by linear ramps in a large range
around the phase transition (SI Appendix, section A). More refined
studies of this 1D transition, which is of the Kosterlitz–Thouless
type, show that, for realistic experimental scales, smaller power
laws are expected (44). Our main finding on the dynamics of the
1D phase transition, however, cannot be captured by a simple scal-
ing model. The observed exponent crucially depends on the final
point ðU=JÞf of the quench.
In the experiment, ramps with different final values ðU=JÞf also

have different initial interactions ðU=JÞi but follow the same
ramp scheme ðU=JÞðtÞ= ðU=JÞi · uðtÞ (Fig. 1B), where uðtÞ depends
only on the dimension (SI Appendix, section A). Because the first
part of the evolution is, however, essentially adiabatic, changing
the starting point of the ramp does not significantly alter the
emerging scaling laws (SI Appendix, section G). Because of the
rather small resulting coherence lengths, we can also rule out
finite-size effects as the origin for the ðU=JÞf dependence of the
exponents, which was further corroborated by numerical simu-
lations on systems of various sizes (SI Appendix, section E). The
simulations also show that the inhomogeneous density cannot be
the reason for the ðU=JÞf dependence, because the homogeneous
model considered in the numeric, the experimental data agree
extremely well, and the influence of the trap is only visible for
ramp times τramp J 1 (SI Appendix, section D). An inhomogeneous
Kibble–Zurek scaling has recently been analyzed for a classical
phase transition in ion chains (45, 46) and QPTs (26) as well as
thermal (47, 48) phase transitions in ultracold atom systems. In
contrast, the agreement between the inhomogeneous experiment
and the numerics for the homogeneous system together with the
fact that there is no mass transport on these timescales (SI Ap-
pendix, section B) clearly show that we effectively probe the
multicritical QPT of the homogeneous Bose–Hubbard model not
influenced by trap effects.
Fig. 4 shows the results of analogous experiments for the 2D

and 3D Bose–Hubbard model, which are inaccessible to analytical
models as well as current numerical tools. After having verified
that the observed quantum dynamics in 1D, indeed, agree with the
homogeneous Bose–Hubbard model, the experiments in 2D and
3D can be regarded as analog quantum simulations in a regime
out of reach of classical simulation using known methods. In-
terestingly, the data for higher dimensions show similar power
laws as the 1D case, although any critical scaling analysis would
strongly depend on dimensionality. Thus, we again find that the
dynamics of the Mott to superfluid phase transition on the stud-
ied intermediate timescale show complex behavior, which simple
approaches based on the critical exponents alone, such as the
Kibble-Zurek mechanism, cannot fully capture.
Although the extracted exponents, for the most part, increase

for decreasing interaction strength, they start to decrease again
for ðU=JÞf K 2 in all dimensions (Fig. 4B). Furthermore, the full
coherence dynamics for τramp K 1 seem to be almost inde-
pendent of dimensionality and are mainly governed by the final
interaction ðU=JÞf . Therefore, in the regime where ξ has in-
creased only up to a few dlat, the influence of dimensionality on
the spreading of correlations is marginal. Higher-dimensional
systems continue the power-law behavior for longer ramp times
than in lower dimensions. This deviation might be explained by
the different critical values ðU=JÞc in 1D, 2D, and 3D. For the
same final ðU=JÞf value, the quench in the 1D system ends closer
to or even deeper in the Mott regime than for higher dimensions,

limiting the maximum achievable coherence length in addition to
the dephasing effect in the trap. A rigorous comparison between
different dimensions would have to involve a detailed analysis of
the ramp schemes as well as the different mass flow predictions
and the individual critical values together with the different scaling
of the equilibrium correlations (i.e., quasilong-range order in 1D
vs. true long-range order in higher dimensions).
To show that the timescale for the emergence of coherence is

not influenced by any possible remnant phase order in the initial
state that might seed the dynamics, we additionally studied the
emergence of coherence in the attractive Bose–Hubbard model.
By crossing the Feshbach resonance and additionally, inverting
the external confinement in the deep lattice (II in Fig. 1B), we
can realize an attractive Mott insulator at negative absolute
temperature (24, 49–51) (SI Appendix, section G). In Fig. 4C, we
compare the emergence of coherence between attractive and
repulsive interactions in 2D and find essentially identical behavior.
Deviations from this symmetric behavior appear only for stronger
interactions and can most likely be attributed to multiband effects
(52, 53). Because positive and negative temperature superfluids
occupy completely different quasimomenta with different corre-
lations (Fig. 4C, Insets), we conclude that the emergence of co-
herence observed in the experiment is truly governed by the
generic behavior of the continuous quench.
In conclusion, by performing an experimental quantum sim-

ulation, we have studied the emergence of coherence across
a QPT for various interactions, dimensionalities, and positive
and negative absolute temperatures. In 1D, we have also per-
formed a detailed theoretical and numerical analysis and found
very good agreement between experiment and density matrix
renormalization group calculations. The observed dynamics go
beyond the regime of free quasiparticles, and despite its complexity,
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we find that a simple power-law growth emerges in a regime where
neither the adiabatic theorem nor Lieb–Robinson bounds can
characterize the evolution. Although this power law is reminis-
cent of a Kibble–Zurek type scaling, we find that, in the studied
intermediate ramp time regime, the exponent depends on ðU=JÞf
and depends much less on dimensionality than suggested by the
Kibble–Zurek mechanism.
Our findings go beyond current theoretical models and raise

the question of how well the dynamical features of a QPT in
complex models can generally be captured in terms of simple
scaling laws by either systematically expanding the free quasi-
particle picture or starting from the Kibble–Zurek mechanism.
The success of the latter for slow quenches in a variety of specific
models suggests that, compared with a full solution of the model,
much less knowledge may be sufficient to characterize the evo-
lution. A satisfactory answer to this question will be crucial for a
theory of the dynamics of QPTs. Because exact numerical tech-
niques are not available in higher dimensions, this work may inspire
a deeper and more systematic analysis of the computational power
of analog quantum simulators in general. For example, it seems
timely to identify, in the language of complexity theory, the precise
way in which quantum simulators are, indeed, more powerful, even
in the absence of error correction, than their classical analogs and
how accurately experimental quantum simulators can ultimately be
certified as functioning quantum devices.

Materials and Methods
The experiments started with essentially pure condensates of, depending on
dataset, ð25− 85Þ · 103 bosonic 39K atoms in an oblate dipole trap with trap
frequencies of ω= 2π · ð50,  50,  181Þ Hz along the ðx,  y,  zÞ direction. We
linearly ramped up a 3D optical lattice to a depth of Vlat = 19  Er (I in Fig. 1B).
In the 1D case, we then quickly increased the transverse lattice depth to
Vy
lat =Vz

lat = 30  Er to minimize correlations along the y and z directions. The
scattering length during this loading procedure was a= 148  a0, resulting in
ðU=JÞx ≈ 350 (1D) or U=J≈ 270 (2D and 3D; i.e., deep in the Mott insulating
regime close to the atomic limit). The trap frequency was increased during
the loading to ð94,  94,  159ÞHz in the 1D and 2D cases and ð78,  78,  227ÞHz in the
3D case to ensure a large Mott insulating region in the center of the cloud.

The momentum distribution of the atoms in the optical lattice typically
probed using absorption imaging after long TOF is given in refs. 54 and 55:

Æn̂ðkÞæ= 1
N j ~wðkÞj2SðkÞ, [2]

with the Fourier transform of the onsite Wannier function ~wðkÞ determining
the overall envelope of the interference pattern and a normalization factor
N . The interference term SðkÞ has the form of a discrete Fourier transform
and is given by a sum over all lattice sites at positions rμ and rν,

SðkÞ=
X
rμ ,rν

eikðrμ−rνÞÆâ†μ âνæ, [3]

where â†μ and âμ are the creation and annihilation operators, respectively,
for a boson on site μ.

In the experiment, we probe the momentum distribution using a finite TOF
tTOF =7 ms and attribute a momentum k=mrTOF=ðZtTOFÞ to each position
rTOF in real space. Because of the finite TOF, the initial density distribution
still influences this measured distribution, and the interference term is
generalized to (54)

~SðkÞ=
X
rμ ,rν

eikðrμ−rνÞ−i m
2Z  tTOF

ðr2μ−r2ν ÞÆâ†μ âνæ: [4]

The second term in the exponential provides a correction to a pure Fourier
transform and is equivalent to the quadratic term in the Fresnel approxi-
mation of near-field optics. We model the correlators by assuming expo-
nentially decaying correlations between lattice sites:

Æâ†μ âνæðT>0Þ =
ffiffiffiffiffi
nμ

p
·
ffiffiffiffiffi
nν

p
·exp

�
−
��rμ − rν

��
ξ

�
: [5]

Here, ξ denotes the coherence length, and nμ is the density at site μ. Because
different tubes are uncorrelated in the 1D case, off-diagonal elements only
contribute if rμ and rν are within the same tube. As a consequence, we can
perform the summation of Eq. 4 for individual tubes and then, integrate the
result over all tubes. Because the density distribution is approximately con-
stant over the range of the coherence length-ξ, we can change the order of
summations and for every position along a tube, first integrate the densities
over all tubes. These doubly integrated densities then enter into Eq. 5, and
by approximating them by a Gaussian distribution of width R, we finally
arrive at (SI Appendix, section B)

Æâ†μ âνæðT>0Þ = exp

 
−
r2μ + r2ν
4R2 −

��rμ − rν
��

ξ

!
: [6]

In the case of negative temperatures, the correlator contains an additional
phase term,

Æâ†μ âνæðT<0Þ = Æâ†μ âνæðT>0Þ · e
iðrμ−rνÞ · 2π=λlat , [7]

where π= ðπ,  π,  πÞ.
To extract the coherence length in the system, we integrate the TOF

images over a small region of width dint ≈ 0:2htTOF=λlatm along the y di-
rection. We fit the resulting interference pattern with calculated patterns of
the above model for various-ξ and fixed R and extract the coherence length-ξ
from the fit (SI Appendix, section A). We determine R independently by fitting
a Gaussian distribution to in situ images (SI Appendix, section B). Sample fits
are shown in Fig. 2A, Insets for the 1D case. Although this rather simple ansatz
cannot reproduce the numerically calculated correlation functions in detail (SI
Appendix, section E), it is sufficient to reproduce the experimentally measured
interference patterns. Extracted coherence lengths are shown in Fig. 2A. In the
case of the 2D and 3D sequences, correlations also spread in the transverse
directions. To extract the coherence length, we integrate the images in the
same range of diameter dint along the y direction as for 1D and fit the cal-
culated 1D interference patterns to the resulting data.
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