
The Astrophysical Journal, 760:54 (9pp), 2012 November 20 doi:10.1088/0004-637X/760/1/54
C© 2012. The American Astronomical Society. All rights reserved. Printed in the U.S.A.

PROSPECT OF STUDYING HARD X- AND GAMMA-RAYS FROM TYPE Ia SUPERNOVAE
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ABSTRACT

We perform multi-dimensional, time-dependent radiation transfer simulations for hard X-ray and γ -ray emissions,
following radioactive decays of 56Ni and 56Co, for two-dimensional delayed-detonation models of Type Ia
supernovae (SNe Ia). The synthetic spectra and light curves are compared with the sensitivities of current and
future observatories for an exposure time of 106 s. The non-detection of the γ -ray signal from SN 2011fe at
6.4 Mpc by SPI on board INTEGRAL places an upper limit on the mass of 56Ni of �1.0 M�, independently from
observations in any other wavelengths. Signals from the newly formed radioactive species have not yet been
convincingly measured from any SN Ia, but future X-ray and γ -ray missions are expected to deepen the observable
horizon to provide high energy emission data for a significant SN Ia sample. We predict that the hard X-ray
detectors on board NuStar (launched in 2012) or ASTRO-H (scheduled for launch in 2014) will reach to SNe Ia
at ∼15 Mpc, i.e., one SN every few years. Furthermore, according to the present results, the soft γ -ray detector
on board ASTRO-H will be able to detect the 158 keV line emission up to ∼25 Mpc, i.e., a few SNe Ia per year.
Proposed next-generation γ -ray missions, e.g., GRIPS, could reach to SNe Ia at ∼20–35 Mpc by MeV observations.
Those would provide new diagnostics and strong constraints on explosion models, detecting rather directly the main
energy source of supernova light.

Key words: nuclear reactions, nucleosynthesis, abundances – radiative transfer – supernovae: general –
supernovae: individual (SN 2011fe)
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1. INTRODUCTION

It is widely accepted that Type Ia supernovae (SNe Ia) are
a major source of Fe in the universe (see, e.g., Hillebrandt &
Niemeyer 2000 for a review). The thermonuclear explosion of
a white dwarf produces 56Ni as a main product (e.g., Nomoto
et al. 1984). It decays into 56Co (with an e-folding time of
∼8.8 days) and then into 56Fe (∼113 days). The transitions
typically occur into excited states of the daughter nuclei, which
generally de-excite by emissions of γ -rays with characteristic
energies of ∼1 MeV. These γ -rays energize the thermal electron
pool mainly through Compton scattering, which ultimately leads
to the optical appearance of SNe Ia.

Although this scenario has been supported by studying optical
spectra and light curves, the most direct evidence is still missing,
i.e., the detection of the decay γ -rays and related high energy
emissions (e.g., Clayton et al. 1969; Ambwani & Sutherland
1988; Milne et al. 2004). A marginal detection for the peculiar
SN Ia 1991T was reported (Lichti et al. 1994; Morris et al.
1997), while for the closer SN Ia 1998bu only upper limits were
obtained (Georgii et al. 2002). The recently discovered SN Ia
2011fe in the nearby galaxy M101 at ∼6.4 Mpc (Nugent et al.
2011a, 2011b) has been observed by INTEGRAL, but only an
upper limit has been placed (Isern et al. 2011a, 2011b).

Despite the importance of multi-dimensional structures in
state-of-the-art explosion models (e.g., Gamezo et al. 2003;
Röpke & Hillebrandt 2005; Bravo & Garcı́a-Senz 2006; Röpke
& Niemeyer 2007; Röpke et al. 2007; Jordan et al. 2008;
Seitenzahl et al. 2011) up to now most theoretical studies of
the high energy emission of SNe Ia have been restricted to one-
dimensional models (e.g., Ambwani & Sutherland 1988; Höflich
et al. 1992, 1998; Gómez-Gomar et al. 1998). For a review
of the (one-dimensional) theoretical studies of high energy
signals from SNe Ia, see Milne et al. (2004). Only recently
have the first multi-dimensional studies become available (e.g.,
Höflich 2002; Hungerford et al. 2003; Maeda 2006; Sim &
Mazzali 2008; Kromer et al. 2010). Höflich (2002) discussed
effects of the multi-dimensionality in the explosion (for a few
delayed-detonation models) on the line profiles of the 812 and
847 keV lines. Sim & Mazzali (2008) examined flux evolution
in different energy bands based on kinematic models. Kromer
et al. (2010) presented a prediction of the high energy signal
based on the double-detonation sub-Chandrasekhar models. In
this paper, we report the first study on expected high energy
emission signatures and their flux evolution from a series of
two-dimensional delayed-detonation models.

We use these models to discuss possible constraints on
the explosion mechanism of SNe Ia through the γ -ray
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Figure 1. Examples of the two-dimensional delayed-detonation models taken from Kasen et al. (2009). In each panel, the mass fractions of Si (left) and 56Ni (right)
are shown on a logarithmic scale. The axes are in 10,000 km s−1.

(A color version of this figure is available in the online journal.)

non-detection from SN 2011fe by the currently operating in-
strument SPI on board INTEGRAL (a narrow-line sensitivity
of 3.1 × 10−5 photons cm−2 s−1 at 1 MeV for 106 s exposure;
Roques et al. 2003).12 We then examine the detectability of the
high energy emission from SNe Ia by near-future observatories.
These include NuStar (Koglin et al. 2005), Hard X-ray Im-
ager (HXI; Kokubun et al. 2010) and Soft Gamma-ray Detector
(SGD; Tajima et al. 2010) on board ASTRO-H (Takahashi et al.
2010), and GRIPS (Greiner et al. 2012). NuStar and HXI are
designed to reach to a sensitivity of a few 10−8 cm−2 s−1 keV−1

(for 106 s) in the hard X-ray range. The SGD’s designed sen-
sitivity is (5–10) ×10−8 cm−2 s−1 keV−1 (for 106 s) in the soft
γ -ray range below ∼600 keV. GRIPS is one example of pro-
posed next-generation telescopes, designed to be a factor of ∼15
better in sensitivity than INTEGRAL in the MeV range.

2. METHODS AND MODELS

We have performed radiation transfer calculations for the
series of two-dimensional delayed-detonation models of Kasen
et al. (2009, see also Maeda et al. 2010b; Figure 1). In
these models, the thermonuclear explosion was initiated in
a number of randomly placed sparks near the center of the
white dwarf. The combustion front initially propagates as a
subsonic deflagration and later turns into a supersonic detonation
(Khokhlov 1991). This scenario involves a deflagration-to-
detonation transition, which in our models is parameterized in
terms of the turbulence strength required at the transition spot.
Since the microphysics of deflagration-to-detonation transitions
remains an open question, Kasen et al. (2009) suggested a set
of criteria that initialize the transition at different Karlovitz
numbers. Here, we consider models employing two of these
criteria, namely the sets dc2 and dc3. The latter requires
a larger Karlovitz number and thus delays the transition.
Consequently, the detonation proceeds at lower densities and
the resulting explosion is typically fainter. Predicted optical
emission properties from these models are generally in good
agreement with observational properties of normal SNe Ia
(Kasen et al. 2009; Maeda et al. 2010a), while those with the
largest asymmetry have some problems (Maeda et al. 2010c;

12 We adopt the sensitivity of SPI from the latest SPI observer’s manual at
http://www.rssd.esa.int/

Blondin et al. 2011). The simulations were done for the C+O
white dwarf at the solar metallicity. The detailed nucleosynthesis
was followed for a few selected models, and the result was
used to interpolate the elemental distribution for C, O, Na,
Mg, Si, S, Ar, Ca, Ti, Cr, Fe, Co, and Ni in the other models.
Since the explosive nucleosynthesis is well characterized by
peak temperature and density at the passage of the flame, this
procedure would not introduce a large error in the abundance
pattern. For each case, 16 different distributions for the initial
thermonuclear sparks were investigated. These are divided into
two sequences, “iso” and “asym” (named either DD2D_iso_AA
or DD2D_asym_AA, with AA spanning from 01 to 08). In the
“iso” models, the ignition points were randomly distributed in
a sphere around the white dwarf center, while in the “asym”
models the ignition points were preferentially offset in a certain
direction. The resulting mass of 56Ni ranges from 0.34 M� to
1.15 M� (see Table 1 for examples). In the “iso” models, the
number of ignited sparks is larger for a larger value of AA. In
the “asym” models, the ignited sparks were put in a narrower
cone for larger AA with a smaller number of sparks. Generally,
a smaller number of initial sparks (smaller AA in “iso” and
larger AA in “asym”) leads to a weaker deflagration and a
stronger detonation, resulting in larger M(56Ni). We have also
investigated the one-dimensional pure deflagration model W7
(Nomoto et al. 1984). In total, 33 models have been investigated.

Transfer of γ -rays from the decay chain 56Ni →56Co → 56Fe
has been followed using the three-dimensional time-dependent
radiation transfer code of Maeda (2006, see also Kasen et al.
2006; Sim & Mazzali 2008). In our calculations, Compton scat-
tering, pair creation, and photoelectric absorption have been
included as interaction processes. For Compton scattering, the
Klein–Nishina cross section is used. For pair production, cross
sections are adopted from Hubbell (1969). For photoelectric ab-
sorption, cross sections compiled by Höflich et al. (1992) from
Veigele (1973) are used, with the same interpolation scheme
adopted by Höflich et al. (1992). A test calculation for the trans-
fer code using the W7 model shows a good match to the spec-
tral sequence obtained by a majority of the transfer codes (e.g.,
Hungerford et al. 2003) presented in Milne et al. (2004) over the
energy range between 80 keV and 2 MeV for which the synthetic
spectra for the comparison are available in Milne et al. (2004).
We are thus confident that our prediction is solid in the soft γ -ray
energy. Milne et al. (2004) noted that there are differences
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Figure 2. Examples of synthetic spectra at (a) 20 days and (b) 60 days after the explosion. Shown here are angle-averaged spectra for models DD2D_asym_04 (dc2;
red line), W7 (gray), and DD2D_iso_04 (dc3; dark blue). The masses of 56Ni are 1.02 M�, 0.64 M�, and 0.42 M�, respectively (Table 1). The distance is assumed to
be 10 Mpc. The angle-dependent spectra seen from two opposite directions are shown for DD2D_iso_04 (green and cyan) at 20 days. At 60 days, the angle dependence
is small and thus not shown here. The angle dependence is small for DD2D_asym_04 at both epochs. Sensitivity curves for an exposure with 106 s of HXI and SGD
on board ASTRO-H (as presented in Tajima et al. 2010; Takahashi et al. 2010) are shown by black lines.

(A color version of this figure is available in the online journal.)

Table 1
Expected Detectabilitya

DD2D_asym_04 W7 DD2D_iso_04
M(56Ni)/M� 1.02 0.64 0.42

Band (keV) Instrument Mpc (SNe year−1)b

60–80 HXI 13.9 (0.43) 17.7 (0.96) 10.5 (0.09)
NuStar (cons.)c 13.0 (0.43) 16.5 (0.70) 9.7 (0.09)
NuStar (opt.)c 18.4 (1.13) 23.3 (2.52) 13.8 (0.43)

158 SPI 4.6 (<0.09) 2.9 (<0.09) 2.3 (<0.09)
SGD (cons.)d 22.2 (2.09) 14.2 (0.43) 11.4 (0.09)
SGD (opt.)d 38.5 (6.70) 24.6 (2.96) 19.7 (1.57)

200–460 SPI 3.7 (<0.09) 2.7 (<0.09) 2.3 (<0.09)
SGD (cons.) 11.6 (0.09) 8.6 (0.09) 7.1 (0.09)
SGD (opt.) 20.2 (1.74) 14.8 (0.43) 12.3 (0.26)

812 SPI 4.3 (<0.09) 2.6 (<0.09) 2.0 (<0.09)
GRIPS 16.8 (0.87) 10.0 (0.09) 7.6 (0.09)

847 SPI 7.7 (0.09) 5.4 (<0.09) 4.6 (<0.09)
GRIPS 29.8 (4.52) 21.0 (2.00) 18.0 (1.04)

Notes.
a For an exposure of 106 s centered at the peak flux.
b Limiting distance (expected number of SNe per year), computed for the angle-
averaged synthetic spectra. The number of SNe is estimated from SNe Ia at a
redshift below 0.01 (thus roughly complete below 40 Mpc) since 2000 taken
from the Asiago Supernova Catalog that is constantly updated with new SN
discoveries (Barbon et al. 1999).
c Conservative and optimistic estimates assume 4 and 2×10−8 cm−2 s−1 keV−1,
respectively, for the NuStar sensitivity (Koglin et al. 2005).
d The optimistic estimate assumes the designed sensitivity curve of SGD as of
2010 (Tajima et al. 2010; Takahashi et al. 2010). Since the instrument design
may change, we also show a conservative estimate, where we degrade the 2010
sensitivity curve by a factor of three.

in the energy range below 100 keV depending on the detail
of the transfer schemes—the variation in the predicted flux just
below 80 keV is likely less than 50% (see Figures 4 and 5 of
Milne et al. 2004), but one should keep in mind that this is the
level of uncertainty involved in the predicted hard X-ray flux.
We assume direct annihilation for the 511 keV lines without
positronium formation. This will affect the 511 keV line flux
to some extent, but the effect of the positronium formation on

the downscattered continuum is not important; the positronium
decay continuum emission is concentrated just below 511 keV
and the Compton scattering cross section in this energy range is
almost identical to that at 511 keV. Indeed, Milne et al. (2004)
found that there is very little difference between the results
from codes that include a positronium continuum component
and those that do not.

The models have been mapped onto 1293 spatial grids. In
each simulation, we follow 109 photon packets with continuous
changes in the spatial position, direction, and spectral energy
and energy content. Once they escape from the ejecta they are
binned into 10 angular bins, 3000 spectral energy bins, and 36
logarithmically spaced time bins from 5 to 300 days after the
explosion. This yields time- and angle-dependent spectra, from
which light curves are extracted for specific energy bands.

3. RESULTS

3.1. Spectra

Figure 2 shows examples of synthetic spectra. The flux is nor-
malized to a distance of 10 Mpc. Also shown are designed sen-
sitivity curves of HXI and SGD on board the planned ASTRO-H
(Kokubun et al. 2010; Takahashi et al. 2010; Tajima et al. 2010).

The γ -ray lines are produced by radioactive decays (including
the 158 keV and 812 keV lines from 56Ni decay and the 847 keV
line from 56Co decay). The lines are Doppler shifted by the bulk
expansion. Initially only emission from the outer, thin layer
along the line of sight is seen as a (narrow) blueshifted line.
As time goes by, the escaping lines become broader and the
line center moves to lower energy, following the increasing
transparency in the deeper, slower part of the ejecta (resulting
in the thicker layer probed in the lines; thus the lines become
broader). Compton scattering produces the continuum below the
line energies, with the low energy cutoff created by photoelectric
absorption. The cutoff energy becomes higher as time goes by
due to the increasing contribution to the emission from the
deeper part where the mean atomic number and photoelectric
cross sections are larger.

At 20 days after the explosion, a greater dependence
on the viewing direction is seen in DD2D_iso_04 than in
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DD2D_asym_04, despite the initial large asymmetry in the igni-
tion in the latter. Generally, fainter models with smaller M(56Ni)
show a larger viewing-angle dependence, and this is a specific
model prediction for the asymmetric delayed-detonation mod-
els (Kasen et al. 2009; Maeda et al. 2010b). Even if the initial
asymmetry is large, a strong detonation tends to decrease the
inhomogeneity in the final abundance distribution. Faint models
with a weak detonation preserve the inhomogeneity in the dis-
tribution of 56Ni either created by the initial asymmetry and/or
mixing in the deflagration phase (Kasen et al. 2009; Figure 1).

At 20 days, the two-dimensional delayed-detonation models
show harder spectra than the W7 model. This is a result of
more extended burning and larger photoelectric absorption cross
sections near the surface in the two-dimensional models. For
example, in the W7 model the mass fraction of Si exceeds 0.1 up
to 15,000 km s−1 (with the inner boundary of ∼10,000 km s−1)
(Nomoto et al. 1984), while in the DD2D_iso_04 model it
exceeds 0.1 up to ∼14,000–20,000 km s−1 depending on the
viewing direction despite smaller M(56Ni) (Figure 1). Models
with a strong viewing-angle effect (i.e., faint models) show
a harder X-ray cutoff when observed from a brighter line of
sight. The large flux is created by a larger amount of 56Ni near
the surface in this direction. This, together with other burning
products like Si, also increases the photoelectric absorption
cross section in the same direction. At 60 days, the optical depth
decreases and the viewing-angle effect becomes weak (see also
Sim & Mazzali 2008).

3.2. Light Curves

Figure 3 shows light curves for selected energy bands and
lines. Figure 4 shows examples of evolution in ratios between
two different bands. Figure 5 shows selected continuum and line
fluxes for the reference distance of 10 Mpc, for all the models
and viewing directions, as a function of M(56Ni). Figure 6
provides a constraint on the nature of SN 2011fe—the predicted
flux in the energy range 830–875 keV at 6.4 Mpc. The 158 keV
line strength has been extracted from the synthetic spectrum
in the energy range 150–168 keV. The 812 keV and 847 keV
line strengths have been extracted as follows. First, we integrate
the synthetic spectra in the energy range 790–900 keV, then
the total flux is divided into the two lines according to the
decay probabilities at each epoch (thus assuming the same
cross section for these two lines, which should be a good
approximation).

The sensitivities of HXI and SGD are calculated by inte-
grating the designed sensitivity curves (Kokubun et al. 2010;
Takahashi et al. 2010; Tajima et al. 2010) in the correspond-
ing energy ranges. For lines, we have integrated the sensitivity
curve within the typical FWHM predicted by the models, which
evolves from v/c ∼ 0.02 to 0.035 from 20 to 80 days. We
note that for a detailed comparison between the models and ob-
servations, differences in the line width need to be taken into
account—because of the larger line width and a larger back-
ground contamination in brighter models, these models are
harder to detect than the first-order estimate provided here (the
opposite is true for the fainter models). For NuStar, we have as-
sumed a constant sensitivity across the energy band: 4 (conser-
vative) and 2 (optimistic) ×10−8 cm−2 s−1 keV−1 (Koglin et al.
2005). For SPI, the narrow-line sensitivity is multiplied by the
degradation factor from the line broadening, which we assume
is

√
FWHM/ΔE with a typical resolution ΔE = 2 keV. The

degradation factor we adopt is therefore ∼1–4, depending on
the energy range and the epoch. It would be possible to re-

Figure 3. Examples of synthetic light curves for (a) hard X-ray continuum,
(b) 158 keV line, (c) integrated flux in 200–460 keV, (d) 812 keV line, and
(e) 847 keV line. The distance is assumed to be 10 Mpc, and the flux is
normalized at 10−5 cm−2 s−1. Shown here are light curves for W7 (thick gray),
angle-averaged (thick red) and angle-dependent (thin magenta and orange)
light curves for DD2D_asym_04 (dc2), angle-averaged (thick blue) and angle-
dependent (thin green and cyan) light curves for DD2D_iso_04 (dc3). For the
angle-dependent curves, two opposite directions are shown. For comparison,
we show the predictions for the peak days and peak fluxes for other model
variants: for the 158 keV flux from Gómez-Gomar et al. (1998) and for the
812 and 847 keV fluxes from Milne et al. (2004). For the 158 keV case, the
following three models are shown: a pure detonation model DET (filled circle),
a delayed-detonation model DEL (filled square), and a sub-Chandrasekhar
model SUB (filled triangle). For the 812 keV and 847 keV cases, the following
models are shown: “luminous” SN Ia models HECD and W7DT (open circles),
“normal-brightness” models HED8, DD202c, and W7 (open squares), and “sub-
luminous” models HED6 and PDD54 (open triangles). Sensitivity curves (with
an exposure of 106 s) for several current and future instruments are shown by
black lines.

(A color version of this figure is available in the online journal.)

duce the resulting degradation when background features are
well constrained and stable, and/or when specific line shapes
can be assumed or tested. For GRIPS, we simply assume that
the narrow-line sensitivity is better than SPI by a factor of 15
(Greiner et al. 2012).

In the hard X-ray continuum, the two-dimensional delayed-
detonation models peak fainter than the W7 model, even
if M(56Ni) is larger, as a result of the larger mean atomic
number (due to more complete burning) and larger photoelectric
absorption cross sections near the surface. The signal can
therefore be a strong diagnostic for the composition near the
surface and the mode of the flame propagation. The models
with larger M(56Ni) peak earlier, at a higher flux level: thus
the hard X-ray alone (as well as the 158 keV line discussed
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Figure 4. Examples of the flux ratio diagnostics: (a) the ratio between the
158 keV line and the 200–460 keV continuum and (b) the ratio between the
60–80 keV continuum and the 200–460 keV continuum. Shown here are model
curves for W7 (thick gray), angle-averaged (thick red) and angle-dependent
(thin magenta and orange) curves for DD2D_asym_04 (dc2), angle-averaged
(thick blue) and angle-dependent (thin green and cyan) curves for DD2D_iso_04
(dc3). For the angle-dependent curves, two opposite directions are shown.

(A color version of this figure is available in the online journal.)

below) could give a rough constraint on M(56Ni) independently
from optical observations. The two-dimensional models show a
strong angle dependence. The angle variation in the model flux
reaches nearly 100% for models with M(56Ni) ∼ 0.6 M�, while
for the brighter models it is at most ∼40% (Figure 5). If an SN
Ia as close as SN 2011fe should appear again in the coming
decade when the near-future hard X-ray instruments (HXI and
NuStar) will be operating, the signal should be detectable by
these instruments.

Figure 6. Constraint on the models from the INTEGRAL/SPI observation of SN
2011fe. The model fluxes for an SN at 6.4 Mpc are time-averaged within days
45–88. The “asym” models are shown by red triangles, “iso” models by blue
circles, and W7 by a black square. The 2σ upper limit obtained by SPI (Isern
et al. 2011a) is shown by the dashed line.

(A color version of this figure is available in the online journal.)

The behavior of the 158 keV line (56Ni → 56Co) is similar
to that of the hard X-ray continuum (see above), except that
the difference between the two-dimensional models and W7
is not large for given M(56Ni), since the dominant interaction

Figure 5. Selected continuum and line fluxes as a function of M(56Ni) for a distance of 10 Mpc. (a) 60–80 keV at 10 days, (b) 60–80 keV at 20 days, (c) the 158 keV
line at 20 days, (d) the 812 keV line at 20 days, and (e) the 847 keV line at 80 days. In each panel, all 33 models are shown for different viewing angles (divided into
10 bins each). The “asym” models are shown by red triangles, “iso” models by blue circles, and W7 by a black square. For comparison, one-dimensional models from
Milne et al. (2004) are shown for the 812 and 847 keV lines (open symbols: see the caption to Figure 3). The sensitivities of various current and future instruments
are shown for an exposure of 106 s.

(A color version of this figure is available in the online journal.)
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process is Compton scattering and the difference in the surface
composition is not important. Not many previous theoretical
studies have explicitly addressed the 158 keV line strength—in
Figure 3 we plot the prediction on the peak 158 keV flux from
Gómez-Gomar et al. (1998) together with our two-dimensional
delayed-detonation model predictions. The models of Gómez-
Gomar et al. (1998) are one-dimensional models, including a
delayed-detonation model (M(56Ni) = 0.8 M�), a pure deto-
nation model (M(56Ni) = 0.7 M�), and a sub-Chandrasekhar
explosion model (M(56Ni) = 0.6 M�). In Gómez-Gomar et al.
(1998), the 158 keV flux was extracted from an energy range
corresponding to ∼1.2× FWHM. Thus, their line fluxes were
extracted from a narrower range than what we adopt for our mod-
els. The difference should not be large as we deal with a line.
Their delayed-detonation model follows our (angle-averaged)
model behavior. The pure detonation model predicts a larger
peak flux than any of the two-dimensional delayed-detonation
models, and the difference is about a factor of three for the
same M(56Ni). The sub-Chandrasekhar model peaks earlier
than for the delayed-detonation model, and the peak flux is
higher by about a factor of two than the corresponding delayed-
detonation model with similar M(56Ni). All of our delayed-
detonation models, as well as other typical models (e.g., Gómez-
Gomar et al. 1998), are reachable by SGD for an SN at 10 Mpc
(Figure 3).

The 158 keV line is generally the strongest signal in the
first month. Since the expected behavior is sensitive to the
distribution of 56Ni, it is most useful to distinguish models which
result in a very different spatial distribution of 56Ni. For SN
2011fe, the 2σ upper limit on the integrated flux in the energy
range 160–166 keV at ∼10 days after the explosion has been
placed at 7.5 × 10−5 photons cm−2 s−1 by the SPI observation
with an exposure of ∼106 s (Isern et al. 2011b). This upper
limit rejects none of our models and neither of the other models
shown in Figure 3—our model fluxes extracted in the energy
range 150–168 keV are lower than 2 × 10−5 photons cm−2 s−1,
and should be even lower for the 160–166 keV range. The
pure detonation model in Gómez-Gomar et al. (1998) has
the largest flux among the models presented here, ∼6 ×
10−5 photons cm−2 s−1 at the distance of 6.4 Mpc which is still
below the observational upper limit.

The light curve of the 200–460 keV range and that of
the 812 keV line follow a behavior similar to that of the
158 keV line (see below for more detailed discussion on
the 200–460 keV continuum). In Figures 3 and 5, we show the
predictions of other well-investigated models together with our
two-dimensional delayed-detonation models for the 812 keV
line flux. These model predictions have been taken from
Milne et al. (2004): normal-brightness SN Ia models (HED8,
DD202c, W7), luminous models (HECD, W7DT), and sub-
luminous models (HED6, PDD54) covering a wide range of
M(56Ni), 0.14–0.76 M�. The models which have a large amount
of 56Ni near the surface peak earlier and are brighter than
our two-dimensional delayed-detonation model sequence for
given M(56Ni). It is seen that the typical behavior of the two-
dimensional delayed-detonation model is similar to the one-
dimensional deflagration model W7 and the one-dimensional
delayed-detonation model DD202c, except that a variation in
the flux is expected for different viewing directions in the two-
dimensional models (like in the hard X-ray continuum and the
158 keV line). We note that Milne et al. (2004) integrated the flux
for the 812 and 847 keV lines in the energy range 810–885 keV,
narrower than our definition (790–900 keV). However, the

continuum level is quite low, and thus the difference is negligible
(i.e., at most a few percent).

The 847 keV line (56Co → 56Fe) is the strongest line for SNe
Ia and it peaks around 60–100 days after the explosion. This
line is insensitive in its behavior to the viewing direction due to
a small optical depth at these late epochs. Indeed, the behavior
of this line is rather insensitive to model variants as well, but
mostly determined by M(56Ni), up to ∼30% level, as shown in
Figure 5. This means that the detection of this signal around the
peak would not discriminate between different model variants
(such as pure detonation, delayed-detonation, one-dimensional
or multi-D), but provides a direct estimate of M(56Ni) where the
uncertainty would come mostly from the limited measurement
accuracy rather than from the model uncertainties.

A constraint from the reported upper limit on the γ -ray
signal from SN 2011fe by SPI/INTEGRAL (Isern et al. 2011a)
is the following. With ∼3 × 106 s exposure at days 45–88,
they placed a preliminary 95% upper limit (2σ ) of 1.39 ×
10−4 photons cm−2 s−1 in the energy range 830–875 keV and
1.20×10−4 photons cm−2 s−1 in 835–870 keV. Adopting typical
model predictions for the line profile, the former likely includes
most of the flux in the 847 keV line, while the latter will miss
about 10%–15% of the flux. Thus, the constraints from these
different band passes are similar. In Figure 6, we show our model
predictions at 6.4 Mpc, where the model fluxes are averaged over
the SPI observation time window (45–88 days). The reported
upper limit rejects the models with M(56Ni) ∼> 1.0 M�.

The constraint here should be compared with the optical prop-
erties of SN 2011fe. The optical light curve evolution suggests
that it is a normal SN Ia peaking at −19.13 mag in B band, indi-
cating that 0.45 M� � M(56Ni) � 0.6 M� has been produced in
the explosion (Nugent et al. 2011b; Röpke et al. 2012). Röpke
et al. (2012) presented an optical-spectral analysis based on
two explosion models, a three-dimensional delayed-detonation
model (similar to those presented in this paper) and a white
dwarf–white dwarf merger, both models having M(56Ni) ∼
0.6 M�. Both models show a general agreement with the ob-
served spectral sequence: Röpke et al. (2012) found a slightly
better match for the merger model but could not place a clear
preference based on the available optical data. The constraint
from the SPI observation, M(56Ni) ∼< 1.0 M�, is consistent with
the optical emission analysis, but unfortunately not deep enough
to provide further constraints. However, we emphasize that the
constraint from the high energy emission is fully independent of
the optical emission analysis and suffers from far fewer theoret-
ical uncertainties. Thus, it demonstrates that a strong constraint
can potentially be obtained from high energy signals for future
nearby SNe Ia.

We predict different behaviors for different energy ranges,
depending on the models and viewing directions (see above).
This provides strong diagnostics on the explosion mechanism.
Figure 4 shows two examples: the flux ratio between the 158 keV
line and the 200–460 keV continuum, and that between the
60–80 keV continuum and the 200–460 keV continuum. The
first example is sensitive to the column mass density above the
56Ni-rich region. The dominant interaction process at 158 keV
and in the high energy continuum is Compton downscattering
(there is a significant contribution from photoelectric absorption
at 158 keV, but this contribution is negligible in the argument).
The strength of the 158 keV line is proportional to the escape
fraction of photons, while that of the 200–460 keV continuum
is the combination of the scattering fraction of the decay lines
and the escape fraction of the downscattered photons. As such,
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the ratio is larger for smaller optical depth due to Compton
scattering (i.e., for a smaller amount of material above 56Ni). It
is seen in Figure 4 that models with a large amount of 56Ni
and/or those viewed on-axis have a high flux ratio (i.e., a
situation in which the distribution of 56Ni is extended toward
the surface along the line of sight). The ratio between the hard
X-ray continuum and the soft gamma-ray continuum behaves
in the opposite way. This is an example of the diagnostics
about the chemical composition near the surface. At 60–80 keV,
photoelectric absorption is the dominant interaction process. As
such, the ratio here is a measure of the average atomic number
near the surface through the cross section to photoelectric
absorption. Models with the largest abundance of Fe-peak
elements near the (line-of-sight) surface have the smallest ratio.

3.3. Detectability

Table 1 summarizes the expected detectability of a few
selected models. The exposure of 106 s is assumed to be centered
on the peak flux date. The time-averaged fluxes extracted from
the spectral time series are then compared with the sensitivities
of various instruments. In practice, the peak date is not known
in advance. This is not a big problem for the 847 keV line, but it
matters for the low energy bands, e.g., the hard X-rays and the
158 keV line, where the peak date is sensitive to the model details
(see Figure 3). In planning observations, it is thus encouraged
to take into account the evolution of the optical emission so
that the coordinated observation covers the peak flux. This,
however, requires a very early discovery and intensive follow-
up as was done for SN 2011fe (Nugent et al. 2011b). Table 1
also gives the expected number of SNe Ia per year based on the
Asiago Supernova Catalog that is constantly updated with new
SN discoveries (Barbon et al. 1999; see Horiuchi & Beacom
2010 for the local SN Ia rate).

In the well-studied 847 keV line, we estimate that SPI on
board INTEGRAL reaches to SNe of normal brightness at
∼6 Mpc in an ideal situation. This can be optimistic, though, as
in practice the SPI observation of SN 2011fe with 3 × 106 s did
not detect any positive signals for the data analysis performed
so far. In our estimate of the SPI detectability, we have not
included the sensitivity loss from modeling the background
that could further reduce the sensitivity beyond the increased
statistical fluctuations when using a broad energy band. This
loss of sensitivity depends on the quality of the background
modeling in the data analysis, so further analysis of the SPI data
would reduce the upper limit below the value reported by Isern
et al. (2011a, 2011b). The observation (with the data analysis so
far) does constrain M(56Ni) ∼< 1.0 M� produced in SN 2011fe.
A future telescope like GRIPS is estimated to reach to ∼20 Mpc
in the 847 keV line, if the sensitivity is improved by a factor
of 15 compared to SPI as is designed. Since the 847 keV line
luminosity evolves slowly around the peak, even an exposure
as long as 3 × 106 s could be coordinated (as was done for SN
2011fe; Isern et al. 2011a), and then the detection horizon will
even extend to ∼35 Mpc.

We have found that the near-future instruments for hard
X-rays and soft γ -rays, NuStar (launched in 2012 July) and
ASTRO-H (launch planned for 2014), will potentially provide
detection of the high energy emission from extragalactic SNe
Ia almost annually. NuStar and HXI are estimated to reach to
SNe Ia up to ∼15 Mpc (for SNe Ia of normal luminosity), i.e.,
roughly one SN every few years. The 158 keV line will be
detectable by SGD up to a distance of ∼25 Mpc, i.e., a few
SNe per year. The continuum between 200 and 460 keV will be

detectable up to ∼14 Mpc. Even if we make a very conservative
assumption that the SGD sensitivity curve would be degraded
from the present design by a factor of three, normal SNe Ia at
∼15 Mpc will be reachable (Table 1). We note that the model
prediction is more solid for the 158 keV line than for the hard
X-rays; the degree of agreement between different transfer codes
(tested for the same model) is worse in the hard X-rays due to
more complicated cross sections in this energy range (Milne
et al. 2004; see Section 2). The hard X-ray and the 158 keV
line evolve relatively quickly, but the flux levels stay almost
constant around the peak for ∼10–20 days; thus an exposure of
106 s is appropriate. It also requires an SN discovered soon after
the explosion. Such an early detection is now feasible thanks
to new transient searches with high cadence (e.g., Nugent et al.
2011a, 2011b).

Another possible concern about the hard X-ray band study
is contamination from background sources. The predicted peak
hard X-ray luminosity from an SN is ∼1039 erg s−1. For exam-
ple, in M101 there are ∼100 X-ray sources above ∼1036 erg s−1

in the energy range 0.1–8 keV (Pence et al. 2001). For a con-
servative angular resolution of 2 arcmin for HXI, about 5 or 10
such sources may be unresolved from the SN emission. The ex-
pected total flux from these contaminated sources is, however,
far below the predicted SN hard X-ray luminosity. The proba-
bility that a host galaxy has a powerful active galactic nucleus
and that an SN is close to the core is small for nearby SNe
(neither is the case for SN 2011fe). Also, the characteristic tem-
poral evolution of the SNe, i.e., the quick decrease of the flux
(a magnitude decrease in one or two months) and no repetition,
should be distinguishable from underlying unrelated sources.

For ASTRO-H, we have performed simulations for the de-
signed detector’s response by using some of the synthetic spec-
tra as input. We have used the detector’s response and back-
ground presented by Tajima et al. (2010) and Takahashi et al.
(2010), and this corresponds to the “optimistic” case in Table 1.
Figure 7 shows examples of the simulations for the three mod-
els (DD2D_asym_04, W7, DD2D_iso_04) at a distance of 5,
15, and 25 Mpc. We have used synthetic spectra at 20 days af-
ter the explosion. This is indeed conservative, since only the
brightest model (DD2D_asym_04) reaches the peak at 20 days,
and the other two models have not yet reached the maximum
flux at 20 days. The simulation assumes an exposure of 106 s.
For the spectral region around the 158 keV line, all these three
models are detectable at 25 Mpc, confirming our estimate in
Table 1 (the simulation indeed indicates that the values in Table 1
may even be underestimated). Detecting the signal as a “line” is
more difficult—for example, at 15 Mpc we can still identify the
158 keV “line” in the spectrum of the DD2D_asym_04 model,
but not for the other two models. The simulation also shows that
resolving the 158 keV line profiles can be definitely done for
SNe Ia at 5 Mpc, but is not possible for SNe Ia at a distance of
10 Mpc or larger. A slightly worse level of agreement between
the simple estimate and the response simulations is found for
the HXI.

4. CONCLUSIONS AND DISCUSSION

In this paper, we have reported properties of high energy
emissions from the radioactive decay chain 56Ni → 56Co →56Fe
in SNe Ia. A series of two-dimensional delayed-detonation
models have been investigated.

We estimate, for the narrow-line sensitivity of 3 ×
105 photons cm−2 s−1, that the 847 keV line from the decay
of 56Co is detectable by SPI/INTEGRAL for the closest SNe
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Figure 7. Detector response simulations for an exposure of 106 s for some selected models, for HXI (black) and SGD (red) on board ASTRO-H. The model spectra
at 20 days after the explosion are used as input models, placed at distances of 5, 15, and 25 Mpc, respectively. We adopt the sensitivity curves from Kokubun et al.
(2010), Tajima et al. (2010), and Takahashi et al. (2010).

(A color version of this figure is available in the online journal.)

within ∼6 Mpc, at 60 days after the explosion and thereafter.
This, however, is likely optimistic in view of the non-detection
of the signal from SN 2011fe by SPI (Section 3.3).

The flux of the 847 keV line is sensitive to M(56Ni) but not
to other model details, such as the progenitor mass, the flame
propagation modes, one-dimensional or multi-D, or the viewing
direction. Thus, the upper limit of the SPI observation of SN
2011fe is directly translated to a constraint on the mass of 56Ni,
as M(56Ni) ∼< 1.0 M�. This is not as strong as the constraint
placed by optical emission analysis (Nugent et al. 2011b; Röpke
et al. 2012), but is totally independent from and more direct than
the optical emission analysis. This shows a potential to place
a strong constraint on the nature of the explosion through the
high energy emission. In the earlier phase, the most constraining
signal is the 158 keV line. The behavior here is sensitive to
different models (e.g., the thermonuclear flame modes, initial
conditions, and viewing angles within the delayed-detonation
scenario)—the feature essentially traces how much material is
present atop of the 56Ni-rich region. SN 2011fe was observed
by INTEGRAL with an exposure of ∼106 s starting at ∼5 days

after the discovery (Isern et al. 2011b), but unfortunately the
reported upper limit is not deep enough to reject any models
presented in this paper (including the pure detonation model).
For more detailed and quantitative analysis, variations in the
line width predicted for different models will need to be taken
into account.

While most previous studies focused on the detectability
of the radioactive signals in the MeV range, we suggest that
detecting soft γ -rays and hard X-rays is more promising with
the new, near-future observatories (ASTRO-H and NuStar). We
have found that the 158 keV line is detectable up to ∼25 Mpc
with SGD on board ASTRO-H, and the hard X-ray continuum
up to ∼15 Mpc with HXI on board ASTRO-H and NuStar. These
near-future observatories, which we predict are able to detect the
high energy emission almost annually, are expected to provide
practically applicable diagnostics on the explosion mechanism.

1. The hard X-ray continuum provides a measure of the
composition near the surface.

2. The 158 keV line flux provides a measure of how much
material is present above the 56Ni-rich region.
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3. Accordingly, some line-to-continuum ratios, shown to be
accessible by these new instruments, will provide a strong
constraint on the explosion mechanism (or the view-
ing direction in the two-dimensional delayed-detonation
models).

Compared to other model variants (e.g., one-dimensional pure
deflagration model, one-dimensional pure detonation model),
the two-dimensional delayed-detonation model tends to pre-
dict a lower (angle-averaged) flux in these energy ranges.
Thus, our estimate on the detectability of these features with
the future observatories may well be conservative. The hard
X-ray continuum and the 158 keV line data alone could be used
to obtain a rough constraint on M(56Ni), but this is contami-
nated by the factors arising from different explosion models as
described above.

According to the systematic study of the two-dimensional
delayed-detonation models, we have the following solid pre-
diction for this model sequence: for a large statistical sample,
a possible scatter in the peak flux may limit the degree of the
asymmetry in the explosions. We predict larger asymmetry, thus
a larger scatter in the peak flux, for fainter SNe Ia according to
the delayed-detonation model.

Future new-generation γ -ray observatories like GRIPS are
expected to deepen the observable horizon in the MeV range
up to ∼20 Mpc, or even to 35 Mpc for an exposure as long as
3 × 106 s. The 812 keV line can be used in a way similar to
the emission features in the softer band as described above.
The peak 847 keV line flux alone is a very good tracer for
M(56Ni); for the model sequences we explore in this paper (the
two-dimensional delayed-detonation models, one-dimensional
models including various flame propagation modes, those based
on Chandrasekhar and sub-Chandrasekhar progenitors), it is
insensitive to the model variants and the viewing direction,
thus being a direct probe of explosive nucleosynthesis in
SNe Ia.
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Röpke, F. K., Woosley, S. E., & Hillebrandt, W. 2007, A&A, 464, 683
Roques, J. P., Schanne, S., von Kienlin, A., et al. 2003, A&A, 411, L91
Seitenzahl, I. R., Ciaraldi-Schoolmann, F., & Röpke, F. K. 2011, MNRAS, 414,
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