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Thesis Abstract

There are five integral proteins and two mobile redox carriers involved in elec-
tron transport. The former are the light-harvesting complexes, photosystem I,
cytochrome bf, photosystem I and the ATP-synthase, whereas the mobile carri-
ers are plastoquinone and plastocyanin. Only the concerted action of all of these
components leads to an optimal light usage. A variety of structural data on the
integral proteins and thylakoid structure is available. However, although a great
deal is known about the single steps of electron transfer and the proteins involved
in photosynthesis only little is known about the interplay of the single components.

Classical theoretical approaches to whole chain electron transport are reduction-
istic models that attempt to understand reaction chains by quantifying the single
components. These models typically do not take into account how the single com-
ponents are spatially organised. Recently, however, evidence has arisen that or-
ganisational aspects may have a high impact on linear electron flow in thylakoids
26, 111, 93, 109, 92, 96]. Lavergne, Joliot and co-workers (111, 93, 109, 92] and
Kirchhoff and co-workers [96] suggest that the high protein density in thyalkoids
may restrict the migration of plastoquinone. Further evidence that a plastoquinone
pool shared by all photosystem II may be an over-simplification is presented in the
present work. Perhaps for whole chain electron transport it holds that, as Aristotle
put it: “The whole is more than the sum its parts.”.

In this work a Monte Carlo simulation is developed and the diffusion coefficient
of plastoquinone diffusion between the integral proteins acting as obstacles is exam-
ined. Using obstacles exhibiting a realistic shape, derived from structural analysis of
the integral photosynthetic proteins, it is found that plastoquinone diffusion in thy-
lakoids is severely restricted. The area occupied by integral proteins is close to the
percolation threshold beyond which the obstacles form closed domains within which
plastoquinone can diffuse freely but cannot leave. Slight changes in the protein ar-
rangement lead to pronounced changes in diffusion behaviour under such conditions.

Therefore, factors are investigated that may influence the protein arrangement and,
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1.1. PHOTOSYNTHETIC ELECTRON TRANSPORT IN HIGHER PLANTS 3

1.1 Photosynthetic electron transport in higher
plants

Photosynthetic electron transport leads to two important products: ATP and
NADPH (reducing equivalent). In the course of electron transport from water to
NADP* a pH-gradient across the thylakoid membrane is built up. The proton
electrochemical potential gradient between the stroma and the lumen is used to
conserve energy. Energy set free by protons leaving the lumenal space along the
gradient is converted to chemical energy, ATP, via the ATP-synthase according to
the chemiosmotic theory of Mitchell [123, 78]. Between the initial donor, H,0, and
the final electron acceptor, NADP*, is a potential difference of more than 1.2 V.

This energy is provided by the absorption of light.

After absorption of a photon by the light-harvesting antenna, energy 1s trans-
ferred to the reaction centre of a photosystem (PS) as an exciton. The excitation of
the reaction centres leads to a charge separation. Electrons are then transferred to
acceptors with a higher (i.e. less negative) redox potential. Electron flow in higher
plants involves several electron transfer steps (for a schematic diagram of inter-
molecular electron transfer see Figure 1.1, for intramolecular transfer see Figure 1.2,
Figure 1.3 and Figure 1.4).

With the exception of the lipid-like plastogquinone all of the components involved
in electron transport are embedded in proteins. Light capturing proteins are the pho-
tosystems PS I (ca. 20 subunits) [165] and PS II (600 kDa, consisting of more than
25 subunits) [143]. They are associated with light-harvesting complexes (LHC) I
and LHC II, respectively. On the other hand, there are components only trans-
ferring electrons and/or protons. Amongst them is the large membrane spanning
cytochrome (cyt) bf complex (242 kDa), consisting of 11 different subunits [184] as
well as smaller mobile monomeric proteins such as plastocyanin on the lumen side
(10 kDa) [67] and ferredoxin on the stroma side (11 kDa) [99)].

The reduced form of plastoquinone (PQ) is plastoquinol (PQH;). In contexts

equally relevant for PQ and PQH; (e.g. diffusion properties) the term plastoquinone
is used for both.
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Once a chlorophyll molecule has absorbed a light quantum the excitation can
be transferred to other molecules as an exciton. Only if the exciton reaches the
reaction centre in the core complex can the energy be used for photochemistry.
To avoid competing reactions leading to an energy loss, two conditions have to be
accounted for:

e fast transfer times of the excitons

e high rate of primary charge separation

These conditions are provided in the photosystems. The transfer time for an
exciton between adjacent chlorophyll molecules is one of the fastest processes in
nature occuring within some 100 fs [175]. The time between the absorption of a
light quantum and stabilized charge separation (trapping time) is 60-90 ps for PS I
[173] and some 100 ps for PS II [175]. This is faster than the rate constants for
competing reactions leading to an energy loss.

There are two models describing exciton transfer in a pigment system associated
with a photosystem (see [175, 148] as a review). The delocalized exciton coupling
is restricted to systems with highly overlapping orbitals. Above a threshold of
about 2 nm distance between the molecules, exciton transfer can be described with
the Forster theory [148]. The Férster theory describes exciton transfer for weakly
coupled systems i.e. the electron orbitals of molecules involved are only slightly
overlapping. In both cases the rate of exciton transfer is correlated with the distance
between adjacent pigments. Therefore, it is important that pigments involved in
exciton transfer are close enough in the protein to ensure high rates of transfer.

Similarly, energetically coupled proteins need to be located close to each other in
the membrane to allow exciton transfer between them.

1.1.2 Photosystem II

Transfer of an exciton to the reaction centre of PS II leads to electron transfer
from the primary donor, P680, to the primary acceptor pheophytin (Pheo) (see
Figure 1.2). The so called radical pair is formed: P680"/Pheo™. From pheophytin
the electron is then transferred to (4, a tightly bound quinone. From (), the
electron is transferred to the terminal acceptor of PS II, the plastoquinone (PQ)

located in the (5 pocket. @p is a two electron gate. After receiving a second electron
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The PS II complexes are heterogeneous. Around 35% of PS IT (termed PS 1Ilg)
appear to have a two-fold smaller antenna size than PS I, and are organised in
isolated units i.e. they are not energetically connected to each other [13, 11, 172, 110].
In contrast PS II, are energetically connected via their large antennae. PS II,
usually appear as dimers.

In addition to the photochemical heterogeneity there is also a spatial hetero-
geneity [14, 11, 164, 20, 1, 2]. About 85-90% of the PS II are located in the grana
whereas only 10-15% of the PS II are located in the stroma. The PS II situated
in the stroma is considered to belong to the PS Il; type. From these numbers it
can be concluded that there might be a significant part of PS Ilg in the grana too
(see Section 1.2.1). It was suggested by Albertson and co-workers that the PS II,

are localized in the centre of the grana whereas PS Il are situated in the grana
margins [4, 110].

1.1.3 Cytochrome bf complex

Electrons are transferred from PS II to the membrane-bound cytochrome bf complex

by the small, lipophilic plastoquinol diffusing within the membrane (see Figs. 1.1
and 1.3).

There is a strong structural and functional similarity between the cytochrome bf
of higher plants and the cytochrome be of mitochondria and bacteria. Cytochrome be
complexes in crystals exist as a closely interacting dimer, suggesting that the dimer is
a functional unit [187]. It is unclear whether this holds also for the cyt bf complexes.
There is some evidence that cyt bf exists as a dimer (see e.g. [80, 85, 38]). However,
it is still not clear whether the two cyt bf monomers in a dimer interact with each
other, and if they do, in which way they interact [66, 129, 133, 146, 65, 162].

Electron transfer at cytochrome bf: The Q-cycle

The electron transfer in the cyt bf complex is assumed to follow a Q-cycle. The
(Q-cycle was postulated first for the eyt be complex in mitochondria by Mitchell
(1976) [123]). According to the Q-cycle one electron from the PQH, is transferred
to the oxidised Rieske FeS centre after binding at the @, binding site. From there

"The nomenclature of the binding sites on the cyt bf complex is not uniform. Here the desig-
nation (Q, for oxidising is used for the binding site at which PQ is oxidised. Other names found in
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The Q) cycle seems to be permanently operative in cytochrome be complexes [78]
but data for the cytochrome bf complex are contradictory. For example stoichiome-
tries of protons per transported electron differing from 3:1 are found in uncoupled
thylakoids for some pH values [142] or for varied light intensities in coupled thy-
lakoids [21]. However, there seems to be general agreement in the literature that the
Q-cycle is obligatory also for the ¢yt bf complex [112, 21]. Stoichiometries different
from 3:1 might be explained by additional proton channels [21]. Such channels are

also proposed by Joliot and Joliot, based on measurements of the electrochromic
shift of the membrane proteins [90].

1.1.4 Photosystem I

Photosystem (PS) I resembles PS II in many ways. Apart from a remarkable struc-
tural similarity [144, 143] analogies in functional aspects can be found. In particular

the first steps of electron flow from the reaction centre show similarities.

The primary donor of PS Iis P700, a Chl a-dimer. After trapping of an exciton it
donates an electron to a chlorophyll from which it is transferred to phylloquinone [75]
(compare electron transfer in PS II 1.1.2). The terminal acceptor is ferredoxin that
is located at the stroma side. Ferredoxin is a mobile electron carrier and carries its
electron to the ferredoxin-NADP' reductase®. On the donor side the oxidised form
of the primary donor P700" is reduced by the small diffusible, protein plastocyanin,
shuttling electrons within the lumen space from cyt bf to PS L.

As with PS II, PS I is heterogeneous [170]: PS I, is located in the grana margins
whereas PS Iy is found in the stroma thylakoids (see Sections 1.2.1 and 1.2.2).
Similar to PS 11, the PS I, type centres have larger antenna (about 30-40% larger)
[1]. The additional antenna of grana PS I, form a special pool of LHC II that is
attached to PS I and functionally coupled to it [16].

The reactions in the PS I and PS II can be considered as fast in relation to the
plastoquinol oxidation at the cyt bf complex, which is considered to be the slowest
step in the electron transport chain [71].

“The ferredoxin-NADP* reductase was recently suggested to be part of the cytochrome bf com-
plex [189]
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Figure 1.4: Schematic diagram of intramolecular electron transport in PS I. Abbre-
vations: PC: plastocyanin, P700: Chl a-dimer, reaction centre of PS I, Ay: chloro-
phyll a, Ay: phylloquinone, Fy, Fa, and Fg: iron sulfur cluster, Fd: ferredozin,
FNR: ferredozin-NADP ozidoreductase. Sources for transfer rates: a) Haehnel et
al. [73], b) Malkin [118], and ¢) Haehnel [71].

1.1.5 Intramolecular electron transport

In the case of PS I, PS II, and cyt bf intramolecular electron transport has to be
considered. Intramolecular electron transport is characterized by fixed positions of
the redox active components. Thus, the path of the electron is strongly determined.
The rate of electron transfer at a redox centre site is deseribed by the Marcus theory
of electron transfer [115] (see [53] for a review). According to this theory, the rate
constant depends on the thermodynamic driving force (AGy), the reorganisation
energy (A), and the overlap of the orbitals of the electron donor and acceptor species
involved, The thermodynamic driving force (AGy) is expressed as the difference
between the mid-point potentials of the redox components. The reorganisation
energy (A) consists of two components: (1) the outer reorganisation energy; and (2)
the inner reorganisation energy. The former is connected with changing orientation
of solvent molecules whereas the latter is determined by changes of binding distances
and angles of the reactants themselves. From the Marcus theory, the activation
energy of a reaction will equal zero, and hence the reaction will occur without any
loss, if AGg equals A. This leads to extremly high transfer rates. For increasing

AGq the rate constant decreases again and transfer reactions get less efficient and
slower for very high AG,.
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Figure 1.5: Model of the thylakoid membrane. From Staehelin and wvan der
Staay [165].

1.2 Architecture of the thylakoids

While CO, fixation takes place in the chloroplast stroma, the thylakoid membranes
are the site of electron transport. The structure of the thylakoid membrane was
mainly resolved with the help of electron microscopy (for a review see [165]) and is
shown in Figure 1.5. The thylakoid membrane network consists of a single membrane
enclosing the lumen space. It is divided into stacked regions (granal thylakoids) and
unstacked regions (stroma thylakoids) (1, 2].

A typical grana stack is composed of two to about twenty grana discs depending
on the growth conditions. In each grana disc two to twelve stroma thylakoids are
inserted. The stroma membrane is connected to the different grana discs in one
grana stack in junctions that form a right handed helix (165, 17].

A granum consists of a central core with appressed membranes forming the grana
stack, and a peripheral domain that consists of the margins, and two end mem-
branes [1]. In contrast to the appressed grana core membranes, the margins, the
end membranes, and the stroma lamellae are stroma-exposed. These regions are dis-

tinguished from each other by their biochemical composition and thus their function
(see Figure 1.6, Table 1.1).
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1.2.1 The grana thylakoids

Despite the complexity and plasticity of the thylakoid membrane, there is a certain
regularity in the structure of the thylakoid systems of plants grown under normal
conditions. Viewed from above, the grana stacks are circular in shape with a di-
ameter that is generally between 400-500 nm. Garab and Mustdrdy [63] suggest
that the diameter of the grana disks, the multilayer arrangement of the thylakoids,
and the internal organisation of stacked membranes ‘homogenize’ the light absorp-
tion in the granum. According to their hypothesis the granum would behave as an
optical unit or a resonator involving complex interference pattern and multiple in-
ternal reflections [63]. The number of stacked membranes per granum is about 5-20
and the chlorophyll a/b is 3.040.5. A high consistency is found in different plants.
The relative amount of granal membranes (ca. 75-85%), and stroma membranes

(ca. 15-25%) is highly conserved among different plants. This may be of functional
significance [1].

The grana core

The grana core membranes are enriched in PS I, type centres [13] and contain the
highest concentration of eyt bf complexes compared to the other thylakoid domains

[1]. Both plastoquinone and plastocyanin occur in the grana core [124] whereas PS 1
cannot be found [110] (see Figure 1.6).

The abundance of light-harvesting complexes (LHC) Il in the grana suggests that
these antenna complexes also play a structural role. The fact that in all LHC II-
containing plants the two photosystems are segregated between the granal and stro-
mal membranes suggests that the LHC II may be involved not only in stacking but
also in the lateral separation of PS II and PS I [63]. Further, it has been shown
that LHC II complexes, when embedded in lipids, spontaneously form large stacked
lamellae with dimensions commensurate with the grana [157].

The grana margins

The margins cover about 40% of the circular grana [1] (i.e. a 60 nm annulus for a
granal membrane that is 500 nm in diameter). They contain PS Ilg, cyt bf com-
plexes, PS I, and ATP-synthase [1] (see Figure 1.6). The concentration of cyt &f in
the margins is the lowest of all thylakoid regions [182]. Probably the circular border
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component grana stroma | reference
PS 11 85% 15% [165]
PS1 68% 32% (3]
cyt bf 85% 15% 3]
plastocyanin
darkness 40% 60% [73]
illuminated 55% 45% (73]
plastoquinone 7% 22% 34]

Table 1.1: Distribution of photosynthetic components in the different reqions of
the thylakoids.

between the PS II,-containing and the PS I, containing domain is not sharp and

there might be some intermixing [1].

Albertson proposed that linear electron transport is carried out between the
PS5 11, centres in the grana and the PS I, centres in the margins. Thus, long-
range electron transport by the diffusible electron carriers (plastoquinone and plas-
tocyanin) over more than 250 nm (the diameter of a granum) is not necessary [

1.2.2  The stroma thylakoids

The stroma thylakoids, which might be the site of cyclic electron flow [1], contain
PS5 Ilg, cytochrome bf, PS 15, and ATP synthase 1] (see Figure 1.6). There may be
a heterogeneity between the cyt bf complexes found in the stroma and those found
in the grana, similar to the situation for PS IT and PS 1 [1].

The organisation of PS II and PS I in different domains could avoid wasteful
‘Spill over’ between the two phntasystems [10].
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lipid type relative amount

monogalactosyldiacylglycerol

50%
(MGDG) T
digalactosyldiacylglycerol
5 hd yig 30%
(DGDG)
hosphatidylglycerol
paosp yigly 10-20%
(PG)
sulfoquinoldiacylglycerol
1 i 5-10%
(SQDG)

Table 1.2: Lipid composition of the thylakoid membrane. The given numbers are
typical values. The actual composition may vary in different species depending on
the growth conditions [178].

digalactosyldiacylglycerol could be in grana stacking by the formation of specific
lipid-ion complexes [179, 119, 169]. Additionally it was shown that lipids play an
important role in the aggregation of LHC II [158] and there is evidence that PG
stabilizes the trimeric form of the LHC II [178] and promotes the formation of PS II
dimers [103]. Boundary lipids can exert a strong influence on the functionality and
mobility of integral proteins [156]. Hence, it appears that lipids ensure a well ordered
array of the complexes, yet allowing significant structural flexibility [63].

A large variety of different lipid types is obtained by diverse fatty acid residues
that can be of different length with a variable number of double bonds (zero to
three) [178]. This variety is specific for a species but can be influenced by the
growth conditions as well. The growth temperature plays an especially important
role for the lipid composition of membranes [178)].

1.2.4 Models for thylakoid stacking

In all higher plants and many green algae thylakoid membranes form stacked regions
(grana) that can be distiguished from unstacked regions (stroma) [11, 169]. In iso-
lated thylakoids stacking of grana lamellae is induced by addition of cations whereas
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the absence of cations leads to destacking. Destacking in turn causes mixing of the
photosystems and quenching of PS II fluorescence [125]. Thus, stacking seems to be
of functional importance [11].

In this Section the two most important hypotheses explaining grana stacking are
introduced.

The surface—charge theory

According to the surface charge theory developed by Barber [19], two membrane
lamellae are attracted by van der Waal’s type forces and repelled by electrostatic
forces. The latter are screened by counterions, thus resulting in the prevalence of the
attractive forces. This theory is essentially an application of the DLVO (Deryagin
and Landau [41], and Verwey and Overbeek [177]) theory of colloid aggregation.

Following this theory, phosphorylation of membrane proteins increases the nega-
tive charge on their surface, and phosphoproteins migrate out of the stacked regions
or, in other words, create additional unstacked regions.

However this theory can not explain the observation that stacking of thylakoids
and segregation of photosystems are two independent phenomena caused by two
different ion-dependent mechanisms [183, 169].

The surface-charge theory was extended by the idea of entropy-assisted grana
formation by Chow [35]. Chow suggested that the overall entropy of the system
might be increased by membrane stacking. Entropy as a source of ordering is some-
what counter-intuitive but the loss of entropy associated with orientational ordering

might be more than compensated by the gain in free volume where smaller particles
can diffuse [132, 44, 35].

The molecular recognition theory

Allen [5] proposed an alternative hypothesis based mainly on molecular recognition
between proteins. Stacking of grana is achieved by specific interaction between
proteins. The molecular recognition theory does not specify the proteins responsible
for stacking, but quite generally phosphorylation of proteins will alter their structure
and consequently change the binding specificity and thus cause destacking.

This theory does not attempt to explain the ion-dependent events in stacking and
photosystem segregation. Thus, only the surface charge theory and the molecular
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recognition theory together are able to explain known properties of the thylakoid
membrane [169].

1.2.5 Diffusion processes

As discussed above (Section 1.1) there are two mobile carriers involved in linear
electron transport: plastocyanin and plastoquinone. They have to travel distances
of up to 200-250 nm from the PS II in the centre of the grana stack to PS I in the
grana margins. Both diffusible carriers are found throughout the thylakoids (see

Table 1.1). Thus, it is not clear which is responsible for long range transport.

Plastoquinol is a small lipid soluble molecule that transports electrons on its
surface. It has a high diffusion coefficient. Because of this it has been the favorite
candidate for the long range mobile carrier [1]. However, one has to take into account
that the membrane in which it is diffusing is crowded with proteins that may act as
obstacles (see e.g. [151, 111, 96]). First evidence for this arose from estimations of the
diffusion coefficient for PQ in phosphatidylcholine lipid vesicles [26]. The diffusion
coefficient is about a factor of ten lower if 20% of the membrane are occupied by
proteins. More recent measurements in thylakoids using fluorescence quenching of
pyrene yielded a coefficient between 0.1-3 -107? e¢m?/s which is 100 times slower
than the coefficient in artificial lipid vesicles without proteins [24].

Functional investigations of plastoquinol diffusion revealed that the photo-re-
duction of plastoquinone by photosystem II is biphasic [93]. Furthermore, cyt by,
reduction is also heterogeneous [92]. Both results can be interpreted in terms of
a restricted PQ diffusion and that there are two pools of PQ and eyt bf. One

pool can be assigned to the stroma region the other can be assigned to the grana
region [93, 92].

According to Joliot, Lavergne and Béal [93] restricted diffusion of PQ also ap-
pears on a finer scale. Evidence for this arises from measurements of the apparent
equilibrium constant between Q4 and PQ. Values of 1-5 [93] are obtained which is
much lower than that expected by considering the midpoint potential (= 70). This
can be explained by a further compartmentation of quinone diffusion domains within
the grana. Thus, the accumulation of @} does not express a global equilibrium,

but rather indicates total reduction in micro-domains where the PQ/Q 4 ratio is
small [93].
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Following these findings Joliot, Lavergne and coworkers developed the micro-
domain theory. According to this theory the crowding of the membrane by integral
proteins results in a network of barriers to diffusion [93, 109, 92]. This theory
is based on a percolation effect (see also Section 1.2.6). In this case the lateral
diffusion coefficient (D) may be distance dependent (D(r)) [151]. Furthermore,
the diffusion coefficient is dependent on the concentration of obstacles (¢), thus
leading to D(r,c). Under the assumption of a random walk of a point tracer in the
presence of immobile point obstacles? on a triangular lattice, Saxton [151] found a
threshold of 50% (¢ = 0.5) occupation of lattice sites. Above this threshold D(r, 0.5)
approaches zero at some finite r. The physical or biological meaning of this is, if
there are too many obstacles in the diffusion space, the tracer will get ‘caught’
between the obstacles so that it can not leave a certain area, thus leading to a
diffusion coefficient of zero outside this area (D(Toutside, ¢p) = 0) but much higher
within the area D(7j,4i4e, ¢p) = 0. Thus, micro-domains are regions in the thylakoids
within which P(Q can diffuse freely but which it can not leave on a short time scale®.
The micro-domains are bounded by membrane proteins acting as obstacles to PQ
diffusion. It follows that only PS II and cyt bf complexes localized in the same
micro-domain are connected on a fast time scale.

The concentration of proteins in the grana is indeed very high. It is thought
to be well above 60% (stroma: ca. 40%) [159, 163, 126], and thus might meet the
threshold conditions that allow the formation of diffusion domains. However the
exact value of the percolation threshold depends strongly on many factors e.g. the
shape of the obstacles. Furthermore for the estimation of the percolation threshold
of 0.5 Saxton used a homogeneous distribution of the obstacles and no obstacle-
obstacle interaction. This probably does not hold for the proteins in the thylakoid
membrane. The interplay of the percolation threshold with factors influencing the
thylakoid architecture is one aspect investigated in the present study. In contrast to

dpoint obstacle are assumed to occupy exactly one site on the lattice.

It has to be taken into account that the obstacles are not completely immobile as assumed for
the determination of the percolation threshold. The membrane proteins are undergoing Brownian
motion and thus moving albeit very slowly compared to the small FPQ.
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Figure 1.7: Schematic diagram depicting ‘site percolation’ versus ‘bond percola-
tion’. According to the ‘site percolation’ the size of the cluster (grey) is four whereas
it contains three bonds.

p < p, there is no percolating cluster and for p > p, there is (at least) one percolating
cluster. Thus at p = p., and only there, something peculiar happens: for the first
time a path of neighbouring occupied sites on the lattice expands through the whole
lattice. Thus the percolation threshold (also referred to as ‘critical point’) marks
a phase transition where the system changes its behaviour qualitatively for one

particular value of a continuously varying parameter, p.

The descriptions above are related to ‘site percolation’. Its counterpart is called
‘bond percolation’ and is defined as follows. If lines are drawn between neighbouring
lattice sites then each line can be an open bond with probability p, or a closed bond

with probability (1 — p). A cluster is a group of sites connected by open bonds (see
also Figure 1.7).

However, despite both its success and its mathematical ground, percolation the-
ory has resisted exact calculations. Most known data are numerical estimates, from
both Monte Carlo simulations and series expansions [62, 166]. In particular, ana-
lytic calculation of percolation thresholds has proven to be a rather difficult task.
For instance, twenty years or so were necessary to prove the numerical estimate of
p. = 1/2 for the square bond percolation threshold [171]. The bond threshold is
also known exactly for the two-dimensional honeycomb and triangular lattices [171].
The situation is even worse in the case of site percolation. Indeed, thresholds are
known exactly only in the cases of two-dimensional triangular and Kagomé lattices
[171]. At a dimension higher than two, no thresholds were determined exactly. From
simulations, percolation thresholds are found to depend on both the space dimension

d and the coordination number g (describing the number of nearest neighbours).

Historically, percolation theory goes back to Flory [60] and to Stockmayer [168]
who used it to describe how small branching molecules form larger and larger
macromolecules if more and more chemical bonds are formed between the origi-
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nal molecules. However, usually, the start of percolation theory is associated with
a 1957 publication of Broadbent and Hammersley which introduced the name and
dealt with it in a more mathematical way (33]. Today there is a large variety of appli-
cations of percolation theory as for example animal migration, bush fires, evaluating
the distribution of oil or gas inside porous rocks in oil reservoirs, diffusion processes
etc. For an overview on diffusion in membranes see Almeida and Vaz [9].

1.2.7 Monte Carlo Algorithm M (RT)?

One focal point of the present work is a Monte Carlo simulation that is developed

to study the organisation of proteins within the thylakoid membrane.

The Monte Carlo algorithm was developed in the present form by Metropolis,
Ulam, and Neumann during their work on the Manhatten project (study of neutron
diffusion). The name ‘Monte Carlo’ was first used by Metropolis and Ulam [121].
Instead of calculating many dimensional integrals to calculate the properties of the

system, the Monte Carlo method consists of simply integrating over a sample of
random states.

Considering a canonical ensemble (i.e. a system in which the number of particles,

system volume, and temperature are constraints) the probability for the system to
be in state s with the energy E, is:

i . l : _Ea
Peq(s) = Feop(z). (1.1)

The factor f is a normalisation factor to ensure that the sum over all probabilities
is one:

() =17 =3 cap(7). (1.9

For large systems the distribution of the probabilities p,,(£) is concentrated

around a mean energy (E). Even for states with energy differing only slightly from
(E) the probability is close to zero.

The expected value V' of a state s is

V=" V(8) pegls). (1.3)
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According to the classical Monte Carlo algorithm one would sum over a random
sampling of states instead of summing over the whole space. However, for large
systems one would hereby waste a lot of time by calculating coefficients equal to
zero, due to the concentration of probabilities around the mean energy. There-
fore Metropolis and co-workers [120] suggested a modified approach, the M(RT')*-
alporithm. Instead of first randomly choosing a configuration and then weighting
the configuration with its probability, they chose configurations with the probability
exp(-E/kT) and then weighted them evenly.

The procedure is as follows:

1. A random configuration is chosen.

2. An arbitrary step is suggested (each step is only dependent on the former
configuration: Markov-process).

3. a) The suggested step is accepted when AE < 0,

b) If AE > 0 the step is only accepted with the probability e=4#/¥T.

4. Starting the loop again with 2).

Thus the probability of choosing a probable configuration (high ezp(—E/kT)) is
increased and the system will move to equilibrium.

Today the name ‘Monte Carlo’ stands for numerical algorithms using random
numbers to find an approximate solution of a complex system. It is often used for
stochastic problems that are too complex to be solved analytically. The Monte Carlo
method has been extended to a broad range of physical and biological systems. It has

also been applied to diffusion in biomembranes (as examples see [150, 151, 124, 48]).

Most published simulations of diffusion between obstacles are restricted to spheri-
cal obstacles and of more general nature. The Monte Carlo approach carried out in
the present work, uses different shapes of obstacles, representing integral membrane

proteins, to simulate domain formation for plastoquinone diffusion in grana.

1.3 Research Objectives

In the present work different mathematical and experimental approaches are pre-

sented to elucidate whole chain electron flux and factors that may influence it.
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2.4 A minimal model assuming very fast PQ re-

duction at the @, site of cyt bf complex

2.4.1 Electron storing pools

The steps considered to be slow in this model are the excitation of the reaction
centres of both photosystems (at least in low light when the time interval between
the arrival of successive light quanta is long), the protonation of quinones at the

Q) p-site of PS II and the plastoquinol oxidation at the Q,-site of the cyt bf comlex.

Accordingly the following pools can be identified (see also Figure 2.1):

e The plastoquinol pool (Vpg). Once the quinones are reduced, electrons are
carried from the PS II to the cyt bf quite quickly i.e. no diffusion limitation is
assumed. The electron storage capacity of the pool is two times the concen-

tration of plastoquinones in the pool since each PQ can carry two electrons.

e The high potential pool (Vi,). This pool includes the high potential chain,
i.e. the Rieske centre (FeS), cytochrome f, plastocyanin (PC), and the P700
reaction centre of the PS L.

e The acceptor pool (V). To this pool belong carriers connected with the PS I as
well as the terminal acceptor, ferredoxin (Fd). In most experiments artificial

acceptors are used and in this case the pool can be considered as an ideal
acceptor with unlimited capacity.

e The donor pool (Vp). This pool includes water as the electron source for the
ETC, carriers of the water splitting complex, and P680, the reaction centre
of PS II. The water filling the thylakoid lumen makes this pool a practically
inexhaustible electron donor.

Strictly speaking another pool should be considered that is located between the
potentially slow arrival of light quanta at P680 (light intensity dependent) and the
quinone protonation at the Qg pocket of the PS II (pH-dependent). However, the
model assumes that the state of the PS II does not influence the proton and electron
fluxes and therefore will not be specifically identified.

Slow transport reactions between the different pools are the reactions at the

Qp and @, binding site. How many electrons can be stored in each pool depends
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Fuigure 2.1: Schemalic diagram showing the two electron storing pools in the pho-
tosynthetic electron transport chain. Light grey: the plastoquinol pool Veg, medium,
grey: the high potential pool Vi, grey: the acceptor pool V4 and the donor pool V.
Abbreviations: OEC: ozygen evolving complex, P680: Chl a dimer, reaction centre
of PS II, QB: binding site for PQ reduction, PQ: plastoquinone, PQH,: plasto-
quinol, Qo and Qr: oridising and reducing binding site on cyt bf, respectively, FeS':
Rieske iron sulfur cluster, cyt f: cytochrome f, PC: plastocyanin, P700: Chl a diner,
reaction centre of PS I, Fd: ferredozin.

on the stoichiometry between the different electron carriers {PS1I} : {PQH,} :
{eyt bf} : {PC} : {PSI}. As the electron transport through cytochrome bf is rate
limiting, the amount of ¢yt bf is taken as the basis for the stoichiometry i.e. the
concentrations of the components per cyt bf is considered.

2.4.2 The differential equations

The following set of differential equations describes the electron transfer from one

pool to another (see Figure 2.2). Thus it contains the relatively slow steps
in the ETC.

d{:i‘p} Jo = Jpr00, (2.2)

where the braces {} denote the concentration, relative to that of cyt bf in

the membrane. {Vpq} is the concentration of electrons stored in plastoquinol
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PS 11 cyt bf PS I

Figure 2.2: Schematic diagram showing the fluzes between the two electron storing
pools in the photosynthetic electron transport chain. Shades as in Figure 2.1. Jp
electron fluz into the PQ pool according to equation (2.5), J, as in equation (2.8),
and Jppgo as in equation (2.9).

molecules (PQH;) relative to that of cyt bf. E.g. 24 electrons if a stoichiometry
of {PS 11} : {PQ} : {eyt bf} =2 :12: 1 is assumed. {Vj,} is the concentration
of electrons bound at carriers belonging to the high potential pool (e.g. 5 electrons
for a stoichiometry of {cyt bf} : {PC} : {PSI} =1:2: 1, because 1 e~ can be
stored in each of the components within this pool: FeS, eyt f, PC, and P700). The
system does not contain equations for the donor pool and the acceptor pool as they
are idealised not to limit the overall flux J..

Jp and J, are the rates of PQ reduction at the QQp-binding site of the PS5 II and
the oxidation of PQH, at the @, binding site of the cyt bf complex, respectively.
Jp7oo 18 the rate of electron transfer from P700 to the terminal acceptor. The factor
of 2 times Jpz takes into account that the redox conversion of one P() molecule is
associated with the transfer of two electrons, whereas the outflux of the pool is only

associated with the transfer of one electron because the second electron is recycled
via the Q-cycle.
2.4.3 Electron fluxes at the different reaction sites

Following [51], the rate of redox conversion is calculated using;

ru 1B (2.3)

T
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for which a pK of 6.0 was determined by Hauska co-workers [77]. The protonation
of the radical anion at low pH leads to a more positive redox potential of the couple
QH®/Q than at higher pH thus slowing down the cyt b reduction at the @), site.
Another possible interpretation could be by analogy with the ¢yt be; complex where
it was found that hydroquinone oxidation requires that a group on the be;—complex
with a pK of 6.5 be deprotonated [30]. The higher pK of 8.9 could be related to the
pK of the histidine ligands of the oxidised Rieske cluster where the hydroquinone
binds. This histidine ligand in cyt be; has a pK of 9.2 [30]. An interpretation
proposed by Hope and co-workers is that an irreversible® alkaline effect on the
cyt b or the Rieske subunit could lead to a diminution of the quinol oxidation rate
coefficient [83].

The rate constants found by Hope and co-workers for Decyl PQH, oxidation
(kgr) were not true second order rate-constants but were given in relative units.
Following that, instead of using 7, = 1/kgr for the transfer of an electron to cyt f
and the deprotonation of PQ, the model considered here uses a time constant that
is proportional to that value (7, = Tmin/kor). An additional pH-independent time
step is introduced considering the time involved in the second electron transfer
reaction following the binding on the Rieske cluster and the time needed for the

travelling of the electrons within the cyt bf complex, thus leading to:

_ Tmin, * (1 + Ko - [HY]) - (1 + K, - [HT]))

TD o Kb > [H_i_} +TBF! (2"7)

with pK, = 6.1

pI{b = 8.0,

Thus J, can be calculated according to:

H, } - {FeS.:

JD - {Q .E,L?} { e }! (2.3)
To
with  {QH,,} := the concentration of @, sites with bound plasto-

quinol (PQH;) relative to that of cyt bf,

{FeSe:} := the concentration of oxidised Rieske clusters ready

for electron uptake relative to that of cyt bf.

PMaybe denaturating [83].
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if {Vip} > 4 =  {FeSy} 5= {Vin},

if {Vip} £ 4 = {FeS,;} = 1, (2.13)
if {Vip,} = 1 = {P700,.q4} 1,

if (Vip} < 1 = {PT00,e} = {Vip}.

The first two conditions describe how FeS will only be reduced if all the other
components in the pools are already reduced — according to the assumptions above.
The latter two conditions are the formulation of the assumption that as soon as there
is an electron stored in the PC pool it will immediately be transferred to the P700.

2.4.5 Summary of the assumptions

The general assumptions for the model are described in Section 2.3. In addition the

following assumptions are introduced for the minimal model:

1. The protonation of PQ at Q5 is fast and can thus be neglected.

2. pH-dependency of PQ oxidation is mainly caused by the importance of reac-
tion groups being protonated or unprotonated.

2.4.6 Fitting literature data with the model

A program was written in the computer language C to fit experimental data of Rum-
berg and Siggel [147] according to the mathematical formulation described above. In
this publication the pH-dependency of the re-reduction of P700 after switching off
the saturating light was measured. In the model presented here, the stoichiometry
i1s assumed to be {PS IT} : {PQ} : {eyt bf} =2:12: 1.

To fit the data the time needed for a photon to arrive at P680 is assumed as

71, = 10 ms. As shown in Figure 2.3 a good fit is obtained. The fitted time constants
for the reactions at the Q, are:

Trmin, = 4.1 Ty
Tmin, describes the pH-dependent reactions whereas 7pp describes the pH-inde-

pendent reactions. The sum of the errors squared is 56.8 s~2. The interpretation of
the time constants will be discussed in the following Section.
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Figure 2.3: pH-dependency of P700 re-reduction. Clircles: experimental data of
Rumberg and Siggel [147], the line shows the best fit to the data according to the
‘minimal model’. Tpin, = 4.1 ms, Tpr = 9.8 ms, sum of errors squared: 56.8 s72.
Note that the pH-values on the z—azis are in descending order from left to right; this

is for easier comparison with the original work of Rumberg and Siggel.
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Figure 2.4: Relationship between the pH-dependent part of 7y and Tpin,, according
to equation (2.7).

2.4.7 Discussion of the ‘minimal model’

It can be seen from Figure 2.3 that good fits are obtained by fitting the results of the
simulation to the experimental data of Rumberg and Siggel [147]. To understand
the meaning of the results obtained one has to insert Tmin, 1t0 equation (2.7).
For illustration the relationship between the pH-dependent part of 7, and 7,4, is
shown in Figure 2.4, Using equation (2.7) for Tyim, = 4.1 it follows, that at optimal
conditions (pH=7.5) the pH-dependent part of 7, is 4.47 ms.

However, one has to be careful with the interpretation of the fitted parame-
ters because it depends on the interpretation of the reasons for the bell shaped
pH-dependency of the PQH, oxidation. Following the interpretation by Link, de-
protonation of the quinol and the binding of the deprotonated quinol to the Rieske
cluster are the pH-dependent steps described by 7, [112]. In contrast to this 7pp
describes the pH-independent reactions following the binding of the deprotonated
quinol. According to Hope and co-workers [83] protonation of the quinole radical an-
lon causes the decrease of the rate constant for the cyt b reduction at low pH. Hence
the pH-dependent part of 7, would describe the reactions leading to cyt b reduction,
whereas 757 would describe pH independent reactions that could include reactions
following the binding at the Rieske cluster and preceeding the cyt b reduction.



24. A MINIMAL MODEL 39

The pH-dependent part of 7, (4.47 ms at pH 7.5) found here is in good agreement
with the time for electron transfer from PQH, to the Rieske cluster of 3-5 ms

determined by Hauska and co-workers.© [78] thus matching the interpretation by
Link [112].

However, rate constants for cyt b, re-oxidation determined by Hope and co
workers are in the order of 350-407 s~' [82, 81] which is in the same order of magni-
tude as the reactions at the (Q, site as well as the 75 determined here. Accordingly,
the reactions at the @), site should be taken into account in the model. It should be
noted, however, that in their experiments Hope and co-workers applied very short
light flashes (15 ns) at 0.2 Hz. Due to the very low frequency, relaxation processes
can take place between the flashes thus reducing the amount of PQH, available for
the reactions at the (), sites. Recent findings on the crystal structure of the cyt bey
complex, however, suggest that the cyt be; acts as a functional dimer [187]. The
reactions on one monomer of the dimer might be driven by the reactions on the
other dimer [65]. Hence a restricted availability of PQH, could strongly influence
the rate of the cytochrome be; reactions. Because of the strong similarity to the
cytochrome bf complex the same might hold for the latter and consequently lead to
an underestimation of the rate for cyt by, re-oxidation when measured in conditions
where not enough PQH, is available (e.g. in oxidizing conditions).

Whereas Tiin, 18 related to the pH-dependent part of the time needed for the
PQH, oxidation at the @), site (7,), the pH-independent 7zp represents all pH-
independent reactions, hence it implicitly may contain times involved in the PQ
reduction at the ¢, site. Because the reactions at the (), site are not considered
explicitly in the model, nothing can be said about their influence on 75r. Because
of that and the reasons discussed above a more complex model is developed in

order to find what time constants can be estimated when the reactions at (), are
introduced explicitly.

“The electron transfer between the Rieske cluster and cyt f takes only a fraction of a millisecond
and can thus be neglected.

dThe fact that for reducing conditions a good fit of the rate constants involved in the Q-cycle
was obtained in reference [82] by considering a monomeric operation of the cytochrome whereas in
oxidizing conditions the predicted maximum of cyt b, disagreed, might possibly be explained by a
dimeric operation of the cytochrome complex.

R e — T R T
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2.5 A model explicitly including reactions at the

(- site on the cyt bf complex

2.5.1 Electron storing pools

In addition to the steps considered in Section 2.4, now the protonation of quinones
at the @.-site of the cyt bf comlex is explicitly taken into account. Hence one
additional pool is introduced (see Figure 2.5).

According to that the following pools have to be identified:
e The plastoquinol pool (Vpq).

e The cytochrome b pool (V). Cytochrome b, (eyt by) and cytochrome b,
(cyt bu) constitute this pool. Thus its capacity for electron storage equals
two, since each of the cytochromes b can accept one electron. The electron

transport from cytochrome b to cytochrome b, is fast.
e The high potential pool (V},,).
e The acceptor pool (V,).

e The donor pool (Vp).

[t should be noted that in these pools components are grouped together accord-
ing to the rates of electron flux. The grouping is not necessarily related to the spatial
organization of the components. The different redox carriers of cytochrome bf com-
plex for example belong to different pools: FeS belongs to the high potential pool
(Vap) whereas cyt b belongs to the cytochrome b pool (Veyt p).

2.5.2  The differential equations

Now three differential equations are needed to describes the electron transfer from
one pool to another (see Figure 2.6).

dVrq

dt = 2 (']H o Jr = JD)& (214)
fchYt b - " i

L = J,-2., (2.15)

“'/ru

r_ & = Ju — JP'THU* (2'16)

dt
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PS 11 cyt bf PS1

Figure 2.5: Schematic diagram showing the three electron storing pools in the pho-
tosynthetic electron transport chain. Light grey: the plastoquinol pool Vpg, medium
grey: the high potential pool Vi, dark grey: the cyt b pool Veyi v, and grey: the accep-
tor pool V4 and the donor pool Vp. Abbreviations: OEC: ozygen evolving complez,
P680: Chl a dimer, reaction centre of PS II, QB: binding site for PQ) reduction, PQ:
plastoquinone, PQH,: plastoquinol, Qo and Qr: ozidising and reducing binding sile
on cyt bf, respectively, FeS: Rieske iron sulfur cluster, eyt f: cytochrome f, cyt by:
cytochrome b “low potential’, eyt by: cytochrome b ’high potential’, PC: plastocyanin,
P700: Chl a dimer, reaction centre of PS I, IFd: ferredozin.

PS 11 cyt bf PSI

Figure 2.6: Schematic diagram showing the fluzes between the three electron stor-
ing pools in the photosynthetic electron transport chain. Shades as in Figure 2.5. Jg
electron fluz into the PQ) pool according to equation (2.5), J, as in equation (2.17),
Jr as in equation (2.20), and Jpyp as in equation (2.9).
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To find the redox state of the carriers belonging to the newly introduced cyt b
pool a consecutive reduction first of cyt by, then of eyt b; is assumed, similar to the
assumption described in Section 2.4.4. In contrast to the estimation of the redox
state of the carriers forming the PC pool this assumption is quite reliable in this case
becaunse the difference in the redox potentials (and thus the equilibrium constant for
electron transitions) is quite high (100 mV). It accords with the finding that cyt b,
did not give any reduction signal in experiments of Nitschke and co-workers [128].

The redox states are calculated according to the following equations:

if {Veee} > 1 = {eyt b} = 2= {Vpes},

if {Vepro = 1 = {eyt b} = 1, (2.22)
if (Voo > 1 = {eyt by, } = 1,

if {cht b} <1 = '[C::Yt bhred} = {V‘:}’Eb}'

The first two conditions describe that cyt & will only be reduced when cyt by,
is reduced. The latter two conditions are the formulation of the assumption that
as soon as there is an electron stored in the cyt b pool it will be transferred to
cyt by, immediately.

The calculation for the components of the PC pool is the same as in Section 2.4.4.

2.5.5 Summary of the assumptions

In addition to the general assumptions described in Section 2.3 the following as-

sumptions are introduced for the model described above:

L. Protonation at (Qp is fast and can thus be neglected.

oo

pH-dependency of PQ oxidation is mainly caused by the importance of reac-
tion groups being protonated or unprotonated.

3. An average time constant for the first and second reduction step at @,

1S5 assumed.

2.5.6 Fitting literature data with the model

The equations in the program are changed according to the mathematical formula-
tion described above. The stoichiometry is assumed to be {PS 11} : {PQ} : {eyt bf}
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Figure 2.7: pH-dependency of P700 re-reduction as in Figure 2.8. The line shows
the best fit to the data according to the model implicitly taking into account the PQ)
reduction at the (Q, site. The reaclions at ), are assumed to be pH-dependent. Tyin,

= 4.4 ms Tpr = 8.8ms, 7, = 1.5 1073, sum of errors squared: 66.51 s 2.

= 2:12 : 1. As shown in Figure 2.7 and Figure 2.8 a reasonable fit is obtained for
pH-dependent as well as for pH-independent reactions at the @2, site.

1. pH-dependent reactions at the (), site

For the pH-dependent reactions at the @), site described in equation (2.18) the
best fit is obtained with:

Tmine = 4.4 ms,
Tgr = 8.8 ms,
Tmin,. — 1.5-107°% ms.

Tmin, 15 as described in Section 2.4.7. According to the interpretation of the
bell-shaped pH-dependency by Link [112] 757 stands now for the pH-independent
reactions following the binding of PQH, at (), but this time without containing

implicitly the reactions at the @, site. The sum of the errors squared is 66.31 s=2.
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Q-cycle would be slowed down because of the shortage of unreduced PQ. When the
()-cycle is disturbed at the @, site the cytochrome b pool will be more reduced and
consequently slow down the PQH, oxidation at (J,. Hence, this situation could lead
to a harmful overreduction of the PQ) pool and a 'jam’ caused by the highly reduced
cytochrome b pool. In contrast to this, a lower binding affinity at the )y site would
slow down the PQ reduction at PS II in favour to an undisturbed Q-cycle®.

Assuming that the affinity at @), for PQH, 1s z times greater than at ()p, the
calculation of the redox state {@p} and {Q,} changes to.

if {Veq} > 2:-({Cwq}— ({PSII} + {cyt}))

{Cvp gt —1{Vra}
= {@s} = {PSII} 5w iratom:

= (@} = = {7t} e Ay
if {Vpq} < 2-({Cwqo}—{PSI})
= {Qs} = {PSIi},
= {Q:} = {cyt},
For the pH-dependent reaction best fits are obtained for
Tmin, = 42 ms,
Ter = 9.2 ms,
Tmin, = &1 10~ ms,
z = 773,
sum of errors squared = §57.65 7%

Whereas for the pH-independent reaction best fits are obtained for

Tmin, = 42 ms,
Ter = 9.1 ms,
Tmine = 1.0-107" mas,
z = 9/1,
sum of errors squared = 57.73 ! a

*However, it has to be mentioned that in crystals PC) could not be found at the (), site. This
suggests that the binding affinity for PQ at that site is quite low [187]
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co-workers the pH-dependent time constant relates to the reduction of eyt b [83]

that should be rather fast [112] in contrast to the result obtained here.

Looking at 7pr it has to be noted that in contrast to the ‘minimal model’ in
this model 755 does not contain implicitly reactions at the ), site. It only contains
pH-independent reactions at the (), site. According to Link’s interpretation of the
bell-shaped pH-dependency of the quinone oxidation [112] these are the reactions
following the binding at the Rieske cluster. That includes (1) the electron transfer
to eyt by, (2) travelling times for the electrons within the complex, and (3) the time
until the oxidised PQ is available to enter the PQ) pool. The first step should be
a rather quick reaction, in the order of 10%/s [112]. The second reaction has to be
considered to be fast too, according to the big difference in the redox potentials of
cyt b and cyt b,. PQ could not be found at the (), site in crystals. This suggests
that the binding affinity for PQ at that site is quite low [187] and consequently the
unbinding should be rather quick. It follows that 75p should be small but a reason-
able fit could not be obtained omitting 75, neither with pH-dependent reactions at
@2, nor with pH-independent reactions. However, the time required for an electron
to be transferred from cyt b, certainly depends on the availability of PQ. On the
other hand following the interpretation of the bell-shaped pH-dependency by Hope
and co—workers [83] 7pr also contains the reactions at the (), site preceding the
cyt b reduction. That could be (1) the deprotonation of PQH, to PQH™ which is
considered to precede the oxidation because the midpoint potential for quinol oxi-
dation is much too positive (= +900 mV [136]), (2) the transfer of the first electron
to FeS, and (3) the second deprotonation step. According to this interpretation the
time constant obtained for the reactions preceding the cyt b reduction is sensible

whereas the time constant for the the cyt & reduction and the following reactions
found here is too high.

2.5.9 Comparison between the numerical and the analytical

solution for the special case of a highly oxidised system

To evaluate the numerical solution of the differential equations, the analytical so-
lution for a special case (highly oxidised system) was determined. Several different
states of the system arise because of the assumption of a consecutive filling of the
pools. Some of them can be solved easily while others result in a complex system of

coupled differential equations. Therefore only one of the simplier cases is chosen as
an example.
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From the assumption that all pools are in state 1, it follows that

e} = {PSII}, (2.28)

@} = 1, (2.29)
(QH,)z} = {Vea}/2, (2.30)
{eyt 57} = 0, (2.31)
{eyt By} = (Vo) (2.32)
{FeS.:} = 1, (2.33)
{(PT00,ea} = {Vip}- (2.34)

Correspondingly in the oxidised state the fluxes are as follows:

Jg = {P8II}/rs, (2.35)
J, = 0, (2.36)
J = e}/ 7). 2.37)
Jeroo = {Vip}/7es1, (2.38)

Thus, from equation (2.14)-(2.16) for the set of differential equations in the
oxidised state, it follows:

i = a-—2ba, (2.39)
g = ba, (2.40)
z = br-—cz (2.41)
where z := {Vpq},
y = {Veyeo},
z = {Vaph,
with a := 2.{PSIl}/73,
b = 1/(2%%)
¢ = 1/Tps1

For the first equation (2.39), the homogeneous solution is

zg =A%, (2.42)
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The derivative 1s:

%+ c = abe™ 2, (2.50)
This equation is solved with the following approach:

2 = A(t)e™ ™. (2.51)

Inserting this into equation (2.50) leads to the differential equation

A+ (¢ — 2b)A = ab. (2.52)

Again, this can be solved by finding the homogeneous solution and variation of
the constant of the homogeneous solution. The homogeneous solution is:

A = Ael®9, (2.53)

Variation of A in time (A(t)), inserting in equation (2.52) leads to a differen-
tial equation in A(¢). The solution of this equation is then inserted into the in-
homogeneous equation. The linear combinations of this solution and that of the
homogeneous equation gives all solutions for A:

—ab

A=2b—t::

+ Ee®-ot, (2.54)

with F being the integration constant.

The boundary condition to determine the integration constant is (2(t = 0) = 0).
This follows from equation (2.41), using z(0) = 0 and 2(0) = 0. It leads to

B ab
T ah— o

z

(6% — g, (2.55)

This can be easily integrated. Using the starting condition ({Vj,}(t=0) = 0)
yields:

ab 1 _, 1 4
L P T S 2.56
25— o\25° -6t + 35 00)

(2.57)

Tps 1{ PS 11} =1, =1 4 TPSI
_ TR Y L e ety o, TSI 2.58
< {Vip} oo — 7_ﬂ)(*rmz Tps1e™PS 1) + = (2.58)
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Figure 2.12: Comparison of the analytical solution with the numerical solution for
the Vi, pool. As Figure 2.11.

The solution presented here is compared with the electron concentration in the
electron storing pools obtained from numerical integration for the pH-dependent
case. The parameters leading to the best fit are used (Trmin, = 4.4 ms, Tgp =
8.8 ms, 7» = 1.5 -107°). Solutions are compared for pH=5, pH=6, pH=7 (see
Figures 2.9-2.12).

It can be seen in Figures 2.9-2.12 that the numerical solution is extremely similar
to the analytical solution. However, the comparison is carried out only for the case
of very oxidised conditions and the pH-dependent reaction at By

2.5.10 Conclusion and Outlook

In summary of the three models presented here two are best able to explain the
experimental data of Rumberg and Siggel [147]. These are the ‘minimal model’ and
the model explicitly taking into account the reactions at the (- site assuming pH-
independent reactions. Reasonable time constants are obtained for the reactions
considered (see Table 2.1). However all models result in relatively fast reactions
at the ¢, site: 1.5 - 107° - 2.1 - 107" ms for the pH-dependent reactions, and ca.
10" ms for the assumption of pH-independent reactions. This is in contradiction
to the low rate constants for cyt by re oxidation (350-407 s~') [82, 81].
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reflects the situation when the overcapacity of PS II is not sufficient to compensate
PS II inhibition.

The predicted curve is somewhat unexpected and the question is whether it
reflects the realistic situation or rather limitations of the model. Therefore the
predictions will be tested against experimental data in the next Chapter. There
measurements of the control, that PS II exerts on electron flux are analysed and
discussed in the context with the predictions arising from the model presented here.
Possible limitations of the model leading to the resulting curve will be discussed.
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3.2.2 Solutions
Isolation media spinach

solution A:

MgCl, 1 mM
MnCl, 1 mM
EDTA 2 mM
KCl 50 mM pH 6.1 (KOH)

KH,PO; 0.5 mM
Sorbitol 330 mM
MES 25 mM

solution B:

MgCls 1 mM
MnCl, 1 mM
EDTA 2 mM
KCl 10 mM pH 6.7 (KOH)

KH,PO; 0.5 mM
Sorbitol 330 mM
HEPES 25 mM

solution C:

MgCl, 1 mM
MnCl, 1 mM
EDTA 2 mM
KCl 60 mM pH 6.7 (KOH)

KH-PO, 0.5 mM
Sorbitol 330 mM
HEPES 25 mM
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solution 3:

HEPES 50 mM

KCl 10 mM pH 7.5 (KOH)
MgCl, 7 mM

Sorbitol 330 mM

Assay media

solution D, hypotonic:

MgCl, 7 mM

KCl 80 mM pH 7.6 (KOH)
HEPES 30 mM

solution D, hypertonic:

MgCl, 7 mM

KCl 80 mM pH 7.6 (KOH)
Sorbitol 600 mM

HEPES 30 mM

solution 4, isotonic:
MgCl, 7 mM
KCl 80 mM pH 7.6 (KOH)
Sorbitol 300 mM
HEPES 30 mM

3.2.3 Preparation of thylakoids
Spinach

Intact chloroplasts were isolated as described in [108|. Leaves of spinach were har-
vested at the end of the dark period to minimize their starch content. Thereafter the
leaves were washed twice in de-ionised water and the middle veins were removed.
Afterwards the leaf material (ca. 15 g) was homogenized in a Waring Blendor for
12 s in 150 ml of solution A. The homogenized material was filtered through 4 layers
of gauze and 1 layer of nylon cloth (pore diameter: 20 pm). The suspension was
centrifuged in four tubes with 1400 g for 60 s to deposit the chloroplasts. The pellet
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Determination of chlorophyll content

‘The chlorophyll content was determined spectrophotometrically. 10 ul of chloroplast
suspension was added to 5 ml acetone (80 %). The solution was centrifuged with
2000 g for 5 min to suspend small scattering particles. Absorption was measured
and chlorophyll content calculated according to Porra and co-workers [137]:

I

Cl'hlu(pg/ml) 001 - (1225 4 A(jgg_ﬁ — 2.55- Afj.-]ﬁ_ﬁ)
C’hlb(ng/ml) = 901- (2031 : Aﬁdﬁlﬁ —491- Ag;(;:_:,_ﬁ) (31)

3.2.4 Electron microscopy with the TEM

Isolated thylakoids of spinach and tobacco, embedded in agar, were embedded
in EPON (EPON 812, Serva, Feinbiochemica Heidelberg), a synthetic epoxide-
resin. After embedding the samples were examined with the transmission electron
microscope,

Preparation

Thylakoids from tobacco and chloroplasts from spinach were isolated as descibed in
Section 3.2.3. After the determination of the chlorophyll content the samples were
stored in Eppendorf tubes on ice. From each sample a small amount was stored in a
separate tube to measure the PS II activity and the whole chain electron transport.
Spinach chloroplasts for the embedding were shocked osmotically as described in
3.2.3 and centrifuged with 630 g. Afterwards thylakoids were resuspended in ca.
0.5 ml solution D (hypertonic) mixed with 0.5 ml solution D (hypotonic). Thylakoids
from both samples were spun down with an Eppendorf centrifuge. The supernatant
was removed and the pellets embedded in 1.5% agar. The agar was allowed to cool
down as much as possible to avoid damage to the thylakoids.

Fixation of pellets

The agar blocks containing the pellet were fixed in 4% glutaraldehyde to stabilize

the cell structure and fix proteins®*. After one hour the agar blocks were washed

*Many enzymes are fixed at their position during the fixation with glutaraldehyde but do not
denature [127)
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Figure 3.2: Schematic diagram showing the principle of polarographic oxygen mea-

suremnents with a Clarke-type electrode.

part of the electron | donor | acceptor other stoichiometry
transport chain chemicals Oy/e”
whole chain H,O MV sodium azide | -1 Oy/4 e~
electron transport | (natural) | (100 uM) (1 mM)
nigericine
(1 M)
electron transport H,0 DMBQ nigericine +1 05/4 e~

through PS 11 (natural) | (1.1 mM) (1 pM)

e = L = = e

Table 3.2: Chemicals used for polarographic measurements of the steady-state elec-
tron transport.
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In order to measure stady state electron transport rates of a thylakoid suspen-
sion the sample was illuminated with saturating light (ca. 6000 pnl i mee = )
According to which part of the electron transport chain was investigated artificial
electron donors and/or acceptors were added (see Table 3.2). The changing oxy-
gen concentration caused by the electron transport was recorded and the rate of
oxygen evolution determined using the units gmol.- /(mgey- h). Depending on the
part of the electron transport chain being explored different stoichiometries between
electron flux and oxygen evolution can occur. This relationship is shown in Table
3.2, All measurements are carried out in the presence of nigericin, which uncou-
ples the pH gradient. Uncoupled conditions are chosen to avoid changes in the pH
value in the lumen during the course of the experiments, which would influence the

photosynthetic behaviour (e.g. by non-photochemical quenching).

3.3 Results

3.3.1 PS II titration at 20°C

A large number of PS II titration experiments was carried out with stacked thy-
lakoids from different plants. When plotting whole chain electron transport versus
PS5 1T activity, it turns out that the shape of the resulting curves (control curves) is
variable. Apart from more or less linear control curves (as an example see Figure
3.3), s-shaped functions are found (Figure 3.4 and 3.5). The s-shape can be more or
less pronounced as can the curvature. Usnally, curves of pea and spinach are more
linear while those from tobacco exhibit more curvature, but some variability is also
seen for different plants from one species. It may reflect physiological adaptation of
the thylakoid structure. It should be noted that tobacco is grown in a glass house

and hence under slightly varying irradiance and temperature.

To examine if the unexpected curves are cansed by rearranged thylakoids due to
the isolation, samples were embedded in an epoxide resin and investigated with the

transmission electron microscope.

Although the activities of the embedded samples were slightly below the usual
values, the thylakoids nevertheless appear to be well stacked and intact as shown in
Figure 3.6 and 3.7.

Fach series is started without DCMU, followed by samples with increasing DCMU

concentration. Measurements are also carried out in the opposite order (DCMU
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Figure 3.3: Nearly linear fluz control curve from Pisum sativum. 100% re-
lates to the rates in the absence of DCMU. The solid line shows a fitted curve

(n = 1.6, r = 0.49). For ezplanation see Appendiz 3.5. The dotted line represents
a 1:1 relationship.
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Figure 8.4: Complex fluz control curve from Spinacea oleracea. The solid line

shows a fitted curve (n = 1.7, r = 0.40). For explanation see Appendiz 5.5. The
dotted line represents a 1:1 relationship.
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Figure 3.5: Complex flux control curve from Nicotiana tabacum. As Figure 8.4,
(n=125,r=0.17).

Figure 3.6: Micrograph from isolated spinach thylakoids. PS II activity of the
sample was 2319 pmol.- k™' mggy, (578 mmol.- s~ moly,,) and the rate of whole

chain electron transport was 832 pmol,- h‘lmgc‘:}u (207 mmol,- s mcslz,}“ A
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Figure 3.7: Micrograph from isolated tobacco thylakoids. PS II activity of the
sample was 1911 pmole- " mgg), (476 mmole- s~ molgy,) and the rate of whole

chain electron transport was 579 pmol,- h™" mgnk, (144 mmol- s~ molgy,).
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Figure 8.9: Fluz control curves from pea and spinach at different temperatures.
Left: pea, right: spinach.

Thus the complex curves cannot be explained simply by artifacts or simply as-
suming that PQ diffusion is restricted to small micro-domains, that would rather
lead to a more or less linear flux control.

3.3.2 Influence of temperature

The temperature dependence of the complex shape of the control functions was
investigated. Therefore, the same type of titration measurements was carried out
with pea, spinach and tobacco at varied temperatures.

It can be seen in Figure 3.9 that the characteristics of the control curves for pea
and spinach are not temperature dependent when the majority of PS II is active.
The same holds for tobacco (data not shown). As this result is somewhat unexpected
the Qo (between 10 and 20°C) of PS II activity and the whole chain transport is
investigated. Because pea and spinach are very similar in their control curves and
activities, data of both are taken together to determine the Qo values (see Figure

3.10). The Qg of PS II activity is significantly lower than that for the whole chain
transport J,.
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Figure 3.10: PS 1I and J. activity as a function of the temperature. Pea and
spinach are taken together. The Qo (between 10 and 20° C) of the PS II activity is
around 2 whereas that for J, is around 3.

3.4 Discussion

The curves shown here do not show the dependency predicted by the models de-
scribed in Chapter 2 which assume a shared plastoquinone pool (see Figure 2.13).
However, these models do not account for any organisational features. Therefore
another approach incorporating the arrangement of the integral proteins within the

membrane was chosen.

The control curves were fitted with a mathematical model incorporating inter-
acting adjacent plastoquinone diffusion domains that are functionally coupled by
dimeric cytochrome bf complexes (see Appendix 3.5). So far, the control curves
have been interpreted assuming a linear sequence of reactions within the electron
transport chain [96]. The complex, s-shaped control behaviour may reflect a non
linear sequence of reactions. It is often discussed that cyt bf activity might be
controlled by the redox state of PQ. Such a control would lead to a non-linear

sequence of reactions, as the cyt bf activity would depend on the PS II activity.

Two parameters were introduced to characterise the domain size (n) and the
redox control of cyt bf (r). The parameter n reflects how many PS II share a PQ

pool with access to cyt bf. It should be stressed, however, that n may not simply
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Figure 3.11: Calculated curves according to the model. Two fit-paramelers are
varied: The number, n, of PS II accessing the same diffusion domain over a certain
time period, and the ‘residual activity’, v, of eytochrome bf. Some of the theoretically
possible combinations (e.g. n = 1 together with r = 0) are not found in experiments.

be interpreted as a stoichiometric number. Micro-domains should be regarded as
a temporal structure and each domain will rearrange. Thus a micro-domain only
reflects the local and temporal stochiometry of proteins functionally connected to
each other. It can be regarded as relatively stable if its turnover time exceeds that
of fast electron transport (10 to 15 ms). As the stability decreases, the relative PQ)
diffusion space increases and a larger number of IS II share a pool with access to
cyt bf. To some extent lateral PQ) exchange may also be influenced by the relative
density of cyt bf: if cyt bf is located in the close vicinity of PS II centres, photo-
reduced PQ is rapidly trapped by cyt bf binding sites and consequently the exchange
area for PQ) decreases. This might smooth out local PQH, gradients somewhat and
reduce lateral PQH,/PQ exchange. In this sense n should be taken as a general
exchange parameter. It reflects the probability for each individual PS II centre to
share a diffusion domain for rapid access to cyt bf with other PS II centres. For
n = 1 there is no lateral PQ exchange. Each PS II has separate access to cyt bf,
and consequently the control function becomes more linear than for higher n (Figure
3.11). A linear flux control relates to a strong control by PS II of J.. With increasing
n the curvature increases and hence flux control by PS II decreases.

More s-shaped control curves could be obtained by introducing a second fit-
parameter, r (with 0 < r < 1) (Figure 3.11, middle and right). r describes a negative
co-operativity between domains, as could be mediated by cyt bf. It is now generally

assumed that cyt bf occurs as a dimer (see e.g. [38]). The functional significance
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with high electron transport capacity. If fast lateral PQ) migration is restricted to
the grana, the capacity of J, may be controlled by cyt bf located in the grana stacks
(close to PS 1I) only [96]. Hence, in grana from plants with high photosynthetic
fluxes (low n), the ratio PS II/cyt bf should be relatively low, i.e. each PS II may
be located in the close vicinity of a cyt bf complex. This increases the probability
of photo-reduced PQ being trapped rapidly by a cyt bf binding site near each
individual PS II centre. In a densely packed membrane area, this latter effect could
further decrease the exchange radius of PQ (decrease in n). A lower exchange
radius in turn would lead to a greater control by PS II of .J, and consequently be of
adaptational significance.

It has to be noted, however, that the measurements of PS II activity include both
PS 11, and PS I14 but only PS 11, are located in the grana core and can consequently
influence the structure of the micro-domains (see also Sections 1.1.2 and 1217
There is also a slight tendency for r to increase with J,, but this correlation is less

significant. No significant correlation is seen between the fit-parameters and Chl a/b
(not shown).

Temperature effects

Interestingly, for PS II activities above 40% the shapes of the control functions
did not change significantly with temperature. As the Q,, of PS II activity is
lower than that for J, the PS II over-capacity is greater at lower temperatures.
Nevertheless its control over the whole chain electron transport is not lower at lower
temperatures. It seems that the chemical over-capacity does not in fact play an
important role in controling photosynthetic electron transport. This may further
point to the importance of the protein organisation within the thylakoids. For PS II
activities below 40% the decrease of J, with PS II activity seems to be steeper aft
low temperatures. This might point to a low r (see Figure 3.13).

At lower temperatures the viscosity of membranes is greater. This should lead
to decreased diffusion coefficients. However, no difference in the control functions
is found for different temperatures when the majority of PS II is active. This may
indicate that diffusion processes do not influence the control of PS II on photosyn-
thetic electron transport. However, the data shown here scatter a lot and should

only be considered as preliminary experiments.

[n summary it can be seen from the experiments shown above that the generally
accepted assumption that all PS IT share a common PQ pool may be an over—
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simplification. In contrast, the way that the integral proteins are organised may
have a strong influence on the photosynthetic electron flux. To investigate the
relationship between the spatial organisation of the proteins and electron flux, a

Monte Carlo simulation is developed and presenteed in the next Chapter.

3.5 Appendix: Model of how whole chain trans-

port decreases with increasing PS II inhibi-
tion by DCMU

J. = whole chain electron flux in relation to the uninhibited control,
¢ = number of eyt bf monomers in a micro-domain,

n = number of PS II in a micro-domain,

r = residual cyt bf activity,

PS = proportion of active PS5 11,

I = proportion of inhibited domains with all contributing PS5 II
inhibited,
i = number of inhibited domains with which a considered domain

is sharing a cyt bf complex,

P(i) probability of a domain having as neighbours 4 inhibited do-

mains with which it is sharing a cyt bf complex,

It is assumed that .J, is limited by cyt bf activity. Each micro-domain contains ¢
cyt bf monomers, connected to another monomer in a neighbouring domain. Thus,

Je,i from a domain with ¢ inhibited neighbours is:

Jiz = (h(--c-_.i) +:i), (3.2)

C

where the first term describes the activity by those cyt bf that are connected to
a monomer in an uninhibited domain. The second term accounts for the activity
of those cyt bf that form a dimer with a monomer in an inhibited domain, with r
being a measure of the activity of such a cyt bf.
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Consequently J, from all micro-domains adds to:

J, = Z p(z) ! ((C‘ : 3) s %) (33)

with,
P(i) = U—I}ﬁ.u—if4-&_%bﬂ , (3.4)
I = (1-PS™ . (3.5)

In the equation for P(i), the first term takes into account that only domains
that are active themselves are contributing to J,. The following two terms describe
the probabilities for the neighbours to be in a certain state. One term desribes the

probabilty that a neighbour is inhibited, and the other describes the probability that
a neighbour is uninhibited.

Inserting equation (3.4) into equation (3.3) leads to:

¢ :

| ; o ¢! 20c—1) 2r-i

Jo = E I (1—1I)f “-( ( 5 - Zc) : (3.6)
1=0

c—1)! -1l

Je

Il

c=1
(1- 1) ;m - et (_Cl‘) l_)!?;)m . (3.7)

S e
i=1 g / ;

which simplifies when using the binomial theorem:
Je=(1-=-1)-[01-0)+r-1I] . (3.8)

Inserting eq. 3.5 leads to:

Je=(1-(1=PS") - [(1=(1-PS)"+r-(1-PS)" . (3.9)
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The diffusion of plastoquinol in the chloroplast thylakoid membrane is mod-
elled using Monte Carlo techniques. The integral proteins are seen as obstacles
to diffusion, and features of percolation theory emerge. Thus the diffusion coeffi-
cient diminishes with increasing distance and there is a critical threshold of protein
concentration, above which the long-range diffusion coefficient is zero. The area
occupied by proteins in vivo is assessed and appears to be around this threshold, as
determined from calculations assuming randomly distributed non-interacting pro-
teins. Slight changes in the protein arrangement lead to pronounced changes in
diffusion behaviour under such conditions. Mobility of the proteins increases the
protein occupancy threshold, while boundary lipids impermeable to PQ diffusion
decrease it. Further, the obstruction of plastoquinone/plastoquinol binding sites in
a random arrangement is evaluated.

4.1 Introduction

Thylakoids are the site of photosynthetic electron transport. In higher plants they
are highly structured by densely packed integral proteins, the latter being photo-
system (PS) II, light-harvesting complexes (LHC) II, cytochrome (cyt) bf, and P5S I
associated with LHC I. In higher plants functional PS IT is located in appressed mem-
branes of the grana core, whereas PS I is only found in non-appressed thylakoids,
the stroma lamellae and grana margins [14, 11, 164, 20, 1, 2]. The distribution of
cyt bf complexes is less certain. It has been suggested that cyt bf complexes are
almost homogeneously distributed [1, 8, 131]. Lateral electron flow between the
integral proteins is managed by two mobile electron carriers: plastoquinol and plas-
tocyanin. The hydrophilic plastocyanin diffuses in the lumen space and mediates
electron transport between cyt bf and PS I whereas electron transport between PS 11

and cyt bf is mediated by plastoquinol diffusion within the lipid bilayer.

However, electrons liberated at PS II in the grana core must diffuse over the
relatively large distance of up to 300 nm to cyt bf in the grana margins. In the thy-
lakoids the protein density is very high. Using published data on protein structures
and lipids, Kirchhoff et al. [97] calculated an area occupation by proteins of between
60 and 70%. Thus the proteins are densely packed and it has been argued that
integral proteins may act as obstacles to PQ diffusion. There is indeed good evi-
dence for restricted diffusion. The plastoquinone diffusion coefficient in thylakoids

was found to be two orders of magnitude less than in protein free liposomes [24].
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When diffusion of a mobile particle in a homogeneous medium is considered, the
diffusion coefficient D, often referred to as the ‘diffusion constant’, is only dependent
on the characteristics of the diffusing particle and the medium. This changes in the
presence of obstacles when the medium becomes inhomogeneous and the apparent
diffusion coefficient becomes more complex. The effects of obstacles on the diffusion
of a mobile species can be described by percolation theory. According to this theory
(see e.g. [166, 58]) the apparent diffusion coefficient is strongly dependent on the
travelled distance being considered r and the concentration ¢ of obstacles, so that
we write Dypp(r,¢) to signify that there is this dependence. For diffusion without
obstacles ¢ = 0 the diffusion coefficient Dy, (r,0) is constant and independent of the
distance travelled. This corresponds to the diffusion coefficient D in a homogeneous
medium. For simplicity, from here on the subscript ‘app’ will be omitted and we
will refer to the apparent diffusion coefficient D,,,(r, ¢) as the diffusion coefficient
D(r,c). The diffusion coefficient in the absence of obstacles, i.e. in an homogeneous
medium, will be referred to as D(0),

When obstacles are introduced, the diffusion coefficient D(r,c) decreases with
increasing distance travelled, 7, over a certain range, dependent on ¢, and then levels
off. Over short distances, a diffusing particle is unlikely to encounter an obstruction,
and the diffusion coefficient is similar to that without obstacles. With growing
distances the particle must take a tortuous path through the obstructions. As a
consequence the diffusion coefficient decreases with the travelled distance, r. This
effect increases dramatically for higher area occupation, e. At low concentrations of
obstacles, all vacancies are connected by some unbroken path and thus the mobile
particle can eventually diffuse to any vacant site on the lattice. As the concentration
of obstacles increases, some isolated clusters of vacancies appear. A tracer that starts
in one of these finite clusters of vacancies is trapped, while other tracers that start on
the infinite cluster of vacancies can still diffuse to infinite 7. At still higher obstacle
concentrations, only isolated clusters of vacancies are present. Fach tracer is trapped
on some cluster, and no long range diffusion is possible. This critical concentration
15 called the percolation threshold (e,) and is defined as the highest concentration
of obstacles at which an infinite cluster of vacancies exists. It means that the long
range (large r) diffusion coefficient of the mobile species (e.g. plastoquinone) declines
to zero when the fraction c of obstacles is greater than the percolation threshold, Gy

Lavergne & Joliot observed the lack of rapid equilibration between plastoquinone
and QA (the primary acceptor of PS II) throughout the membrane and they ex-
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plained this by suggesting that PQ diffusion is restricted to small clusters of va-
cancies (micro-domains) within the membrane [111, 93, 109, 92]. PQ would diffuse
freely within such a micro-domain but would not migrate rapidly across domain bor-
ders, which are formed by densely packed integral proteins (obstacles). Kirchhoff et
al. [96] extended this concept by assuming that these clusters of vacancies (micro
domains) are formed by a hierarchy of interactions between PS II and LHC IL

In our investigation plastoquinol diffusion is simulated using the Monte Carlo
method. The Monte Carlo algorithm was first introduced by Metropolis et al. [120]
as a sampling algorithm to calculate properties of substances that may be con-
sidered as composed of interacting individual molecules. Today the name ‘Monte
Carlo’ stands for numerical algorithms using random numbers to find an approxi-
mate solution of a complex system. It is often used for stochastic problems that are
too complex to be solved analytically. The Monte Carlo method has been extended
to a broad range of physical and biological systems. It has also been applied to
diffusion in biomembranes (as examples see [150, 151, 124, 48, 79]). Saxton has in-
vestigated the effect of mobile obstacles on lateral diffusion in an archipelago [150].
In a subsequent paper [151] he investigated the distance dependence of the diffusion
coefficient of mobile tracers in the presence of immobile obstacles. He found that
long-range diffusion can be severely restricted by a high concentration of obstacles.
Saxton discussed his results in a broad range of biological contexts. Mitchell and
co-workers used the Monte Carlo method to study electron transport in thylakoids
[124]. Their model combined a deterministic simulation of reaction kinetics with
a Monte Carlo approach to the diffusion of plastoquinol. They compared different
mechanisms of plastoquinol oxidation; a collisional mechanism that implies an im-
mediate oxidation of plastoquinone on a succesful encounter with cyt bf and a tight
binding mechanism that includes an irreversible binding of PQ to the Q, side of the
cyt bf complex before its slow oxidation takes place. For both mechanisms, com-
parisons were made between diffusion limited and a non-diffusion limited reaction of
plastoquinol. With their model they obtained best fits to experimental data on P700
reduction kinetics when assuming either a very rapid tight-binding step for PQH:
oxidation and a diffusion coefficient > 3-10~7 ecm?*/s or a non-diffusion limited col-
lision mechanism and a low diffusion coefficient of = 2-10~% ¢m?/s. The diffusion of
phosphorylated light-harvesting complexes in thylakoid membranes has been inves-
tigated by Drepper et al. [48]. From their results Drepper and co-workers suggested
a diffusion coefficient of 4.4 - 10~ — 1.9-10"'* ¢cm?/s for unphosphorylated LHC II
and 1.9-107'2 — 4.4 - 10" em?/s for phosphorylated LHC II, respectively. Move-
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The algorithm used to place the obstacles randomly on the lattice is as follows.
A random site and a random orientation of the particle is chosen. If the site is
vacant the obstacle is placed at this site, otherwise another random site is chosen. If
no vacant site is found after a given number of tries all obstacles already placed on
the lattice are moved to a random nearest-neighbour site (if the site is not vacant
the obstacle remains in place). After this rearrangement the procedure of finding
a free site for the particle to be placed is repeated. This goes on until the particle
eventually is placed on the lattice (for computational simplicity for investigations
with LHC II with boundary lipids the procedure is slightly different: Here if no
vacant site for a particle is found after a given number of tries the procedure is

started again instead of moving the particles already being placed on the grid).

A similar procedure is used for the movement of the tracers. At each time step
all tracers are moved, but the move for each tracer is chosen independently. In each
move, the particle attempts to move to a randomly chosen nearest-neighbour site. If
the site is vacant, the particle moves to that site; if the site is blocked by an obstacle,
the particle remains in place. This is in contrast to the algorithm used to place the
obstacles on the lattice where the search for a free site is continued until a vacant
site is found. The algorithm for the movement of the tracers is in principle the
same as the algorithm used by Saxton (1987, [150]). The psendo-random numbers

generator used produces more than 2 - 10" random numbers [139].

For the movement of the mobile obstacles a similar procedure is used. In the case
of mobile point obstacles the diffusion coefficient for the obstacles is chosen to be the
same as for the tracers, corresponding to their similar size. For mobile circles, the
diffusion coefficient for LHC II and cyt bf is assumed to be three orders of magnitude
lower than that for plastoquinone diffusion. The diffusion coefficient of PS II is
scaled according to the different areas the proteins occupy on the grid. The different
diffusion coefficients for individual complexes are modelled by reducing the number
of random steps of these complexes relative to that of the tracers. After all tracers
have been moved each complex is moved with the probability p = Depstacte/ Diracer-

The lattice is modelled with periodic boundary conditions, i.e. the actual shape
of the lattice corresponds to a torus. Consequently, a particle that is positioned
at one edge of the lattice is continued at the opposite side. The lattice spacing is
chosen as 1 nm. This is related to the typical size of lipids. Thus at each time step
a tracer travels 1 nm.
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Consequences of using a lattice:

A lipid bilayer is a discrete medium. Therefore it seems resonable to use a lattice in
the simulation. Due to the discrete nature of the lattice the continuum diffusion is
replaced by latttice diffusion. However, this does not appear to be a major limitation

(see e.g. [153]; for more information concerning lattice geometry and continuum see
e.g. [9]).

Percolation threshold:

The diffusion coefficients D, (r,¢) obtained are used to determine the percolation
threshold. However, it has to be mentioned here that the percolation threshold thus
obtained is an apparent value, defined as the concentration at which the diffusion
coefficient Dy (r,¢) goes to zero. To find the true threshold, one would need to
analyse the long-range connectedness rather than Dy (r, ¢) and plot the probability
of connectedness versus the concentration and extrapolate to infinite system size (see
e.z. Saxton [153)). However, in the present work the geometry is very specialized

and therefore the apparent percolation threshold is used instead.

Obstacle geometry:

The average area occupied by a particle (depending on its orientation) is as follows:

particle number of occupied lattice sites
PQ 1
point obstacles 1
PS II realistic 268
LHC 11 realistic 33
cyt bf realistic 32
sphere corresponding to P5 11 265
sphere corresponding to LHC II 33
sphere corresponding to cyt bf 33
Interaction:

A pure hard-core interaction between obstacles or between obstacles and tracers is
assumed. Further, the perturbation of the lipid matrix by proteins is neglected (for
more detail on treatment of perturbation see ‘dynamic boundary layer’ models as
mentioned e.g. in [176, 9] or Marcelja [114]).
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dependent and decreases with increasing distance travelled (r). As expected from
percolation theory this effect becomes more significant for higher area occupation.
Finally, the percolation threshold ¢, is reached at an occupied area fraction between

0.6 and 0.7. Beyond this point, the tracers are trapped within diffusion domains.

In thylakoids, proteins may well cover an area close to 70% (i.e. an occupied area
fraction of 0.7) (see above and [97]). For the protein shapes investigated (immobile,
and without specific protein—protein interactions) this is around the percolation
threshold. Thus rapid plastoquinone (PQ) diffusion is expected to be restricted.
Under the given conditions, free PQ exchange can probably not occur for distances
over 20 nm for an occupied area fraction of 0.7 (9.4 nm for a fraction of 0.75).

The average distance (centre to centre) from one cytochrome bf complex to
the closest photosystem II is about 15 nm at protein densities of 60% (c=0.6) to
75% (c=0.75) (Figure 4.2). Accordingly a cyt bf in an average diffusion domain
is expected to be accompanied by at least one PS II. Analysing the distribution
of the distances from cyt bf complexes to PS II it is found that for an occupied
area fraction of 0.7, about 1.77 PS II are located within the distance of 20 nm (47
different protein distributions were analysed each with 23 cyt bf and 60 PS 1I).
For an occupied area fraction of 0.75 only 0.11 PS II per cyt bf are located within
a radius of 9.4 nm (40 different protein distributions were analysed each with 25
cyt bf and 64 PS II). This illustrates the huge effect that a slightly increased area

occupation has if the area covered with proteins is near the percolation threshold.

Conversely, for many PS II there is no cyt bf complex in close vicinity (see
Figure 4.1), i.e. these centres are isolated, at least within the time frame of rapid
electron flux. For an occupied area fraction of 0.7 about 50.2%(£5.2%) of the PS II
complexes are at a distance larger than 20 nm from the next cyt bf (200 different
protein distributions are analysed). For an occupied area fraction 0.75, as much as
05.9%(+2.8%) are located at a distance greater than 9.4 nm, that would allow free
plastoquinone diffusion,

However, if the occupied area fraction is below the percolation threshold PQ may
travel over a fairly large distance during the time course of photosynthetic electron
transport. In Figure 4.3 it is shown how tracers (plastoquinol) spread out from a
randomly chosen site (e.g. a binding site on PS II) within a few ms. The occupied
area fraction is chosen to be 0.6, which is close to domain formation but still below
the percolation threshold. Plastoquinone diffusion is very fast compared to the time
for photosynthetic electron transport. Therefore if it is not trapped in a diffusion
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Figure 4.2: Average distance (nm) from a cyt bf complez to the next PS 1T versus
the ratio of occupied lattice points. Line: data fitted with y = 11.6 - z7%5. Columns

show the distance plastoquinone is allowed to travel.

domain, PQ could migrate within a few milliseconds over a large area and visit a
large number of cytochrome bf complexes. In this scenario PQ) diffusion certainly
would not limit electron flux (turnover time & 10-15 ms).

Obstruction of binding sites in a random distribution

A random arrangement results in a certain fraction of binding sites on PS II or
that are obstructed by other proteins. Assuming a size and position of the binding

sites as shown in Figure 4.4 the percentages of obstructed binding sites are as shown
in Table 4.2,

For all occupied area fractions, the percentage of obstructed Qp binding sites on
PS5 I1is very similar to that of Q, binding sites on cyt bf. In contrast to these binding
sites the fraction of obstructed Q, binding sites on cyt bf is relatively low as it is less
exposed (see Figure 4.4). Obviously the differential obstruction of different binding
sites is highly dependent on their exact position at the protein. In this respect,

realistic shapes may play a major role and should be taken into consideration.
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Figure 4.3: Shows the distance plastoquinone may travel on a millisecond time
scale if the occupied area fraction is 0.6 (i.e. below the percolation threshold). The
grid is 800 % 800 nm. 1000 tracers were placed at a randomly chosen Qp-binding
site on PS II and their journey was recorded. The grey scale represents the frequency
of visits of a certain lattice site. Numbers indicate how many times (on average) a
tracer has occupied a lattice point drawn in the corresponding shade. E.g. the black
spots show the sites on the grid that a tracer has occupied between 10 and 19 times.
This can be interpreted as a measure of the probability for plastoquinone to have
travelled a certain distance.
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Figure 4.5: As Figure 4.1 but with point obstacles.

4.3.3 Relationship between the shape of the obstacles and
the diffusion coefficient D, (r,c)

The diffusion of a mobile particle (e.g. plastoquinone) between immobile obstacles is
highly dependent on the size and shape of the latter. To elucidate this dependency
different types of obstacles are compared: (1) point obstacles (Figure 4.5) and (2)
circular obstacles of a size comparable to that of the photosynthetic proteins (Fig-
ure 4.6).
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Figure 4.6: As in Figures 4.1 and 4.5 but with circular obstacles of a size corre-
sponding to the obstacles in Figure 4.1. The radius of the obstacles corresponding
to PS II (dark grey) is 9.28 nm, the radius for those corresponding to cyt bf (black)
and LHC II (light grey) is 3.13 nm. This leads to about the same number of occupied
lattice points as for the obstacles of realistic shapes.
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Figure 4.7: As in Figure 4.1 but here a layer of boundary lipids is surrounding
the LHC 1I complezes. Below: distance-dependent normalised diffusion coefficient
Dy (r, c) for the case where boundary lipids are assumed permeable to plastoquinone.
That means plastoquinone can exchange easily with the lipids and thus travel unob-
structed through the sites occupied by boundary lipids. Due to the layer of boundary
lipids the size of the proteins to fit in the lattice is increased (independent of the
nature of the lipids, i.e. permeable to PQ or impermeable). Therefore it takes a
long computing time to find a free site on the lattice if the occupied area fraction is

very high. For that reason calculations for occupied areas larger than 0.6 were not

carried out.
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Figure 4.8: As in Figure 4.7 but here the boundary lipids are assurned to be im-
permeable to plastoquinone. A plastoquinone cannot travel to a site blocked by a
boundary lipid.

Two extreme cases are investigated:

(1) all boundary lipids are permeable to plastoquinone diffusion. Thus, PQ can
diffuse through ‘boundary lipid channels’ (Figure 4.7).

(2) All boundary lipds are impermeable to plastoquinone (Figure 4.8).

As can be seen from Figures 4.7 and 4.8 the diffusion behaviour for the two
scenarios is quite different. For permeable boundary lipids (case (1)) PQ diffusion
is facilitated (Figure 4.7). In this case the boundary lipids act as a spacer prevent-
ing the formation of closed diffusion domains. For case (2) the simulation predicts
a drastically obstructed PQ diffusion (Figure 4.8) compared with the situation in
the absence of boundary lipids (see Figure 4.1). Impermeable boundary lipids in-
crease the apparent size of the LHC II by circa 35% and hence lead to a drastically
obstructed PQ diffusion.

Overall, boundary lipids may play an important role in plastoquinone diffusion
in grana stacks and be of considerable significance, physiologically.

4.3.5 FEffect of mobile obstacles

In Figures 4.9 and 4.10 the normalised diffusion coefficient for tracers diffusing be-
tween mobile obstacles is shown. It can be seen that the diffusion coefficient ap-
proaches a constant (concentration dependent) value as r, the distance
travelled, increases.
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As point obstacles and tracers are of comparable size, each is given the same
diffusion coefficient. In this case, no percolation threshold exists and long-range
diffusion can occur at all concentrations, see Figure 4.9. This is in accordance with

previous simulations [150, 135, 176].

Figure 4.10 shows the effect of mobile, circular obstacles, corresponding in size
to the photosynthetic proteins. The diffusion coefficient for LHC II and cyt bf is
assumed to be three orders of magnitude lower than that for plastoquinone diffusion
(D(0) = 3.5-10"7 ecm?/s). A diffusion coefficient of 4 - 107'° cm?/s was determined
for the cytochrome be, complex in mitochondria [68]. The diffusion coefficient of

PS 11 is scaled according to the different areas the proteins occupy on the grid.

In Figure 4.10 the normalised diffusion coefficient for diffusion between mobile
and immobile circular obstacles is shown for an occupied area fraction of 0.7. The
area fraction investigated is above the percolation threshold found for an arrange-
ment with immobile obstacles. It can be seen in Figure 4.10 that in the case of
mobile obstacles the normalised diffusion coefficient approaches a value of 0.06 for
large 7 (dotted line). This corresponds to a diffusion coefficient of 2.1-107% em?/s.
Accordingly a PQ could travel farther than 290 nm within 10 ms. How effective
mobile obstacles are in hindering plastoquinone diffusion certainly depends on the
diffusion coefficients of the obstacles [176]. In our simulation a diffusion coefficient
for LHC 11 of the same order of magnitude as for cyt bf is assumed, corresponding
to their similar sizes. It has to be noted, however, that the LHC II diffusion coef-
ficient in vivo is expected to be much lower due to protein-protein interaction and

interaction between LHC II complexes in adjacent grana discs.

4.4 Discussion

The diffusion of plastoquinone in the thylakoid membrane was studied by a Monte
Carlo simulation. The diffusion coefficient for plastoquinone was determined as-

suming that randomly distributed integral proteins obstruct lateral plastoquinone
diffusion.

First we will discuss the situation of plastoquinol diffusion between immobile ob-
stacles exhibiting a realistic shape. Next, the influence of the shape of the obstacles
will be examined. In a third part the influence of boundary lipids will be discussed
followed by the last part, which deals with the diffusion between mobile obstacles.
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picture emerges for PS II. More than 50% of the PS II are separated from cyt bf by
a distance of more than 20 nm and hence, are located in ‘cyt bf free’ domains, at
least within the time scale of rapid electron transport (10-15 ms).

Since thylakoids are highly covered with proteins, possibly very close to the
percolation threshold, slight changes in the protein arrangement could lead to pro-
nounced changes in the diffusion behaviour. In the following we discuss several fac-

tors that could influence the percolation threshold and shift it one way or
another.

4.4.2 Obstacle size and shape

The retarding effect of obstacle density decreases with increasing obstacle size (com-
pare Fig. 4.5 with Figs. 4.1 and 4.6). This is an important observation and in accor-
dance with the results of Saxton [151, 176]). It indicates that aggregation of proteins
to larger ‘supercomplexes’ could facilitate the migration of small molecules like PQ
within the membrane (see also [35]). Large electron transport supercomplexes have
been found for bacterial systems [94] and in higher plants large PS II-LHC II su-
percompexes have been observed [28, 186]. The formation of such aggregates may
lead to more compact obstacles and thus minimise obstruction of PQ diffusion (i.e.
increase the percolation threshold). Interestingly, although high protein concen-
trations reduce PQ mobility, macromolecular crowding on the other hand favors
associations of proteins in macromolecular structures [35, 57, 122] which are in turn
less efficient in hindering PQ diffusion.

For realistic shapes the ratio of circumference to area is higher than for circles of
equal size. Correspondingly circles are more compact and less efficient as obstacles
than realistic shapes (see e.g. Xia and Thorpe® and Almeida and Vaz [185, 176, 9]).
This explains the slightly higher percolation threshold found for circles. However,
the difference in their percolation thresholds is not very pronounced. Thus, for sim-
unlations of PQ diffusion the assumption of circular shapes is a good approximation.
This may not necessarily be the case for investigations of electron transfer at pro-
tein binding sites. If one regards more specific features of PQ turnover, e.g. the
accessibility of PQ binding sites and binding probability, then the protein shape

aXia and Thorpe have studied the percolation properties of ellipses in a continuum as a function
of their aspect ratio [185, 9]. Their results can be summarized by the formula p, = (1/3)%+v)
with ¥ = b/a + a/b, where a and b are the major and minor semiaxes.
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may well play a role. Table 4.2 suggests that the probability that binding sites are
obstructed by other proteins depends on the shape of the protein and on the position
of the binding site. Furthermore, the shape of the proteins may be important for
the formation of cavities that affect the accessibility of binding sites.

4.4.3 Boundary lipids

It was shown that lipids play an important role in the aggregation of LHC II [158]
and there is evidence that phosphatidylglycerol (PG) stabilizes the trimeric form of
LHC II [178] and promotes the formation of PS TT dimers [103]. Boundary lipids can

exert a strong influence on the functionality and mobility of integral proteins [156].

From spin label studies, it is known that lipid mobility in thylakoids is reduced
compared to a protein-free lipid membrane [180]. This suggests that a large num-
ber of proteins and protein complexes are surrounded by more or less tightly bound
boundary lipids. Little is known about boundary lipids in thylakoids. Depending
on the degree of their immobilisation, these lipids could be more or less ‘perme-
able’ to PQ. Figures 4.7 and 4.8 show possible effects of boundary lipids on PQ
diffusion. In our simulation two extreme cases are considered. In the first case all
boundary lipids are assumed to be completely permeable to PQ diffusion. Le. PQ
can rapidly exchange with the boundary lipids. This would lead to the formation of
lipid channels and prevent the formation of diffusion domains. In the second case it
is assumed that the boundary lipids are tightly bound and cannot rapidly exchange
with plastoquinone and thus impede PQ diffusion. Accordingly this kind of immobile
boundary lipids would lead to a much lower percolation threshold. The two extreme
cases have opposite effects and most likely boundary lipids in the real membrane
are neither completely permeable nor completely impermeable. Rather one might
expect a mixture of both. Furthermore, different proteins could be surrounded by
different lipid boundaries. How boundary lipids influence plastoquinone diffusion
will certainly depend on the composition and position of the lipids on the proteins.
We know too little about boundary lipids in the thylakoids, but we demonstrate
here that they may be an important feature of thylakoid structure®.

For other treatments of lipids surrounding proteins see also the ‘dynamic boundary layer model’
mentioned in [176, 9] or Marcelja [114].
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4.4.4 Mobility of the integral proteins

In the previous sections diffusion of small tracers between immobile obstacles was

discussed. In the following we discuss diffusion between mobile obstacles.

Lateral migration of integral proteins is a basic feature of membrane function,
regulation, and biosynthesis. For biosynthesis, function, and acclimation of the
photosynthetic apparatus in plants, lateral transport of proteins between stroma
lamellae and grana thylakoids is essential [12, 15]. Figure 4.9 shows that the ob-
stacle mobility counteracts the formation of diffusion domains. If the obstacles are
mobile, no diffusion domains are formed, and long-range diffusion can occur at all
obstacle concentrations, as previously shown by Pink [135, 176]. The key question is
whether the obstacles are mobile or immobile on the time scale of the process under

consideration (e.g. photosynthetic electron transport).

Figure 4.10 shows a simulation of plastoquinone diffusion, assuming that the
mobility of the obstacles (circular obstacles of a size comparable to that of grana
proteins) is three orders of magnitude lower than that of PQ. This corresponds
to the diffusion coefficient measured for cyt bf [68]. Under these conditions the
diffusion coefficient for PQ approaches 2.1 -10~% ¢cm?/s (0.06 - 3.5 - 1077 cm?®/s).
Consequently PQ could travel farther than 290 nm in 10 ms, suggesting that under
such conditions electron transport may not be limited by PQ migration. Drepper
and co-workers [48] came to a similar conclusion.

However, the mobility of LHC II is probably restricted by lateral interaction and
transverse interaction across adjacent grana membranes. Drepper and co-workers
suggest a diffusion coefficient of 4.4 -107'* ~ 1.9-107"* ¢cm?/s for unphosphorylated
LHC II (see [48] and references therein). This is two to three orders of magnitude
lower than that used in our calculations. Furthermore a fraction of LHC 11 is known
to form large supercomplexes with PS II [28, 186]. No information exists about the
mobility of such aggregates. It is likely that they are highly immobile because of their
size and multiple lateral and cross-membrane interactions. Therefore, the diffusion
coefficient of LHC II in vive may be not large enough to prevent domain formation.
Clearly, the influence of protein mobility on PQ diffusion is an important factor
in understanding PQ percolation in thylakoids. More information about protein
mobility in thylakoids is thus required.
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4.4.5 Diffusion domains in thylakoids

Mitchell and co-workers concluded from their simulation of plastoquinone diffusion
that electron transport is not limited by plastoquinone diffusion [124]. However,
in their model an occupied area fraction around 0.35 was assumed, which is well
below the percolation threshold estimated in the simulation presented here. In a
later publication [48] their model was further developed and included a possible
mobility of obstacles and an occupied area fraction of 0.5-0.7. In this paper they
conclude that if movement of the obstacles oceurs, long-range diffusion of a tracer
is not prevented, but only retarded. Of course the extent certainly depends on the
diffusion coefficient of the obstacles. On the other hand, from their observation that
no global redox equilibrium between the mobile plastoquinone pool and QA on PS I
s achieved, Lavergne and Joliot concluded that plastoquinone is restricted to small
domains. They regard this kind of microstructure as the result of a free random

distribution of proteins without specific protein-protein interactions.

However, for occupied area fractions near the percolation threshold a random
arrangement results in a considerable fraction of domains lacking cyt bf 192, 109]
(see also the discussion above) and of obstructed binding sites [111, 109] (see also
Table 4.2). According to the simulation presented here, more than 50% of the PS II
complexes are isolated on the time scale of rapid electron transfer. Furthermore, the
reactions at the Q, binding site are generally assumed to be the rate limiting step of
photosynthesis, and thus obstruction of these binding sites seems wasteful. Random
high-density distribution of proteins in the membrane could lead to an inefficient
microstructure, where electron transport is hindered. On the other hand, tight
packing of LHC II and PS II is required for optimal transfer of excitation energy
between chlorophyll binding proteins. This suggests that the random arrangement
might be structured by such factors as protein-protein interactions, as suggested by
Kirchhoff and co-workers [96]. They measured the control of electron transport and
the redox equilibrium between QA and cyt bf complexes. Their results support the
micro-domain concept of Lavergne and co-workers but they suggest that the micro
domains are formed by a hierarchy of specific PS II-LHC II interactions rather than

by free random distribution.
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chiral order. These signals are interpreted as indicating a macro-domain structure
in grana stacks [87, 63].

The segregation and aggregation of protein-assemblies is of functional signifi-
cance. Phosphorylation of the LHC II proteins results in a segregation from PS 11
and lateral migration of the complexes, which is regarded as an essential mechanism
for the regulation of the energy distribution between the two photosystems in plants
(7, 6. The modification of LHC II by the negatively charged phosphate group is
likely to decrease protein-protein interactions. On the other hand the most likely
explanation for the well-established phenomenon of energy-transfer between PS 11,
units (cooperativity) [102] is that several PS Il centers share a common antenna
bed mediated by LHC II complexes. To facilitate energy transfer, close contact
between several of these complexes must occur. Furthermore, using a functional
analysis of electron transport reactions, a micro-domain hypothesis was developed
by Joliot, Lavergne, and co-workers [93, 109] and extended by others [24, 96] (see
also Sections 1.2.5 and 3.4). According to the extended micro-domain hypothesis,
(PS 11,-LHC II3), and LHC I3 build up a network-like arrangement, within which
plastoquinone molecules are temporarily trapped. The participation of cyt bf com-
plexes in these networks is unclear. In contrast to supercomplexes, it is expected
that micro-domains are less stable structures with a finite lifetime 96, 92].

In this Chapter the role of protein-protein interactions in the organisation of pro-
teins in a membrane is investigated, starting with interacting spheres corresponding
to the size of LHC II trimers. Different energies for the interactions are considered.
The arrangement of the particles is then investigated by a nearest neighbour analy-
sis and pair correlation analysis. Investigations are carried out for different particle
densities to get a basic understanding of the influence of protein-protein interactions
on pattern formation. In the second Section the influence of non-interacting (‘dis-
turbing’) spheres on the organisation of the particles is investigated. This Section
relates to the cytochrome bf complexes in the thylakoids, that may not interact
with other proteins. Finally, proteins with shapes corresponding to photosynthetic
proteins are considered. LHC II particles are assumed to interact with each other,
cyt bf is considered to be non-interacting while PS I is assumed to contain integral,

tightly bound LHC II complexes that interact in the same manner as free LHC IL
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LHCII-trimer

LHCII-PSII-dimer

Figure 5.2: Schematic diagram of a LHC II trimer and a (PS II-LHC II;) dimer.
The positions of the tightly bound LHC II trimers are illustrated.

Figure 5.3: Binding sites on PS II. Binding sites are shown as filled circles. The

angles ¢, and @, (here 10° and 45°) determine the position of the binding sites.
5.2.2 PS 11

PS II usually forms oligomers consisting of two PS II monomers and two LHC 11
trimers (see Figure 5.2). It is assumed that the LHC II trimers that are tightly
bound to PS II interact with free LHC II and other LHC IT tightly bound to PS IL
Accordingly, those parts of the (PS II-(LHC II)3) (from now on referred to as PS IT)
where the LHC II is bound should interact with other LHC II complexes.

Due to the rotational symmetry of the complexes the position of the binding
sites can be defined by two angles relative to the particle (¢ and ¢z, see also Figure
5.3). Between these angles all nearest and next nearest neighbouring lattice sites
of a PS 1I are considered as binding sites. Trigonometric calculations are slow to
process, and therefore a geometrical approach was chosen to find the binding sites
for all orientations of the PS I on the lattice.
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Figure 5.5: Single (non-averaged) results showing the variability of different runs.
The results of the three single runs are plotted. Runs under those conditions that
show the most variability are shown. py is the relative density of particles at distance
r (for more detailed description of the azes see Section 5.5).

5.3 Results and Discussion

5.3.1 Interacting spheres of the size of LHC II

The arrangement of homogeneous interacting spheres is investigated for different
particle densities. Figure 5.6 shows the distribution of randomly placed spheres

(corresponding to E = 0 kT) on a 200x200 square lattice. The diameter of a sphere
is 6.25 nm.

In this investigation different interaction energies are examined. When two par-
ticles collide, they stick together until a particle unbinds. Because of its thermal
energy a particle can unbind from its neighbours with the probability g~AB/FT, Par
ticles placed randomly (E = 0kT) on a lattice will thus rearrange until a steady-state
is reached where the frequency of binding equals that of unbinding. This binding
and unbinding leads to different patterns of arrangements according to the inter-
action energy. In Figure 5.7 particle arrangements are shown that result from the
same initial distribution but using different interaction energies. From Figure 5.7 it

can be seen that higher interaction energies lead to more ramified patterns whereas
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Figure 5.7: Steady-state distribution of interacting spheres according to different
interaction energies. The area fraction is 0.25 and the energies resulting in the

arrangements shown are 0 kT (random), 0.5 kT, 1 kT, and 5 kT.







5.3. RESULTS AND DISCUSSION 127

1,2 T s R Y (Cr—— T T T T T T T —_—e T T
area fraction = 0.25 area fraction = 0.50 area fraction = 0.75

o
@

8 9 10 11 5 6 ?-B 9 10 11 12
r/nm r/nm

Figure 5.9: Similar to Figure 5.8 but here the nearest neighbour distribution anal-
ysis (NNDA) is shown for interacting particles with different interaction energies
and different particle densities.

particle is increased for interacting particles reflecting more clustered arrangements.
Interestingly, 5 kT and 10 kT (not shown) are less efficient than 1 kT in increasing
the probability of finding a neighbour in a small distance. The difference between
random distribution (E = 0 kT) and arrangements due to interaction becomes less
pronounced for higher particle densities. For an occupied area fraction of 0.75 (see
Figure 5.9, right) no difference can be seen between a random distribution and the
distribution of interacting particles.

While the NNDA gives information about the distance of a particle to its near-
est neighbour, the PCA allows the analysis of the relative densities, py, of particles
in the vicinity of one particle. The PCA is computed for a given sample of parti-
cles by determining the mean number of particles (n(r)) found in a shell of radii
r — dr and r + dr around an average particle. In other words, the resulting func-
tion po(r) describes the deviation of the local particle density from the average
density. po is calculated in the following way (similar to the function described by
McQuarrie [117]):

n(r)
. S, 5.6
po(r) pr((r+dr)? — (r — dr)?) (5.6)
with p = particle density

dr = 0.5 nm (lattice spacing = 1.0 nm)

Figures 5.10-5.15 show the PCA for different particle densities and varied inter-
action energies.
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Figure 5.18: Pair correlation analysis (PCA) for E = 0 kT (random distribution)
with different area occupation.

For 10 kT the effect of decreasing the nearest neighbour distance appears to
be stronger than for 5 kT (see higher maximum for small r for 10 kT compared
to 5 kT in Figure 5.11). This may, however, be attributed to the fact that in the
present simulation clusters of particles are considered to be immobile. Immobile once
bound to another particle, the particles will stay in their place instead of moving
and forming longer chains. The artifact caused by the assumption of immobility of
clusters is more significant for high interaction energies because unbinding becomes
a rare event. Then small clusters will remain in place instead of forming larger
chains. For high densities this artifact is less because unbinding does not often
lead to movement e.g. if all neighbouring sites are occupied an unbinding particle
cannot move.

It is interesting to investigate the density dependence of the PCA of randomly
distributed particles (E = 0 kT). The results are shown in Figure 5.13. It can be seen
that a high density without interaction energy may also have the effect of cluster
formation. This reflects the ‘organising effect of entropy’. As discussed earlier (see
e.g. Section 1.2.4) entropy may lead to higher levels of organisation [132, 44, 35).
For an area occupation of 0.75, due to the high particle density, there are more
possibilities to arrange the spheres in the lattice when they are ordered. For 0.75

occupied area fraction, oscillation around the mean density occurs. This reflects the
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E = 0 kT (random)

Figure 5.20: Random (E = 0 kT) and steady-state distribution of photosyn-
thetic proteins (E = 5 kT). Dark grey: PS II dimers, black: ecytochrome bf
dimers, light grey: free LHC II trimers. The stoichiometry of the complezes is
PSII : eyt bf : LHC IIis 2.6 : 1 : 1.1 and the occupied area fraction is 0.65.
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Figure 5.21: Nearest neighbour distribution analysis (NNDA) for photosynthetic
proteins. 2= 0 kT and E = 5 kT. The occupied area fraction is 0.65.
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Figure 5.22: Diffusion coefficient of PQ diffusing between randomly distributed (E
= 0 kT) photosynthetic proteins and between photosynthetic proteins arranged as a

result of protein—interactions (E = 5 kT). The occupied area fraction is 0.65.

decrease the obstruction of binding sites.

5.4 Summary and Conclusion

The arrangement of interacting particles was studied. The nearest neighbour dis-
tribution analysis (NNDA) and the pair correlation analysis (PCA) were examined.
The effect of interaction energies between particles on their organisation is of inter-
est in the context of thylakoid architecture which in turn may have a pronounced
influence on photosynthesis (see also Chapter 4). The arrangement of LHC II in
the thylakoid membrane is of importance in understanding efficient energy-transfer
between LHC 11 complexes. Furthermore, it was suggested by Kirchhoff and co
workers [96] that protein-protein interactions may lead to the formation of diffusion
domains for plastoquinone. Therefore in this Chapter effects of interaction between
particles (proteins) are investigated.

Firstly, the effects of different interaction energies and particle densities on the
arrangement of interacting spheres are discussed. Secondly, the influence of non-
interacting particles ‘disturbing’ the organisation of interacting particles is consid-
ered. Finally, it is examined how LHC II-LHC II and (PS II-(LHC I1)3),-LHC II
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binding site | E=0kT | E = 5 kT

Qn 13.10% 7.74%
3 2.27% 0.00%
Qr 9.85% 3.79%

Table 5.1: Percentage of obstructed binding sites in a random distribution and in
a distribution resulting from E = § kT. Occupied area fraction: 0.65. Qp: binding
site on PS II, Q,: owxidising binding site on cyt bf, (Qy: reducing binding site on
cyt bf.

interaction may influence plastoquinone diffusion and thus electron transport.

The results of Section 5.3.1 show that the arrangement of interacting particles
is highly dependent on the interaction energy (see Figures 5.7, 5.9-5.11, 5.16, and
5.17). Lower interaction energies (1 kT, 2 kT) lead to a more clustered particle
distribution whereas higher energies (5 kT, 10 kT) result in ramified chains. This is
in accordance with the results of Shih and co-workers [155].

However, the arrangement of the particles is not only dependent on the interac-
tion energy but also on the particle density (see Figures 5.6, 5.8, 5.13-5.15). The
ordering effect of high particle densities is very similar to that of interaction energies.
Both lead to a steeper increase in the NNDA and higher PCA at low r, i.e. generally
a higher probability for one particle to be close to another. The higher the particle
density the lower is the effect of interactionf. For occupied area fractions of 0.75 the
arrangement of the spheres is independent of the interaction energy. This is inter-
esting because in thylakoids the area occupied by proteins is around (0.7. Therefore
interaction energies may not have a strong influence on the thylakoid architecture.
However, using only homogeneous interacting spheres with binding sites all around
the surface is a very crude simplifying assumption for the modelling of thyalkoids

It has to be noted here that Saxton showed another effect of density on the distribution of
interacting particles. In his (irreversible) cluster—cluster aggregation model he showed that clusters
forming at low densities are more extended than those formed at high density as reflected by the
higher fractal dimension of the latter [152]. However, in his investigations much lower particle
densities were investigated than in the model presented here.
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and further refinement is needed. The interacting spheres used in the simulation
resemble LHC II which is rather spherical and of similar size to the spheres used
in the simulation. Consequently these simulations are more suited to describing
LHC 11 reconstituted in liposomes than in thylakoids.

In thylakoids not all photosynthetic proteins may be modelled by interacting
spheres of the same size. Among the photosynthetic proteins, PS II is very large
compared to LHC II. Therefore, using the same area fraction, more space may be
left for LHC II to take the tortuous path between non-interacting proteins until it
binds to an interacting protein (compare also Chapter 4). In addition not all photo-
synthetic proteins may interact with other proteins. For example for cytochrome bf
nothing is known about interactions with other proteins. Furthermore the largest
complexes, here referred to PS II, are in fact PS II with tightly bound LHC II
(((PS 1I)~(LHC 1I)3)3). Therefore they are expected to interact with free LHC or
other LHC II tightly bound to PS II. However, ((PS IT)-(LHC II)3), probably does
not interact on its whole surface but rather where the LHC II is located.

Therefore the simulation is refined step by step. First the simulation is extended
to account for non-interacting particles. The results are shown in Section 5.3.2. The
non-interacting spheres are assumed to be of the same size as the interacting spheres,
This is assumed because the sizes of LHC 11 (interacting) and eyt bf (probably non-
interacting) are in the same range. It has to be noted that the ratio interacting : non
interacting spheres used in the simulations does not reflect the stoichiometries of
the photosynthetic proteins. In this Section the principal effects are investigated
and the relatively large proportion of non-interacting spheres is chosen because
it was expected to lead to clearer effects. As can be seen in Section 5.3.2 non-
interacting spheres do not alter qualitatively the behaviour of interacting spheres. In
contrast non-interacting spheres are influenced by interacting spheres. The relative
density of non-interacting particles becomes higher at larger distances from each
other (larger 7). This shows that while interacting spheres tend to form clusters,
the non-interacting spheres tend to be kept apart by the interacting spheres. In
thylakoids this could lead to a more homogeneous distribution of the non-interacting
cyt bf. This may be of importance because cyt bf is involved in the rate limiting
step of photosynthesis, the PQH, oxidation. In thylakoids densely packed with
proteins PQH, diffusion may be severely restricted (see also Chapter 4). Therefore
the distribution of cyt bf in the thylakoids may be of importance.

As a second step the influence of interaction between LHC II and parts of PS II
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lead to a different behaviour. Therefore both mechanisms are tested with the model
and the results compared.

The experimental approach to the role of the diffusion of plastoquinol is to follow
the reduction of P700, the reaction centre chlorophyll of PS I, by electrons induced
by a flash at PS II. This is a convenient method of accurately measuring whole-
chain electron transport. The rate constant of the sigmoidal reduction kinetics and
the initial lag give information about the rate-determining oxidation of plastoquinol
[167] and reactions preceeding this step [70], respectively.

The experimental data obtained are then compared with the results of the simu-
lation. An attempt is made to match the measured data by varying rate constants
used in the simulation. A similar approach was chosen by Mitchell and co-workers

[124]. Electron transfer at cyt bf is modelled according to an obligatory Q- cycle as
described in Section 6.2.

6.2 Methods

6.2.1 P700 re-reduction

Monitoring the oxidation state of the primary donor P700 of photosystem I (PS I)
via near infra-red absorption spectroscopy provides valuable information on PS I

driven photosynthetic electron transport in vivo (see [98] and references therein).
Detection of the redox changes of P700 in the region of the P700" cation radical
absorption band peaking at 820 nm has basically three advantages: (1) measuring
light > 800 nm is not absorbed by thylakoids, (2) near infra-red has no actinic effect
on photosynthesis of green plants and (3) there is no interference from chlorophyll
fluorescence. Near infra-red measuring light allows the application of high inten-
sity with the advantage of a high signal/noise ratio. In order to discriminate the
measuring light from continuous background light the former usually is modulated.

Thylakoids are isolated as described in Section 3.2. The flash-induced kinetics
of P700 re-reduction were measured with the Dual-Wavelength Emitter-Detector
Unit (ED-P700DW, Heinz Walz GmbH, Effeltrich, Germany) in combination with
a standard PAM Chlorophyll Fluorometer (PAM 101, Heinz Walz GmbH, Effeltrich,
Germany) (see also Figure 6.1). Saturating light flashes are applied with a single
turnover flash lamp (XST-103, Heinz Walz GmbH, Effeltrich, Germany). Continu-
ous weak far-red light of ca. 17 W/m? ensured that all the components between
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The remaining free parameters (ke, ks, k4) are varied to find the function that
leads to the least sum of errors squared when compared with the experimental data.
Two different algorithms are used to vary the parameters: a genetic algorithm and
an algorithm according to Powell [138]. Genetic algorithms, when properly im-
plemented, are capable of both exploration (broad search) and exploitation (local
search) of the search space. Genetic algorithms are particularly useful if the func-
tion to be optimised has several optima. In this case a classical algorithm such as
Powell’s may get trapped in a local optimum instead of finding the global optimum.
However, genetic algorithms are relatively slow. Thus it is convenient to combine
both approaches.

Algorithm to do optimization according to Powell

The Powell algorithm is described by Powell 1964 [138]. It is an optimization algo-
rithm. The algorithm assumes that the behaviour near the optimum is quadratic.
A quadratic behaviour can be described by a parabola that is determined by three
points. Given a certain point in the parameter space, two additional points are eval-
nated. One point is obtained by using a value lower than the parameter considered
while the other is obtained by using a value above the parameter considered. These
three points are used to determine a parabola. The optimum of the parabola is with
some luck a step to the desired optimum of the considered function. If the obtained
point in the parameter space is closer to the optimum the procedure is repeated

with that point. Otherwise another parabola is sought.

The algorithm determines the direction for the next step to be perpendicu-
lar to the last step. This assumption leeds to a faster convergence to the mini-
mum /maximum. Powell’s algorithm requires continuous functions. Derivatives are
not used. However, due to its iterative nature the algorithm is somewhat sensitive

to starting values. The implementation of this routine is described in [140].

In the present work an algorithm was used that enabled the choice of intervals

within which the varied parameters are changed.

Genetic Algorithm to do optimisation

A genetic algorithm creates a population of solutions based on the fitting-parame-

ters. The algorithm then operates on the population to evolve the best solution. All

dThis extention of Powell’s algorithm was developed by Thomas Strau8.
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The library used here allows four varieties of genetic algorithms: (1) the ‘simple
genetic algorithm’ described by Goldberg [64] uses non-overlapping populations, (2)
a ‘steady-state genetic algorithm’, (3) an ‘incremental genetic algorithm’, in which
each generation consists of only one or two children, and (4) the ‘deme genetic algo-
rithm’ which evolves multiple populations (with exchanging individuals) in parallel
using a steady state algorithm.

For the problem addressed here the ‘steady-state genetic algorithm’ has been
chosen. It uses overlapping populations with a user-specifiable amount of overlap.
The algorithm creates a population of individuals. In each generation the algo-
rithm creates a temporary population of individuals, adds these to the previous
population, then removes the worst individuals in order to return the population
to its original size. The amount of overlap between generations can be chosen by
specifying a replacement parameter (either in percent or in numbers of individuals).
Newly generated offspring are added to the population, then the worst individuals
are destroyed (so the new offspring may or may not make it into the population,
depending on whether they are better than the worst in the population).

Acknowledgement: The software for this work used the GAlib genetic algo-
rithm package, written by Matthew Wall at the Massachusetts Institute of Technol-
ogy. Copyright ©1995-1996 Massachusetts Institute of Technology.

6.2.7 Starting conditions and settings

The stoichiometries used are the ones calculated in Section 4.3
PS I1 : cyt bf : LHC II = 2.56 : 1 : 14.12. Additionally two PS I (monomers)
per PS II (dimers) are assumed. The acceptors of PS II function as a two-electron
gate. Therefore under steady-state conditions one half of the acceptors will stay as
a semiquinone at the Qp site on PS II after a saturating light flash while the other
half produces PQH;. Accordingly every second (Jp site (randomly chosen) has a
bound PQH, that is released after dissociation has taken place. No free diffusing
oxidised PQ is modelled to save computing time. However, free, diffusing PQ is not
expected to act as an obstacle to PQH; migration or have any other significant influ-
ence. For cyt bf it is assumed that the state with one reduced cyt b is stable within
the measuring time. This is in agreement with the observation that one quarter of
cyt b is reduced in the steady-state (note that each cyt bf contains two cyt b) (145].
The other components are oxidised before the flash [69].
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6.3 Results and Discussion

1o obtain quantitative information about rate constants involved in photosynthetic
electron transport, rate constants used in the model were varied to match the ex-
perimental data. Two different mechanisms at the Q, site on cyt bf are compared

in the next two Sections: tight binding and a collisional mechanism.

Parameters that are varied are k; (dissociation of PQH, from PS I1), k3 (PQH,
oxidation at €)), and k4 (PQ reduction at @),) (as described in Section 6.2.6). Other
rate constants involved are reasonably well known and therefore these values were

not varied but taken from the literature.

6.3.1 Tight binding mechanism

Assuming there is a tight binding mechanism, a good fit to the measured data could
be obtained (see Figure 6.3). An area fraction of 0.70 was chosen corresponding
to the value estimated for grana thylakoids in Section 4.1. For the conditions used
in the simulation, this area fraction is above the percolation threshold and hence
diffusion domains where PQ is trapped are formed.

The parameters resulting in the best fit are well within the range of published
data (see Table 6.1). The lattice size is chosen to be 400 nmx400 nm (with periodical
boundary conditions). This size corresponds to the size of the grana core. The lattice
size is relatively large and inhomogeneities caused by the random distribution of the
proteins should be minimised. However, the exact values of the rate constants
depend on the configuration of the proteins. Three different protein configurations

were chosen and parameters varied to match the measured data (see Table 6.2).

Interestingly the different parameters vary to a different extent. Whereas ks is
within a small range for all configurations investigated k; varies to a great extent.
This is not entirely unexpected since k3 describes the oxidation of PQH, at the Q,
site on cyt bf which is agreed to be the rate limiting step of whole chain electron
transfer, Thus electron flux is expected to be very sensitive to this parameter. kq
describes the reduction of PQ at the @, binding site on cyt bf. It does not seem
to play a major role in determining the measured curve. This is probably due to
the low probability for a PQ to find a cyt bf carrying two electrons when only one
saturating light flash is applied. Consequently the simulation is not expected to be

very sensitive to this parameter.
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Figure 6.3: Comparison of the simulation (solid line) with the observed P700 re

reduction (dashed line) for a tight binding mechanism. An occupted area fraction
of 0.70 (i.e. above the percolation threshold) is assumed. Rate constants are ky =
1206.1 s, k3 = 294.9 s, and k4 = 335.2 s7' (nomenclature as described in
Section 6.2.6).

rate constant literature area uccupartiun
iy 8 0.70  0.60 0.70
(perrr}eable)
4952310 [124]
ke g0 (s | 12061 16414 2429
305  [81]
ks 6455 178, 84 92049 100.0  100.0
ke 400  [81] 3352 250.0  368.8

Table 6.1: Rate constants for several electron transfer steps from literature and

obtained from simulations.
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ko | 1206.1 | 725.2 | 1298.1
ks | 294.9 | 320.1 | 288.6
ks | 3352|5436 | 100.3

Table 6.2: Rate constants resulting from best fits for different random protein
distributions with an area fraction of 0.70.
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Figure 6.4: As Figure 6.8 but assuming an occupied area fraction of 0.60 (i.e. below
the percolation threshold). Rate constants are ky = 1641.4 571, ks = 100.0 s, and

ki =250.0 s7" (nomenclature as described in Section 6.2.6).

To investigate the influence of the protein density and hence the retardation of
PQ migration, the simulation was repeated for an occupied area fraction of 0.60
which is below the percolation threshold.

As with an area fraction of 0.70 good fits are obtained (see Figure 6.4). However,
the rate constants obtained are not in good agreement with published data. To
match the experimental data the reaction at the @), site would need to be very slow
(ks = 100 s™'). This is probably to compensate for the much faster ‘finding’ of the

binding site due to the less restricted diffusion of PQ.

To elucidate the effect of restricted PQH, diffusion a hypothetical extreme case is
investigated: an area occupation of 0.70 is chosen but it is assumed that the proteins
do not interfere with PQ diffusion (i.e. being permeable to PQ). For PQH; oxidation
the same rate constant (k;) is obtained as for 0.60 area occupation. Additionally a
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Figure 6.5: As Figure 6.8 but here the proteins are assumed to be permeable for P().
Rate constants are ks = 242.9 571, ks = 100.0 s, and k4 = 368.8 s~ (nomenclature
as described in Section 6.2.6).

slow dissociation from PS II (> 4 ms) is obtained to account for the measured slow
decline in the amount of oxidised P700. However, as can be seen in Figure 6.5, the
simulation does not match the experimental data well. At short times the simulated
curve declines too slowly. This is probably due to the slow dissociation constant
found. The initial lag (about 2 ms) before the steeper decline in the amount of
oxidised P700 starts, may be caused by reactions proceeding the oxidation of PQH,
(124] (i.e. dissociation and diffusion of PQH; and possibly time spent at the Qo
site before being oxidised). Figure 6.5 illustrates that this initial lag is much too
pronounced if the dissociation constant is as low as the one obtained if proteins do

not restrict PQ migration.

In summary the experimental data are best matched when restriction of plas-
toquinone diffusion is pronounced (area fraction 0.70). This clearly points out the
importance of structural characteristics of thylakoids in models of electron trans-
port. An influence of diffusion processes on reaction rates is also reported for the
activation of transducin by rhodopsin [154]. Higher concentrations of reactants are
expected to lead to an increased reaction rate by the law of mass action. However,
they also lead to a decreased rate of reaction by lowering the diffusion coefficient of
the reactants (here only PQH, is considered to be mobile but this does not alter the

principal results).
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Further, if a collisional mechanism were indeed the case, it is expected that the rate
constant found here (48806.2 s~') equals that measured in vitro where no diffusion
limitation occurs. This however is not the case. The rate constant found in C.
reinhardtii is 250-300 s~ [134] and thus is within the same order of magnitude as

the in vivo rates. Equal rates in vivo and in vitro would fit better with the tight
binding mechanism.

It should be noted that in the case of a collisional mechanism the resulting
rate constants are much more sensitive to the protein configurations. A factor
of two has been found for different starting conditions (not shown). Due to the
diffusion limitation it is important whether or not a PQH, has good access to a ),
binding site. However, rate constants resulting from other configurations are still
not satisfying,

In summary it seems that a collisional mechanism is not suitable to deseribe the
measured data on P700 re reduction kinetics while a tight binding mechanism leads

to good fits with rate constants in agreement with the literature.

It should be noted, that the tight binding mechanism and the collisional mecha-
nism are both simplifications. More generally reactions should be described by the
rates of binding (ken), unbinding (kog) and the internal electron transfer rate (ks).
However, no firm figures exist for plant cyt bf complexes. Therefore the simplifica-
tions of a tight binding and a collisional mechanism are introduced, reflecting two

extreme cases.
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about the functional consequences. To fill this gap a mathematical model describing
organisational characteristics of thylakoids according to the micro-domain concept
was developed in Chapter 3. However, the published micro-domain concepts can-
not explain the complex s-shaped curves resulting from PS II titration. Therefore
the previous models of thylakoid architecture were further extended. The measured
data were matched with the model that was developed in this Chapter. Although
only two varied parameters were employed, good fits to the measured data were
obtained for several different species. It was shown that the combination of both
functional and spatial aspects can strongly influence electron transport. The model
assumed a dimeric Q-cycle. Such a dimeric Q-cycle was suggested by Gopta and
co-workers [65]. Whether the two monomers of cyt bf are indeed functionally in-
teracting is still under discussion and a dimeric Q-cycle is not commonly accepted.
Further, the model developed in Chapter 3 uses average numbers for stoichiometries
and spatial aspects. Inhomogeneities or protein-protein interactions are not taken
into account. Nevertheless the model shows clearly that thylakoid architecture may

strongly influence electron transport.

To further elucidate the organisation of proteins within thylakoids and its influ-
ence on photosynthetic electron transport, a Monte Carlo simulation was developed
(see Chapters 4-6). With this simulation the influence of integral photosynthetic
proteins on the diffusion of plastoquinone/plastoquinol was examined in Chapter 4.
An occupied area fraction of 0.70 in grana thylakoids was determined using avail-
able structural data on the photosynthetic proteins. For an occupied area fraction
as high as 0.70 it was found that a random distribution of proteins could indeed
lead to the formation of diffusion domains within which PQ is trapped. This is
in accordance with the micro-domain concept of Lavergne and Joliot. In the case
of a random distribution PS II may be isolated from cytochrome bf complexes for
the time relevant for photosynthetic electron transport (also discussed e.g. in [111]).
Additionally, random distribution may lead to obstruction of binding sites. Particu-
larly in the case of the @, site, which is considered to be the site of the rate limiting
reaction, this seems wasteful. The degree of obstruction depends on the geometry of
the protein and the exact position of the binding site on the protein (see Section 4.3,
Table 4.2). Altogether, random distribution, although often assumed, may not be a
favorable arrangement. Instead, the organisation of the proteins may be influenced
by additional factors.
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In the next Chapter (Chapter 5) protein-protein interactions were introduced
into the simulation. The most abundant proteins in thylakoids are LHC II com-

plexes. They are assumed to interact with other free LHC II and with LHC II
tightly bound to PS 1L

It was found that low interaction energies (about 1 kT) lead to more clustered
arrangements while high interaction energies (E = 5 kT or higher) result in ramified
chains. However, the effect of protein—protein interactions decreases with increasing
protein density. In thylakoids the protein density is very high and hence the effect of
interaction energies may not be very pronounced. Having a mixture of interacting
and non-interacting protein may have interesting effects: It was found that mobility
of eyt bf may reduce the number of its binding sites being obstructed (see Table
5.1). In addition, interaction between proteins may further decrease the percolation

threshold for PQ) diffusion by the formation of more ramified chains of obstacles.

In Chapter 6 bindings sites on the proteins were introduced and electron transfer
was modelled. Two different routines were introduced that allow optimisation (one
according to Powell and the other a genetic optimisation routine). P700 re-reduction
kinetics were measured and rate constants of some involved electron transfer steps
were varied to match the experimental data. Two different binding mechanisms at
the @, site on cyt bf were investigated: a tight binding mechanism which implies
irreversible binding at the @, site and a collisional mechanism that involves imme-
diate electron transfer after a succesful encounter. The latter involves the need for
several encounters until transfer finally takes place. Consequently, in a diffusion
limited electron transport chain it may take a long time until transfer occurs. Since
the protein density in thylakoids is very high - around the percolation threshold - it
is expected that PQ diffusion is severely restricted.

For the tight binding mechanism, assuming an area occupation of 0.70, good fits
were obtained resulting in rate constants that are in good agreement with published
data. Reducing the restriction of PQ diffusion (lowering the area fraction to 0.60 or
assuming permeability of the proteins) leads to a rate constant for PQH, oxidation
that is rather low and not in good agreement with the literature. Similarly, the
assumption of a collisional mechanism only leads to good fits when unrealistic rate
constants are used. Here, the rate constant for PQH; oxidation would need to be too
high. This may be to compensate for the long time required to “find’ the binding site
and reflects the somewhat opposite situation compared to lowering the restriction
of PQ migration described above.
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Another approach may be to further investigate the temperature dependence of
the experiments described in Chapter 3. Diffusion processes are temperature depen-
dent as are interactions. Therefore it may be enlightening to examine if temperature

influences the control of electron transport.

The magnitude of protein-protein interactions can be investigated by the analysis
of particle distribution from micrographs obtained by atomic force microscopy. The
resolution is not high enough to distinguish between cyt bf and LHC II. However,
BBY preparations [23] do not contain eyt bf. The resulting micrographs only show
PS 1T and LHC II. Accordingly it is possible to analyse the distribution of PS5 IT and
compare the distribution obtained with results from the simulation using different
interaction energies.

Investigating whole chain electron transport, different reaction mechanisms could
be tested. For example the influence of a dimeric Q-cycle could be examined. Data
from other experiments that could be matched are P700 re-reduction in the presence
of DOMU, fluorescence relaxation or eyt bf reduction kinetics. Furthermore it could
be investigated if the Monte Carlo simulation is able to explain the complex s—-shaped
curves found in plots where whole chain transport is plotted versus PS II activity
(as described in Chapter 3). An attempt could be made to match the experimental
data so obtained with the model, using random protein distribution and distributions

resulting from different interaction energies.
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