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Abstract 
The primary aim of this thesis is to study the benefits and hmitations of using a 
mobile base station for data gathering in wireless sensor networks. The case of a 
single mobile base station and mobile relays are considered. 

A cluster-based algorithm to determine the trajectory of a mobile base station 
for data gathering within a specified delay time is presented. The proposed 
algorithm aims for an equal number of sensors in each cluster in order to achieve 
load balance among the cluster heads. It is shown that there is a tradeoff 
between data-gathering delay and balancing energy consumption among sensor 
nodes. An analytical solution to the problem is provided in terms of the speed of 
the mobile base station. Simulation is performed to evaluate the performance of 
the proposed algorithm against the static case and to evaluate the distribution of 
energy consumption among the cluster heads. It is demonstrated that the use of 
clustering with a mobile base station can improve the network lifetime and that 
the proposed algorithm balances energy consumption among cluster heads. The 
effect of the base station velocity on the number of packet losses is studied and 
highlights the limitation of using a mobile base station for a large-scale network. 

We consider a scenario where a number of mobile relays roam through the 
sensing field and have limited energy resources that cannot reach each other 
directly. A routing scheme based on the multipath protocol is proposed, and 
explores how the number of paths and spread of neighbour nodes used by the 
mobile relays to communicate affects the network overhead. We introduce the 
idea of allowing the source mobile relay to cache multiple routes to the destination 
through its neighbour nodes in order to provide redundant paths to destination. 
An analytical model of network overhead is developed and verified by simulation. 
It is shown that the desirable number of routes is dependent on the velocity of 
the mobile relays. In most cases the network overhead is minimized when the 
source mobile relay caches six paths via appropriately distributed neighbours at 
the destination. 

A new technique for estimating routing-path hop count is also proposed. An 
analytical model is provided to estimate the hop count between source-destination 
pairs in a wireless network with an arbitrary node degree when the network nodes 
are uniformly distributed in the sensing field. The proposed model is a significant 
improvement over existing models, which do not correctly address the low-node 
density situation. 
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of angle Ŝ . The direction of movement is denoted by a dotted line. . . 94 

6.6 The PDF of link residual time between MR and its neighbour from 
from (B.l), (B.3) and (B.5) in Appendix B. The MR moves in random 
direction with v velocity. 95 

6.7 Example illustrates that the source and destination MRs move in 
random directions. The ns cached multiple routes to through 
different neighbour nodes. The direction of movement is denoted by 
a dotted arrow line 95 

6.8 An example illustrates source MR cached routes to destination MR 
through appropriately distributed neighbour nodes of the destina-
tion, rii, n2 and n .̂ Nodes 712 and 713 are two adjacent neighbours to 
MR at angles S2 and 63, respectively, from the direction of movement. 98 

6.9 The CDF of the link residual time, for our scenario, where ns moves 
between two neighbours from (6.16), (6.18) and (6.20). The angle 
between the direction of movement and neighbours varies from tt/G 
to 7r/2 and the node moves at velocity vo = O.lr 100 

6.10 The PDF of the cache residual time, for randomly selected neighbours 
from (6.12) and our routing scheme from (6.24) when the number of 
paths equals to 5 and 8 and v = vs = vp 101 

6.11 Overhead as it varies with source and destination MRs velocities, 
for passive and active multipath, (6.32) and (6.36), respectively. 
LSD = and d = 6. Simulation results are depicted by markers 
while theoretical results are depicted by lines 107 

6.12 Overhead in a dense network as it varies with source and destination 
MRs velocities, for randomly selected paths and our multipath 
routing scheme, (6.36) and (6.37), respectively. Lso = ^r and d = 20. 
Simulation results are depicted by markers while theoretical results 
are depicted by lines 109 

6.13 Overhead comparison in a dense network as it varies with source 
and destination MRs velocities, our multipath routing scheme, for 
randomly selected paths and the Braided scheme [11]. Lso = ^r and 
d = 20 110 



LIST OF FIGURES 



List of Tables 
2.1 Comparison considered for mobile BS in the literature 24 
2.2 Comparison of using MRs 28 

4.1 Definitions of the main symbols used throughout this chapter. . . . . 46 
4.2 The approximate minimum number of clusters as it varies with node 

degree, from (4.2). The approximate Kmax = 10, from (4.10) at 
relaxed delay requirement 63 



LIST OF TABLES 

X V l l l 



Chapter 

1 
Introduction 

1.1 Thesis Motivation 

The research described in this thesis has been largely motivated by the perceived 
need for understanding of the effect of the use of mobility in Wireless Sensor 
Networks (WSNs) on network performance. The potential benefits and limitations 
of using single and multiple mobile entities for data gathering has only recently 
been fully recognised [12][13]. 

Data gathering in WSNs is one of the most frequent and fundamental 
operations, and requires the sensor nodes to monitor the sensing field for as long as 
possible. As sensor nodes have limited energy resources and are powered by small 
batteries, energy consumption is a critical issue in the design of WSNs that effect 
network lifetime. 

Some WSNs use mobility to prolong network lifetime by allowing a mobile 
base station (BS) to roam a sensing field and gather data from sensor nodes 
through a short transmission range. The energy consumption of each sensor node 
is then reduced, since fewer relays are needed for the sensor node to relay its 
data packet to the BS. As the speed of mobile BS is very slow compared with 
the speed of data packets which travel in multi-hop forwarding, the increased 
latency of data gathering when employing mobile BS presents a major performance 
bottleneck. Thus, the time a mobile BS takes to tour a large sensing field may not 
meet the stringent delay requirements inherent in some mission-critical, real-time 
applications. Therefore, planing the trajectory and determining the speed of mobile 
BS need to be considered in order to achieve the delay requirements. 

Planning the moving tour of a mobile BS is a critical issue in the maximization 
of network lifetime and meeting data-gathering delay requirements. In order to 
maximize network lifetime, a mobile BS collects data using single-hop commu-
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nication, which requires a long time since it has to visit each sensor node. On 
the other hand, using multi-hop communication to reduce data-gathering time 
increases sensor-node power consumption and thus shortens network lifetime. 

Data-gathering time could also be decreased by increasing the speed of the 
mobile BS. However, the contact time between the mobile BS and sensor nodes 
is decreased and thus increases the probability of packet losses. In addition, the 
network lifetime and number of packet losses increase when the network scale is 
expanded. Thus the use of a mobile BS is not sufficient to achieve the required 
network performance of a large scale network. 

The moving of sensor nodes has been introduced in the literature in order 
to achieve requirements such as improve converge and connectivity or improve 
network lifetime by moving to a new location to help bottleneck sensors by 
inheriting sensing, transmission and receiving responsibilities. Several algorithms 
for planning the trajectory of the mobile BS have been proposed to prolong network 
lifetime, which do not analyse the limitations when the network scale is expanded 
and investigate the effect of BS velocity on packet losses. 

Multiple mobile entities, which we refer to as mobile relays (MRs) are proposed 
to roam the sensing field and buffer sensing data to be forwarded to the BS. 
MRs are used to improve network lifetime as the network scale is expanded. 
However, little attention is paid to the routing between MRs. Most of the literature 
assumes that MRs can interact with each other directly in order to send sensing 
data to the BS, where this can be achieved either by restricting the mobility 
area of MRs which adds more constraint to trajectory planning or by assuming 
the MRs have unlimited energy resources to reach each other and the BS. Thus, 
there is a need for further investigation into the effect of the mobility of MRs on 
routing performance as the mobility inevitably incurs additional overhead in data 
communication protocols, whose overhead can potentially offset the benefit brought 
by mobility. 

The mobility of sensor nodes in the sensing field forms mobile ad hoc networks. 
Therefore, in the following section, we introduce the main properties of ad hoc 
networks, mobile ad hoc networks and then sensor networks. 

1.2 Ad Hoc Networks 

A wireless ad hoc network is a collection of nodes with no pre-established infras-
tructure. Each node has a wireless communication capability to communicate 
with others. Since there is no central entity in ad hoc networks the nodes must 
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participate in order to organise themselves into a network. Ad hoc networks 
show a distinct departure from traditional infrastructure wireless networks such 
as cellular networks and WLANs, in that there is no need for a central access point 
or BS. In ad hoc networks, nodes that are within each other's transmission range 
can communicate directly and are responsible to discover each other. These nodes 
are often energy constrained, that is, batteries are the main energy resource with a 
great diversity in their capabilities. Therefore, the transmission range of nodes is 
limited. Intermediate nodes work as routers in order to relay data packets between 
nodes that are not lie within each transmission range. That is, data packets need 
to be delivered over a path involving multiple nodes (multi-hops). 

1.2.1 Wireless Signal Propagation Model 

In wireless ad hoc networks, electromagnetic radio waves are used for commu-
nication. When radio waves travel through media which contains many objects, 
they experience several propagation mechanisms such as reflection, diffraction and 
scattering. The wireless channel (transmission medium) is susceptible to a variety 
of transmission impediments such as path loss, interference, and blockage. These 
factors restrict the range, data rate, and the reliability of the wireless transmission 
and places fundamental limitations on the performance of wireless communication 
systems [14], Therefore the transmission range of nodes varies in time and space. 
This i referred to as the physical layer in the Open Systems Interconnection 
(OSI) reference model (a standard model used to describe computer network 
architecture). 

The data link layer of the OSI model is responsible for ensuring reliable frame 
communication by detecting and possibly correcting errors that may occur in the 
physical layer. The network layer then uses these frames to generate packets and 
is concerned with routing the packets to their destination [15]. In this thesis 
we ignore physical layer effects, and instead deal with the network layer by 
considering the routing path of data packets such that the power consumption of 
wireless nodes is minimized. Therefore, we assume in Chapters 3, 5 and 6 signal 
attenuation is due only to path loss related to distance transmitted. 

1.3 Mobile Ad Hoc Networks 

Nodes in ad hoc network could be cellular phones, personal digital assistants 
(PDAs), pocket PCs and laptops. These nodes are mobile and have to join 
or leave the network when they move arbitrarily, this resulting in rapid and 
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unpredictable topology changes. In this energy-constrained, dynamic, multi-hop 
environment, nodes need to organise themselves dynamically in order to provide 
the necessary network functionality in the absence of fixed infrastructure or 
central administration. Thus a mechanism for path identification and maintenance 
is needed. 

Due to node mobility and variation in transmission-range power, mobile ad 
hoc networks experience a high level of topology variability. All the nodes must 
participate to provide network functions, such as data forwarding and routing 
activities, in order to self-organize network topology. Node mobility strongly 
influences the performance of the network. Therefore, an efficient routing protocol 
is needed to improve network performance such as route delay, loop free routing, 
control overhead, scalability and power conservation. 

1.3.1 Routing Protocols For Mobile Ad Hoc Networks 

Ad hoc wireless network-routing protocols can be classified into three major types 
based on the routing information update mechanism as follows [15]: 

1. Proactive (table-driven) routing protocols: Every node in this type of protocol 
maintains the network topology information in the form of routing tables 
by continuously evaluating the routes within the networks, so that when 
a packet needs to be forwarded, the route is already known and can be 
immediately used. This has the advantage that when a route is needed, 
the delay before packets can be sent is very small. However, it needs some 
time to converge to a steady state which can cause problems when the 
topology is changing frequently. Typical proactive routing protocols include: 
Destination-Sequenced Distance-Vector Routing (DSDV), Cluster-head Gate-
way Switch Routing (CGSR) and the Wireless Routing Protocol (WRP). 

2. Reactive (On-demand) routing protocols: A node in this reactive routing 
protocol obtains the necessary path to destination when it is required, by 
using a type of global-search procedure. Thus, these protocols do not exchange 
routing information periodically. This form of routing may suffer a long 
delay since a route to destination needs to be acquired before sending a data 
packet. Dynamic Source Routing (DSR), Ad Hoc On-Demand Distance Vector 
(AODV) and Temporally Ordered Routing Algorithm (TORA) are examples of 
on-demand routing protocols. 

Any on-demand routing protocol must utilise some type of routing cache in 
order to avoid the need to rediscover each routing decision for each individual 
packet. One of the critical factors in an on-demand routing protocol is the 
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setting of the cache timeout value, since the route cache may rely on links 
between nodes that are no longer within wireless transmission range of 
each other. A large route cache timeout causes some stale information to 
be employed degrading network performance rather than improving it. On 
the other hand, small route cache timeout cause a number of valid routes 
to be removed before they expire and hence are an inefficient use of cache 
information. 

3. Hybrid routing protocols: This type combines the features of proactive and 
reactive routing protocols. Often nodes in a network are divided into routing 
zones based on particular geographic regions. Routing within the same zone 
is implemented based on proactive routing, while reactive routing is used 
for routing among nodes that belong to different zones. The Linked Cluster 
Algorithm (LCA), Core Extraction Distributed Ad Hoc Routing (CEDAR) and 
Zone Routing Protocol (ZRP) are examples of this type of routing protocol. 

1.3.2 Ef fec t of Mobi l i ty o n R o u t i n g P e r f o r m a n c e 

Mobility in ad hoc networks is one of the most challenging in the design of routing 
protocols, since nodes can roam sensing fields independently of each other at 
varying velocities. In general, most of the literature that studies the effect of 
mobility in ad hoc networks shows that network performance is degraded due to 
link failures, that cause a significant number of routing packets to discover new 
paths, leading to increased network congestion and transmission latency. 

Intensive research has been done on the effect of mobility on routing protocols 
and compares their performance using different routing-protocol metrics. Metrics 
used to evaluate the performance of routing protocols include [16, 17, 18, 19]: 

• Throughput: Throughput measures the effectiveness of the network in deliv-
ering data packets. That is, the amount of data packets that is successfully 
transferred over a period of time. 

• Packet delivery ratio: The ratio of the number of packets received to the 
number of packets sent. 

Routing overhead: The number of routing control packets requested when a 
data packet is successfully dehvered to the destination. 

End-to-end delay: The average time difference between the time a packet 
is sent from the source and the time it is successfully received by the 
destination. 
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The on-demand routing protocols such as DSR and AODV perform better than 
the proactive, such as DSDV at high mobility rates, while DSDV perform quite 
well at low mobility rates [17][20], since the proactive routing protocols update the 
routing table whenever the network topology changes. Thus, proactive protocols 
are not suitable for mobile ad hoc networks in which the network topology changes 
frequently [21], In addition, the performance also differs for on-demand routing 
protocols, for example, using the packet dehvery ratio and end-to-end delay as 
performance metrics, DSR outperforms AODV in less demanding situations, while 
AODV outperforms DSR in heavy traffic load and high mobility, while, the routing 
overhead of DSR is lesser than that of AODV [18][20]. This is because many of their 
routing mechanics are different. In particular, DSR uses source routing, whereas 
AODV uses table driven routing framework and destination sequence numbers. 

Exploring the manner in which mobility affects network communication can 
help the design of an efficient routing protocol. Several routing-protocol schemes 
have been designed that rely on identification of stable links in the networks by 
assuming nodes perform online measurements [22][23]. The stable links are then 
preferentially used for routing. 

Investigating the effect of mobility using mobility metrics is necessary to 
measure the reliability of individual paths and discover long-lived routes. Routing 
protocols based on mobility metric [24, 25, 26] have shown there is an improvement 
in network performance such as packet delivery ratio and network overhead when 
mobility prediction metric is used. The prediction metric is used to predict the 
duration of time that two nodes remain connected. 

Link residual time is a mobility metric that is used to measure the time during 
which two nodes are within transmission range of each other. The time until the 
route breaks, path residual time, can then be measured, where the reliability of a 
path depends on the availability of all links constituting the path. In this research, 
path residual time is used to decide when a path is broken and a new route request 
needs to be initiated. 

1.3.3 Effect of Node Density 

Node density, which is the number of nodes in a unit area, is another factor that 
effects network performance. As the network nodes are deployed randomly without 
any wired infrastructure and communicate via multi-hop wireless links, node 
density effects the connectivity of the nodes in the network. Network connectivity 
can be increased by increasing the number of nodes (for a fixed network area). 
However, increasing the number of nodes tends to reduce the effective bandwidth 
available for each node due to increased competition for bandwidth. In addition, 
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it increases the traffic load, contention and packet collision between neighbour 
nodes. On the other hand, when the number of nodes is small, the network may 
not be fully connected and therefore some nodes cannot send packets to certain 
destinations [27], Increasing the transmission power of a node can achieve a higher 
transmission range and therefore nodes can reach more nodes via a direct links. In 
contrast, a node that uses a very low transmission power may become isolated 
without any link to other nodes. Thus, the network connectivity depends on both 
node density and their transmission range [28], 

Connectivity is often associated with the number of neighbours (node degree). 
Many investigations have been conducted for the evaluation of the minimum 
number of neighbours needed for full connectivity in a wireless network [8, 29, 
30, 31, 32] . It was first proposed by Kleinrock and Silvester in [8] that six was the 
'magic number', i.e., on average every node should connect itself to its six nearest 
neighbours, and various papers since then have argued for magic numbers between 
five and eight [33, 7, 34, 35]. In this research, we use node degree as a measure of 
node density (rather than the number of nodes in a unit area), since it reflects the 
number of nodes that can be accessed using the maximum transmission range. 

The node degree has a significate effect of the number of hops between the 
source and destination nodes. As we will demonstrate in Chapter 5, the number 
of hops is approximately proportional to the separation distance for very low or 
very high node degree, but significantly greater for node degree close to the 'magic 
number' values. In general, a path with a high number of hops increases the end-
to-end delay and wastes the bandwidth. 

1.4 Wireless Sensor Networks 

Sensor networks are a special category of ad hoc wireless networks that include 
sensor nodes which are tiny devices that have the capability of sensing physical 
parameters, processing the data gathered, and communicating over the network to 
send data to the monitoring station (sink or BS). A sensor network is a collection 
of a large number of sensor nodes that are deployed in a particular region. 
Fig. 1.1 illustrates a traditional homogeneous wireless sensor network with flat 
architecture, where all nodes are equipped with identical battery capacity and 
hardware complexity, except for the sink node as the gateway to communicate with 
end users across the Internet [1]. 

Some of the domains of application for sensor networks are military, health 
care, home security, and environmental monitoring. Some of the issues that 
distinguish the sensor networks category of ad hoc wireless networks are as 
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Figure 1.1: Sensor networks [1], 

follows: 

• Mobility of nodes: Nodes in wireless sensor networks are not assumed to be 
fully mobile, enabling all or a subset of nodes to provide stationary sensing 
abilities. 

• Size of the network (scalability): The network size of sensor networks is much 
larger than that in ad hoc networks. 

• Node density: The node density in sensor networks is larger than in ad 
hoc networks, which offer a small number of hops between the source and 
destination in sensor networks. 

• Power constraints: Nodes are considered to be highly energy constrained as 
battery reserves are not easily replenished. 

• Data sink, In general, nodes in wireless sensor networks send data packets 
(sensing data) to a sink, while in ad hoc networks any two nodes could be the 
source and destination of data packets. 

The topology of WSNs is variable due to both mobility of a subset of nodes 
and node failures (due to energy issues). The goal of WSNs is to reduce the 
energy consumption of sensor node, in order to prolong its lifetime. Protocols 
must be designed which enable power conservation at the expense of degradation 
in throughput and delay characteristics. 

A flat network architecture for WSNs leads to several challenges in terms 
of routing design, energy conservation and network management. Therefore, a 
hierarchical sensor network architecture is introduced, in the following section. 
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1.4.1 Hierarchical Sensor Network Architecture 

Energy efficiency and scalability are the greatest challenges in the design of sensor 
networks. Therefore, hierarchical sensor network architecture is often employed 
in which sensors are organized into clusters with a cluster head in each cluster 
Cluster heads collect sensing data and make routing and scheduling decisions. 

Hierarchical sensor networks can be classified into two broad types; homoge-
neous and heterogeneous sensor networks [36]. In homogeneous networks all the 
sensor nodes are identical in terms of battery energy and hardware complexity. 
Some of the nodes are selected to serve as cluster heads. However, cluster heads 
consume more energy than other sensor nodes and as a result the cluster head fails 
before other nodes. Rotating the role of cluster head randomly and periodically 
over network nodes can help to balance energy consumption among cluster heads 
and hence increase the overall cost of the entire sensor network [37], However, 
dynamically selected cluster heads can incur a high overhead due to frequent 
exchange of control packets among sensor nodes [2]. 

On the other hand, in a heterogeneous sensor network, one or more different 
types of nodes in addition to sensor nodes with different energy resources and 
functionality are used. The basic idea behind that is more complex hardware 
and extra battery energy can be embedded in cluster head nodes and can help 
to reduce the hardware cost of the rest of the resource limited basic sensor 
nodes. For instance, a two-tier hierarchical sensor network is shown in Fig. 1.2 
where two types of sensor nodes are deployed in the sensing area, basic sensor 
nodes with limited communication capability that are mainly used for sensing the 
environment and sensor nodes with more powerful transceivers and batteries that 
act as cluster heads. The cluster head organizes basic sensor nodes into clusters, 
gathers sensing data and then forwards these to the BS. Clustered sensor networks 
can be classified as single-hop and multi-hop. A single-hop network is one in 
which sensor nodes use single-hop communication to reach the cluster head. In 
a multi-hop network nodes use multi-hop communication to forward sensing data 
to reach the cluster head. In both cases, the cluster heads use single-hop to reach 
the BS. 

1.4.2 Mobility in Wireless Sensor Networks 

Recent research [12][13] shows that significant energy saving can be achieved 
in wireless sensor networks by using mobile devices capable of carrying data 
mechanically. In this approach, a small number of mobile devices roam about 
sensing fields and collect data from sensors. As a result, significant network 
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Figure 1.2: A two-layer hierarchical sensor network [2], 

energy saving can be achieved by reducing or completely avoiding costly multi-hop 
wireless transmissions. 

Mobility in WSNs can be achieved by using vehicles or people carrying sensors. 
The energy consumption of mobile devices is less constrained as they can replenish 
their energy supplies because of their mobility. However, the primary disadvantage 
of this approach is increased latency. For instance, the typical speed of several 
practical mobile device systems is approximately 0.1 — 1 m/s [38]. Thus, it takes 
more than 16 min for a mobile device to take a tour of length 1 Km to gather 
sensing data, which may not meet the delay requirements of some data-intensive 
applications. 

In some applications like disaster management it is more efficient to use 
vehicles since the environmental conditions are harsh. The mobile device could also 
be carried using aerial and remotely piloted vehicles [39], For instance, a number 
of unmanned aerial vehicles (UAVs) such as helicopters can co-operate with ground 
sensor nodes for data gathering in mission-critical application. Generally, the 
mobility of BS can be classified into three types according to the mobility pat tern 
of the entity upon which the BS is mounted as follows: 

1. Random Mobility: This can be achieved for example when the BS is mounted 
on humans and animals [40], in this case the probability of the BS collecting 
all sensing data is low since the BS opportunistically visits sensor nodes. 

2. Predictable Mobihty: In this case the BS is mounted on an entity tha t moves 
on a fixed track or path that cannot control its direction or speed, but which 
moves at a regular time, for example a BS mounted on a bus or train. Thus, 
the sensor nodes can predicate when the BS may move around to send their 
data [41][42]. 

3. Controlled Mobility: When the BS is mounted on a robot or UAV plane, then 
the direction and speed of the BS can be controlled. Several algorithms are 
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Figure 1.3: Mobile sensors (MRs) are used to provide connection between 
disconnected network [3]. 

proposed to find the trajectory of the BS in order to achieve some requirement 
such as maximise network hfetime and data-gathering delay using single and 
multi-hop relays. 

Most literature considers the mobility of WSNs to be predictable or con-
trolled [2, 41, 43, 44, 45, 4] to achieve network performance requirements (some 
literature considers random mobility to improve network lifetime), which differs 
from mobile ad hoc networks in which nodes are assumed to move arbitrarily which 
degrades the network performance by link failures. 

In this research we classify mobile entities used in WSNs into two categories: 
mobile BS and MR. Mobile BS has unlimited energy sources with high buffering 
and processing capabilities. MRs may be similar to static sensors (limited 
transmission range and storage) with movement capability or have higher storage 
capability to buffer and carry sensing data to be sent to the BS. 

In general, mobility in WSNs is used to: 

• Improve network coverage: Sensor nodes are usually randomly deployed in 
the sensing field by scattering from aircraft or by robots [46] which cannot 
be guaranteed to cover the whole area. Coverage requires that each location 
in the sensing field be monitored by sensors. An MR relocates its position in 
order to cover the required sensing field. 

• Improve network connectivity: MRs relocate to provide a connection path 
between several non-connected subnetworks [3][47] as shown in Fig. 1.3. 

• Carrying data from isolated sensors: MRs with store-carry-forward capability 
can travel between isolated sensors to collect sensing data and then forward 
it to a BS [48, 47, 49, 50, 51, 52]. 

• Improve network lifetime: Mobile BS and MRs can be used to improve 
network hfetime. Where MRs can move to a new location to help bottleneck 
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Figure 1.4: Using mobile sensors (MRs) to extend the lifetime of the 
bottleneck nodes [4], 

sensors by inheriting sensing, transmission and receiving responsibilities. 
For example, Wang et al. [4] assume the network shown in Fig. 1.4. The 
whole network is composed of two components that are connected via sensors 
A and B. Thus, these two sensors are the bottleneck nodes since they 
have to forward all network traffic between the two components. An MR 
can inherit the responsibility of sensor A and B at some time and thus the 
network lifetime is improved. A mobile BS and MRs can roam a sensing 
field (connected/disconnected) and gather data from sensor nodes through 
a short transmission range. The energy consumption of each sensor node 
is then reduced, since fewer relays are needed for the sensor node to relay 
its data packet to the BS. In order to maximize network lifetime, mobile 
BS and MR can collect data using single-hop communication, however, that 
increases data-gathering delay since the mobile BS and MRs have to visit 
the transmission range of each sensor node. On the other hand, using 
multi-hop communication for data gathering decreases data-gathering delay 
and decreases network lifetime. Therefore, path planning of a mobile BS and 
MRs is a critical issue in maximization of network lifetime and to meeting 
data-gathering delay requirements. 

1.5 Contributions 

Our contribution in this research can be divided into two parts: 

• We consider data gathering in a mobile BS environment, subject to a specified 
tour delay-time constraint on the mobile BS, by adopting a clustering-based 
approach. To reduce the energy consumption of a cluster head to forward 
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sensing data, the mobile BS roams the sensing field and visits only the cluster 
heads to gather sensing data. Therefore, the distribution of the cluster heads 
in the entire network affects the load balance among the sensor nodes and 
hence the network lifetime. 

We propose a heuristic algorithm for finding a trajectory of the mobile BS 
consisting of cluster heads which meet the following criteria: (i) the energy 
consumption among the sensor nodes within any cluster is balanced in order 
to prolong network lifetime; and (ii) the total traversal time of the mobile 
BS on the trajectory is bounded by a given value. The proposed algorithm 
significantly increases the network lifetime. 

We then conduct a detailed analysis to the proposed algorithm. We analyti-
cally study the upper and lower bounds on the number of clusters such that 
there is no packet lost due to moving too fast through a cluster or interference 
between cluster heads. Statistical methods are used to determine the 
probability of finding cluster heads and of losing packets as the BS moves 
from one cluster to another 

We propose a routing scheme to provide interaction between MRs and BS, 
where MRs are used for data gathering from sensor nodes that are moving at 
relatively lower speed than MRs. An analytical model is needed to study the 
effect of mobility of MRs on routing performance as the mobility inevitably 
incurs additional overhead in data-communication protocols, where that 
overhead can potentially offset the benefit brought by mobility. 

We consider a multipath routing extension of DSR, where separate routes 
via each neighbour are stored in the cache. In this case the number of 
neighbouring nodes, and hence paths, effects the network overhead. We 
develop an analytical model, verified by simulation, for the network as a 
function of the MR speed, distance to the BS, and node density. The results 
reveal that the proposed routing scheme can significantly reduce routing 
overhead, however, the number of cached routes stored should be limited to 
six to prevent overhead blowout when the MR moves quickly. 

1.6 Thesis Overview 

In Chapter 2 we present the background and related work. We introduce the 
techniques used to reduce the energy consumption and evaluate the network 
lifetime in static sensor networks. We highlight the use of mobility to reduce energy 
consumption and prolong network lifetime. We define the mobile entities in WSN 
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as mobile BS and MRs. We survey the related literature that consider finding 
moving trajectory for a mobile BS and the interaction among MRs. 

In Chapter 3 we introduce the idea of reducing the energy consumption of 
sensor nodes using mobile BS for data gathering. We consider data gathering in 
a mobile BS environment, subject to a specified tour delay time constraint on the 
mobile BS, by adopting a clustering-based approach. 

In Chapter 4 we provide analysis of the proposed algorithm. We show the 
benefit and limitation when a mobile BS is used for data gathering. We analytically 
study the upper and lower bounds on the number of clusters such that there is no 
packet lost due to moving of BS too fast through a cluster or interference between 
cluster heads. We use statistical methods to determine the probability of finding 
cluster heads and of losing packets as the BS moves from one cluster to another. 

In Chapter 5 we propose an analytical model to estimate the hop count between 
source-destination pairs when the network nodes are uniformly distributed in 
the sensing field. This model is used for calculating the expected overhead in 
Chapter 4. To calculate the number of hops in the path, we determine a distribution 
describing the remaining distance from next-hop node to destination. We calculate 
the probability of selecting each of the neighbour nodes. The expected number of 
hops needed to cover the remaining distance is calculated by obtaining the expected 
progress towards the destination. The hop count model is verified by simulation. 

In Chapter 6 we propose a routing scheme for MRs interaction. Multipath 
routing is consider to provide redundant paths to destination. The link residual 
time between MR and its neighbours is analysed. We explore how the number 
of paths and spread of neighbour nodes used by the source MR to reach the 
destination affects the network overhead. The speed of MRs is evaluated in order to 
minimize the network overhead due to mobility. An analytical model is developed 
and verified by simulation. 

Finally, in Chapter 7, we present an overview of the results presented and 
suggestions for future work. 
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2 
Background 
Energy consumption is a crucial consideration for sensor networks and their 
applications as sensor nodes are commonly battery-driven. Once sensor nodes 
are deployed, it is challenging and sometimes even impossible to change batteries. 
Hence, the network lifetime becomes a critical concern in the design of WSNs. 

The lifetime of a sensor network can be defined in different ways, according to 
the effect of losing sensor nodes on the functionality of the whole network, which 
depends on the sensor network application [53]. For instance, network lifetime 
could be defined as the time until the first node depletes its battery. On the other 
hand, a network could be considered to be alive as long as a given percentage of the 
sensors has enough energy to operate. In this case, the network lifetime is defined 
as the time for which a given percentage of the region is covered by live sensors. In 
this research we define network lifetime as the time the first node fails, which is 
the definition most frequently found in the literature. 

Data gathering in sensor networks can be divided into two types according to 
the specific needs of the applications, these are time-driven and event-driven. In 
a time-driven scenario all sensors send data periodically to the sink. As opposed 
to this, in the event-driven case sensors start communicating with the sink only 
if sensing an event, i.e., a situation that is worth reporting according to the 
requirements of the application. In this research we address the time-driven 
scenario, and provide energy-efficient solutions for homogeneous networks, with 
sensors having constant and equal amounts of data to send in all parts of the 
sensing field. In the following section, we list some techniques that are used to 
reduce energy consumption in ad hoc and sensor networks. 
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2.1 Techniques to Reduce Energy Consumption 

Nodes in wireless ad hoc and sensor networks consume energy in sensing, 
processing, transmission and reception. Communication functions expend most of 
the node energy. In the following we present different techniques to reduce energy 
consumption of ad hoc and sensor nodes related to communication. 

2.1.1 Energy-efficient Routing Schemes 

Sensed data in ad hoc and sensor networks are usually sent to its destination using 
multiple-hop communication. The level of transmission power is assumed to be 
adjusted to the minimum level required to ensure the intended receiver is within 
the transmission range. The selection of the next hop in the routing path effects 
the energy consumption of nodes, since the power level will be adjusted depending 
on the choice of the next hop node [54]. The aim of this technique is to maximize 
network lifetime by selecting: 

• a path to minimize the total energy consumed to reach the destination, which 
minimizes the energy consumption per unit flow; and/or 

• the path with nodes with the highest residual energy. 

The network lifetime can also be prolonged by using a multipath routing 
protocol with a view to providing load balancing among network nodes. A 
multipath routing protocol can choose to divert traffic through alternative paths 
to ease the burden of the congested link. Moreover, multipath routing can provide 
fault tolerance by having redundant information routed to the destination via 
alternative paths. This reduces the probability that communication is disrupted in 
the case of link failure which minimizes the control overhead required to discover 
a new route. 

The selection of paths is one of the challenging issues in multipath routing that 
effect the network performance and has been studied extensively in the literature. 
The most commonly used criterion is the disjointness of paths, which classifies the 
paths in terms of shared resources as follows [55]: 

Node-disjoint: There are no common nodes in the paths except the source and 
destination nodes. 

Link-disjoint: There are common intermediate nodes but no common links. 
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• Partially disjoint: There are common links and intermediate nodes among 
paths. 

Selecting paths with minimum common nodes and links reduces the proba-
bility that a link-failure effects multiple paths. However, selecting paths with 
disjoint-nodes is difficult in some situations and the discovered paths may have 
more hops than the shortest hop path, which is not energy efficient [11]. Therefore, 
in Chapter 6 we propose a routing scheme to find multipath routes between the 
source and destination. The routes are selected via different neighbour nodes for 
the source and destination in order to reduce the probability of path failure. 

2.1.2 Data Aggregation 

Data aggregation is a common technique used in sensor networks. In most WSN 
applications, sensor nodes are used to detect environmental events and send 
sensing data to a BS. In event-driven applications, it is required to detect a 
particular environmental phenomenon (for example to detect when a temperature 
exceeds 60 degrees at specified time intervals). During that time interval all 
sensors send their data packets towards the BS. Thus, there are a large number 
of data packets needing to be sent to the BS, with some of them redundant since 
some sensor nodes are used to detect the same environment events. 

The base idea in data aggregation techniques is to reduce packet complexity at 
the intermediate nodes and minimize energy consumption of the sensor nodes by 
taking advantage of correlations among sensing data [56]. Correlation refers to the 
data redundancy between two sensor packets due to the overlap of sensing activi-
ties. The nature of correlation differs with the type of applications considered [57]. 

Clustering can be used to reduce the amount of data required to be sent to a 
BS. The sensing field is divided into small clusters, a cluster head being responsible 
for aggregating and relaying to the BS the data gathered from the sensors of 
its clusters [58][59]. One of the most cited clustering approaches is LEACH 
(Low-Energy Adaptive Clustering Hierarchy), a self-organising, adaptive protocol 
where the nodes organise themselves into clusters, with one node acting as the 
cluster head. The cluster head aggregates the sensing data and then transmits the 
compressed data to the BS [5]. This can achieve a reduction in energy consumption, 
as data aggregation is much cheaper than communication. 

Once the cluster-head has all the data from the nodes in its cluster, the 
cluster-head node aggregates the data and then transmits the compressed data 
to the BS. In Chapter 3 we consider data gathering by adopting a cluster-based 
approach. Sensor nodes send their data to the cluster heads. The cluster heads 
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forward sensing data to the BS without data aggregation. Thus, the cluster heads 
consume more energy than another node and are the bottlenecks of the network. 
In the future work, we will consider the scenario that the cluster heads aggregate 
sensing data in order to reduce the amount of data required to be sent to the BS. 

2.1.3 Topology Control 

The performance of the network can be impacted in a major way by network 
topology. The topology of an ad hoc network is the set of links that are available to 
routing protocols. These links are determined by a number of factors, such as the 
geographic positions of the nodes, transmission powers assigned to transceivers 
and signal interference. Dense networks may induce high interference, which, in 
turn, reduces the effective network capacity due to limited spatial reuse and may 
cause unnecessarily high energy consumption. In contrast, a sparse network is 
vulnerable to network partitioning due to node or link failures. 

Topology control generally refers to selecting an appropriate transmission 
power for each node in order to reduce energy consumption and signal interference 
without impeding performance. All nodes within the actual (large) transmission 
range are called physical neighbours. Typically, each node selects a few logical 
neighbours from its physical neighbours within the normal transmission range, 
and the (smaller) actual transmission range of each node is set to be the distance 
to its farthest logical neighbour [60]. That is, nodes keep only some of their physical 
neighbours as logical neighbours for routing and topology maintenance. Topology 
control is designed to satisfy global constraints, such as network connectivity, 
reduced channel contention and other reliability and throughput related measures 
in addition to reducing the energy consumed by node communication [61, 62, 63]. 

Topology control problems are usually described as graph problems. The 
desired effect of topology control is to reduce energy consumption, reduce interfer-
ence between adjacent nodes, and to increase the effective network capacity. The 
following are some of the properties topology control tries to achieve: 

• /c-node-connected: For any integer k = I, the resulting graph remains 
connected with the removal of any set of (A; - 1) nodes. In this dissertation, the 
property connected means 1-node-connected, which is equivalent to saying 
that there is at least one path between any pair of nodes. Generally, 
k-connected means k-node-connected, which is equivalent to saying that 
there are at least k node-disjoint paths between any pair of nodes. 

• fc-edge-connected: For any integer A: = 1, the resulting graph remains 
connected with the removal of any set of (fc - 1) edges. 
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• Degree bounded: It is also desirable that the node degree in the constructed 
topology is bounded from above by a small constant. A small node degree 
could reduce the contention and interference between neighbour nodes, and 
also may help to mitigate the well known hidden and exposed terminal 
problems. In addition, a structure with a small node degree will improve 
the overall network throughout. 

• Neighbours ^-separated: The directions between any two logical neighbours 
of any node are separated by at least an angle 9, which reduces the signal 
interference. It also can be used to reduce the receiving power cost when a 
directional antenna is used. In Chapter 6 we use the neighbours 0-separated 
to reduce network overhead by decreasing the probability of link failure cased 
by node mobility. 

• Bounded-diameter: The diameter of a graph cannot exceed a prespecified 
constant. The graph diameter is the largest number of nodes that must 
be traversed in order to travel from one node to another when paths that 
backtrack, detour, or loop are excluded from consideration. Hence, the graph 
diameter is equal to the longest shortest path between any pair of nodes in 
the graph. 

• Planar: A network topology is also preferred to be planar (no two edges 
crossing each other in the graph) to enable some localized routing algorithms 
to work correctly and efficiently without using a routing table. Each 
intermediate node can decide which logical neighbouring node to forward the 
packet to using only local information and the position of the source and the 
destination [61], 

Besides the above described techniques, there are several other techniques 
built on the monitored regions being usually covered redundantly by sensors; in 
such a case it is essential to provide optimal sleep scheduling solutions so as to 
minimize redundant reporting while maintaining high coverage ratios. Generally 
these techniques are based on finding a trade-off between energy savings and the 
coverage area [64][65]. 

2.2 Mobility to Reduce Energy Consumption 

Mobility in WSNs has been proposed to prolong network lifetime by balancing the 
energy consumption among sensor nodes [2, 41, 43, 44, 45, 4], In the following 
section, we discuss the network lifetime at static BS by studying the routing-energy 
consumption, then we introduce the use of mobile BS and MRs to improve network 
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lifetime. We focus on the following: trajectory of mobile BS, effect of BS speed, the 
consideration of data gathering delay and packet loss and how the MRs interact 
with each other in order to send sensing data to the BS. 

2.2.1 Static WSNs 

In [5] the authors demonstrated an analysis of energy consumption for a network 
with a static BS for two conventional approaches of routing protocols, direct 
communication with the BS and multi-hop routing. 

In the direct communication protocol, each sensor sends its data directly to the 
BS. If the BS is far away from the nodes, direct communication will require a large 
amount of transmit power from each node. This will quickly drain the battery 
of the nodes and reduce the system lifetime. However, all data reception in this 
protocol occurs at the BS, so if the BS is close to the nodes, or the energy required 
for sensors to receive and transmit data is large, this may be an acceptable method 
of communication. 

The second approach considered is a minimum-energy routing protocol. There 
are several power-aware routing protocols discussed in the literature [66, 67, 68, 
69]. In these protocols, nodes route data destined ultimately for the BS through 
intermediate nodes. Thus nodes act as routers for other nodes in addition to 
sensing the environment. 

For this minimum-transmission-energy routing protocol, each data packet 
must go through a number of low-energy transmits and receives. Depending 
on the relative costs of the transmit amplifier and the radio electronics, the 
total energy expended in the system might actually be greater using minimum-
transmission-energy routing than direct transmission to the BS as illustrated 
in [5]. That is, when transmission distance is short and/or the radio electronics' 
energy use is high, direct transmission is more energy-efficient on a global scale 
than minimum-transmission energy routing. 

The direct communication and minimum-transmission energy routing also 
effects the energy consumption of each individual node. Fig. 2.1 shows the number 
of sensor nodes that remain alive as time progresses. It is assumed that after the 
energy dissipated in a given node reaches a set threshold, the node was dead for 
the remainder of the simulation. The plot shows that the number of sensor nodes 
die out more quickly using minimum-transmission energy routing than for direct 
transmission. 

The location of sensor nodes that remain alive and those that are dead 
is shown in Fig. 2.2. The sensor nodes closest to the BS die out first for 
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Number of Sensors Still Alive After a Number of Simulation Rounds 
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Figure 2.1: Network lifetime using direct communication and minimum-
transmission energy routing [5]. 
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Figure 2.2: Sensors that remain alive are indicated by circles and sensors that are 
dead are indicated by dots. The BS located at 100 m from the closest sensor node, 
X = 0, y = -100 rn. (a) For direct routing, (b) For minimum-transmission energy 
routing [5]. 

minimum-transmission energy routing, since the nodes closest to the BS are used 
to route a large number of data packets to the BS. Thus these nodes die out quickly, 
causing the energy required to get the remaining data to the BS to increase and 
more nodes to die. Therefore, the area of the environment is no longer being 
monitored. On the other hand, the results also show that the sensor nodes 
farthest from the BS die out first for direct transmission since they have the largest 
transmission energy. 
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2.2.2 Mobile WSNs 

Different terms have been used to describe the name of mobile entities used in 
WSNs [41, 44, 70, 71, 72, 73, 74]. These terms differ according to the properties 
of the mobile entities and the wireless communication between mobile entities and 
sensor nodes. Mobile BS or Mobile sink are used to collect data from sensor nodes 
so that they do not have to buffer sensing data for a long time. 

When the network covers a large area, a single BS may not be sufficient, even 
if it is mobile. Mobile relays are data carrying network nodes which collect, carry 
and forward buffered data from sensor nodes to the BS. Variants of MRs are also 
referred to as mobile data collector, mobile element, mobile observer, data ferry or 
data mule [12], In this research we will refer to this type as MRs. 

2.2.2.1 Mobile Base Station 

A mobile BS can roam a sensing field and gather data from sensor nodes through 
a short transmission range. The energy consumption of each sensor node is then 
reduced, since fewer relays are needed for the sensor node to relay its message 
to the BS [38]. However, the increased latency of data gathering by employing 
mobile BSs represents a major performance bottleneck in WSNs. This is because 
it takes the mobile BS a while to tour a large sensing field, which may not 
meet the stringent delay requirement imposed in some mission-critical real-time 
applications. In the following we survey the literature that uses mobile BS to 
improve network lifetime by finding the trajectory of the mobile BS. We focus on 
research that analyses the effect of BS velocity on data gathering-delay and packet 
loss. 

Kansal et al. [75] combine multi-hop forwarding with a mobile BS. They stud-
ied performed an experimental evaluation for a small sensor network, assuming 
that a mobile BS moves back and forth on a straight line (a fixed path). They 
employed a directed diffusion approach to gathering sensed data from the sensor 
nodes beyond the transmission range of the mobile BS. 

Other literature considered changing the speed of the mobile BS while it 
traverses the sensing field. Sugihara and Gupta [76, 77, 13] proposed heuristics 
for finding routing paths for mobile BSs. They assumed that the BS can select the 
path and change its speed under a predefined acceleration constraint to achieve 
minimum data-delivery latency and minimize the energy consumption of sensor 
nodes. 

Some existing studies assume that sensor nodes can cache sensing data of 
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other nodes in order to forward it to the mobile BS when the BS moves around. 
Gao and Zhang [78] and Xing et al. [38] considered the delay requirement for data 
gathering assuming that the sensor nodes have an ability to cache sensing data 
of other nodes. In [78] sensor nodes send their data through multi-hop relays to 
the nodes (sub-sink) located within the direct-transmission range of the mobile 
sink. The sub-sink nodes cache data and send it to the mobile sink when it comes 
within transmission range. In [38] a rendezvous-based data-gathering approach is 
proposed, in which a subset of nodes are chosen as rendezvous points. The role of 
these points is to buffer and aggregate data originating from sensor nodes. When 
the mobile BS arrives within the transmission range of rendezvous points the data 
will be forwarded to the mobile BS. 

Clustering sensor nodes in the sensing field into clusters and collecting data 
from cluster heads is proposed in [6, 79, 80]. Ma and Yang [6] proposed a heuristic 
for finding routing paths for the mobile BS (SenCar), which assumes that the 
moving path of the mobile BS consists of a series of line segments. Sensor nodes 
closest to each line segment are selected as cluster heads. A specified configuration 
is applied, where the mobile BS starts data gathering from the left side of the 
path, moves towards the right side, and then comes back to the left side again. 
This scheme maximizes network lifetime, however, it may cause packet losses at 
each cluster head if the path length to the cluster head is too long, since the time 
required for the cluster head to send the data of cluster nodes to the BS is not 
considered in cluster forming. Saad at el. [79] considered path planning for mobile 
BS that visits a set of cluster heads. Nodes are randomly grouped to form clusters 
and the node with the largest residual energy is selected as the cluster head. The 
clusters are merged, ensuring that the number of hops from the cluster head to any 
cluster node is no more than two hops. The cluster head gathers and buffers cluster 
sensing data. The BS visits the cluster heads to gather data through single-hop 
communication. However, this work does not consider data gathering delay for a 
mobile BS. Zhang at el. [80] extended the work in [38] and regarded cluster heads 
as the rendezvous point. They considered event based data gathering and proposed 
reduction in data gathering delay by only allowing the mobile BS to visit cluster 
heads that generate new data. 

Luo and Hubaux [43] proposed an analytical model to find a trajectory of the 
mobile BS for data gathering through multi-hop relays. They showed that the 
optimal tour of the mobile BS is the perimeter of the sensing field. 

Table 2.2 summarizes the related literature in terms of clustering sensor nodes, 
considers data gathering delay, the effect of BS speed and packet losses due to BS 
mobility. The final row shows the differences between our algorithm proposed in 
Chapter 3 and analysed in Chapter 4. 
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Reference Clustering 
Data 
gathering 
delay 

Speed 
effect 

Considered 
packet 
loss 

Kansal et 
al. [75] 

No No Yes Yes, speed 
control 

Ma and 
Yang [6] 

Yes No No No 

Saad at 
el. [79] 

Yes No No No 

Sugihara 
and Gupta 
[76, 77, 13] 

No Schedule 
to reduce 
latency 

Yes Yes 

Gao and 
Zhang [78] 

No Yes No No 

Xing et 
al.[38] 

No Yes No No 

Luo and 
Hubaux [43] 

No No No No 

Chapter 2 
and 3 

Yes Yes Yes Yes 

Table 2.1: Comparison considered for mobile BS in the literature. 

It can be seen that none of the literature considers organizing sensor nodes into 
clusters for data gathering within a specified delay time. Ma and Yang [6] and Saad 
at el. [79] only considered clustering sensor nodes and collecting data from cluster 
heads. However, they did not consider data gathering delay. Gao and Zhang [78] 
and Xing et al.[38] considered the data gathering delay. However, they assumed 
that the sensor nodes have the ability to cache sensing data of other nodes. In 
addition, the reports did not consider the effect of mobile BS speed on the number 
of clusters and packet loss when the BS moves from one cluster to another. 

Kansal et al. [75] proposed a speed control technique to reduce the number 
of packet losses. However, they assumed the mobile BS moves on a fixed path 
and uses a direct diffusion approach for data gathering. Sugihara and Gupta 
[76, 77, 13] considered the BS can change its speed in order to minimized 
data-delivery latency and minimize the energy consumption of sensor nodes. 
However, they did not consider organizing sensor nodes into clusters for data 
gathering. In contrast, we assume sensor nodes are organized into clusters and 
the cluster heads are visited by the BS within a specified delay time. Clustering in 
our algorithm is determined by equal-sized geographic regions. Statistical methods 
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are used to determine the probability of finding cluster heads and of losing packets 
as the BS moves from one cluster to another. We then examine how the resulting 
network lifetime varies with node density. We assume the average speed of the 
mobile BS is constant, as changing the speed of the mobile BS leads to significantly 
higher manufacturing costs and power consumption. 

In Chapter 4 we analyse the algorithm proposed in Chapter 3, in particular 
we calculate the number of clusters such that there is no packet lost as the BS 
moves between clusters. No discussion of the number of clusters appears in Ma 
and Yang [6] or Saad at el. in [79], however, this topic has been addressed for static 
WSNs. 

Calculating the optimal number of clusters in WSNs has been addressed 
in literature using different methods [81, 36, 82], However this literature did 
not consider a mobile BS. Quo at el. [81] proposed a cluster scheme to address 
the limitation of control channel bandwidth and sensing delay problems. They 
demonstrated that the overhead and delay are reduced as the number of clusters 
is decreased. The optimal number of clusters is selected to balance the tradeoff 
between the communication overhead and required sensing performance. Mhatre 
and Rosenberg [36] determine the number of clusters when the sensor nodes 
communicate with the cluster head using single and multi-hop communication. 
The cluster head aggregates the received data and sends it directly to the BS. Wang 
at el. [82] proposed a cross-layer analytical model to determine the optimal number 
of clusters that minimized average energy consumption. 

2.2.2.2 Mobile Relays 

MRs are mobile sensor nodes that roam the sensing field and collect sensing data 
using single or multi-hop communication. Sensing data are buffered and carried 
in order to forward to the BS. MRs can interact with each other, and may have the 
same communication range and sensing ability as static sensor nodes, MRs inherit 
the sensing and relaying responsibilities of the bottleneck nodes they are close to, 
allowing bottleneck nodes to sleep for some time to save energy. MRs can also 
be requested to move to other positions to improve connectivity among the sensor 
nodes. In sparse ad hoc and sensor networks, MRs can provide packet delivery 
where they can buffer and carry packets across network partitions to be forwarded 
to other nodes. In the following we survey some of the literature that uses MRs to 
achieve network performance improvements. 

Several studies have considered the MR and routing path for data gathering 
using single-hop communication. Ma and Yang [83] proposed heuristics for 
prolonging network lifetime for data gathering from all sensors by finding a short 
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routing path for one or more MRs. The MR traverses the network, collecting sensor 
data directly within single-hop nodes. 

Somasundara et al. [71] studied the routing path of MRs that traverse the 
sensing field at constant speed, where the sensor nodes operate at different 
sampling rates. An algorithm is proposed to find a path that minimizes the buffer 
overflow at each sensor node based on the constraint of buffer and data generation 
rates in each node. 

An MR with a constrained path is introduced by Chakrabarti at el. in [41] 
and [84]. The MR moves on a fixed path and collects sensing data using single-hop 
communication. A sensor node predicts MR arrival time, wakes up, and starts data 
transfer with the MR. Thus a reduction in power can be achieved. They analyse 
the requirement for successful communication between the relay and sensor nodes 
which is based on sensor-transmission range, velocity of the relay and time the 
sensor node has to wait before starting to send its data. 

Other studies consider multi-hop communication for data gathering. Jea 
et al. [85] assume MRs move on a straight line, and propose a load-balancing 
algorithm assuming mobile-sensor nodes fully cover the entire field of the network. 

Using the MR as cluster head is proposed in [86, 2, 87]. Ma et al. [86] propose 
a three-tier architecture: sensors, mobile sink and BS tiers. The sensor nodes in 
the sensor tier are organised in a cluster with MRs as the cluster heads. MRs 
roam the cluster nodes and buffer the sensing data. In order to send data to a 
BS, MRs can communicate with each other and with the BS through short or long 
communication radios. They study the effect of relay velocity on message-delivery 
delay and outage probability when the MRs move randomly. Ma and Yang in [2] 
proposed an algorithm to prolong network lifetime by finding a path for the 
cluster heads in the sensing field. The cluster heads are equipped with powerful 
transceivers and batteries and can communicate directly with each other and with 
the BS. Banerjee et al. [87] propose the MRs have the capability to buffer sensing 
data and send it to the the sink when the sink is within its transmission range. 
Sensor nodes form clusters and select MRs as the corresponding cluster heads. 
Each cluster head roams among its cluster nodes and collects sensing data using 
single-hop or multi-hop paths. The collected data is buffered and is then forwarded 
to the sink using direct communication. The cluster head maintains a connected 
path to the sink all the time while it is moving. They propose a cluster head 
connectivity algorithm that restricts the movement of the cluster heads in order 
to ensure that the cluster heads can communicate with each other 

Other studies make use of the residual energy of sensor nodes in order to 
prolong network lifetime. Marta and Cardei [88] consider multiple mobile BSs 
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deployed for data gathering. The mobile BSs move along a predetermined path 
past sensors with high residual energy, such that the BSs remain interconnected 
at all times. 

Initial deployment of sensor nodes in the sensing field can be changed using 
MRs where MRs move to other positions after deployment to improve connectivity 
among sensor nodes and minimize energy consumption by reducing distance 
between hops in the path between source-destination pairs. The MRs move to 
form a straight path between source-destination pairs as the most energy efficient 
multipath can be achieved as a straight path between the source and destina-
tion [89]. The energy cost of relay mobility in addition to the energy required for 
communication for single and multiple data flow is considered in [90, 91, 73] where 
they address the scenario that the energy replenishment of MR cannot always 
be possible due to the constraints of the physical environment. MRs are used to 
relay data and use the same transmission range as sensor nodes. Goldenberg et 
al. [90] and Tang and McKinley [91] propose mobility control algorithms that each 
relay node moves to the midpoint of its neighbour coverage. The communication 
energy is minimized by reducing the distance between hops in the path between 
the source and destination. In contrast El-Moukaddem at el. [73] show that the 
optimal position of an MR depends on the amount of data to be sent in addition 
to the initial position of sensor nodes. This work increases the reliability of the 
path between the source and destination by improving the connectivity between 
communicating neighbours which can avoid the cost of control packet overhead 
incurred in requesting a new route. 

In addition, mobility is used to provide packet delivery in partition sensor and 
ad hoc networks since nodes are often scattered in sensing fields by aircraft or 
robots. These randomly scattered nodes may cause sensors to be partitioned into 
disconnected subnetworks. An MR is used to buffer and carry packets across a 
network partition, and forward packets to other nodes when they meet [92], 

MRs with short-range wireless communications and buffering capability in 
partition sensor networks are proposed by Shah et al. in [40], There is no 
communication among the MRs and the random walk model is used to describe 
the mobility of MRs. The MR collects and buffers sensing data from sensor nodes 
when sensors are within its transmission range. Several wired access points are 
set up to provide network connectivity with the sink. The collected data is sent to 
an access point when the MR moves the access point. 

Zhao and Ammar in [92] proposed algorithms to find the route of multiple MRs 
in a partition ad hoc network under the constraint of traffic demand and data 
delivery delay. MRs move at a constant speed and use the same radios as nodes. 
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They studied two ways MRs interact with each other, either directly or via nodes. 
The MRs need to synchronize their movements to exchange data directly, while 
nodes are required to have enough storage and energy for buffering and relaying 
data among MRs. The same authors in [72] proposed an algorithm to find the route 
of an MR under the constraint of data-delivery delay when the network nodes can 
adapt their trajectory to meet the relay and transmit or receive packets. Bin Tariq 
at el. in [91] assume the network nodes are move arbitrarily so that it is difficult 
to determine when the MR can contact mobile nodes. 

Reference Path Muli-hop 
forwarding 

Speed 
effect 

Communication 
range of MRs 

Send data 
to the BS 

Mobility 
type 

Ma and Yang 
[83] 

Varies No No Long Direct/ via 
others MRs 

Controlled 

Jea et al. 
[85] 

Fixed Yes Yes Long Via other 
MRs 

Controlled 

Marta and 
Cardei [88] 

Fixed and 
varied 

Yes Move and 
stop 

Long Via other 
MRs 

Controlled 

Somasundara 
et al. [71] 

Varies No No Long Unspecified Controlled 

Ma et al. 
[86] 

Unspecified Yes No Long Via other 
MRs 

Predictable 
& randomly 

Chakrabarti 
et al. [41][84] 

Fixed No Yes Long Unspecified Predictable 

Ma and Yang 
[2J 

Varied Yes No Long Via other 
MRs 

Controlled 

Banerjee 
et al. [87] 

Varied Yes No Long Via other 
MRs 

Controlled 

Shah et al. 
[40] 

Unspecified Yes No Short Via access 
point 

Randomly 

Zhao and 
Ammar [92] 

Varied Yes No Same as 
node 

Via other 
MRs/nodes 

Controlled 

Chapter 6 Varied Yes Yes Same as 
node 

Via other 
nodes 

Controlled 
or randomly 

Table 2.2: Comparison of using MRs. 

Table 2.2 summarizes the related literature in terms of path planning, using 
multi-hop forwarding for data gathering, considering the effect of BS speed, 
communication range of the MR, the method used for the MRs to interact with each 
other and the mobility type of MRs. Most of the literature assumes that the MRs 
change their routing path dynamically, use multi-hop for data gathering and did 
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not consider the effect of the speed of MRs. In addition they assumed the MRs used 
long communication radios so that they can communicate with each other and with 
the BS. MRs with short-range wireless communication is proposed in [40] where 
access points are used to provide network connectivity with the sink. [92] assumes 
the MRs use the same communication radios as sensor nodes. Controlled direction 
of MRs for data gathering are assumed by most literature. 

The final row in Table 2.2 shows how our scenario proposed in Chapter 6 differs 
from the literature surveyed here. In contrast to the other work on MRs, we 
assume the MRs to move freely through the sensing field and instead focus on 
a routing scheme to pass information between MRs. We assume MRs use a short 
transmission range or the same as sensor nodes so that sensor nodes are used to 
provide a routing path via multi-hop communication. We consider the effect of 
MR speed on network overhead due to path failure among MRs when they roam a 
sensing field for data gathering. 

In the next chapter we introduce the idea of reducing the energy consumption 
of sensor nodes using mobile BS for data gathering. We consider data gathering in 
a mobile BS environment, subject to a specified tour delay time constraint on the 
mobile BS, by adopting a clustering-based approach. 
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Chapter 

3 
Mobile Base Station Tour 
Algorithm 

3.1 Introduction 

Energy consumption of sensor nodes in WSNs is a crucial factor as sensor nodes 
are small devices that are typically powered by small batteries. Mobile BSs are 
used to reduce the power consumption of sensor nodes [44, 90, 43] by roaming the 
sensing field and gathering data from sensor nodes through a short transmission 
range. The energy consumption of each sensor node is then reduced, since fewer 
relays are needed for the sensor node to relay its message to the BS [38]. 

In Chapter 2 we demonstrated the limitation in network lifetime for static 
WSNs. In Section 2.2.2.1 we introduced the idea of reducing the energy con-
sumption of sensor nodes using mobile BS for data gathering. In this chapter, 
we consider data gathering in a mobile BS environment, subject to a specified tour 
delay time constraint on the mobile BS, by adopting a clustering-based approach. 
To reduce the energy consumption of a cluster head to forward sensing data, the 
mobile BS roams the sensing field and visits only the cluster heads to gather 
sensing data. Therefore, the distribution of the cluster heads in the entire network 
affects the load balance among the sensor nodes and hence the network lifetime. 

We propose a heuristic algorithm for finding a trajectory of the mobile BS 
consisting of cluster heads which meet the following criteria: (<) the energy 
consumption among the sensor nodes within any cluster is balanced in order to 
prolong network lifetime; and (vi) the total traversal time of the mobile BS on 
the trajectory is bounded by a given value. The proposed algorithm significantly 
increases the network lifetime. 
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3.2 Preliminaries 

Consider a data gathering application, such as environmental monitoring, in which 
all the sensing data must be delivered to the BS within a specified delay time. Our 
optimization objective is to prolong the network lifetime by minimizing the energy 
consumption of sensor nodes using a mobile BS. 

3.2.1 Network Model 

We make the following assumptions about the network: 

1. The transmission range, r, of each sensor node is fixed and identical. 

2. All sensor nodes have identical initial energy, and the mobile BS replenishes 
its energy periodically so that there is no energy concern with the mobile BS. 

3. The speed of relaying a data packet by sensors is much faster than the moving 
speed, Vm, of a mobile BS (Tp « Tc), where Tp is the time required to 
transmit a data packet to the BS and Tc is the time taken by the mobile BS 
to traverse the transmission range of the cluster head. The total delays, D, 
in data gathering can be mapped into the maximum length, L, of a BS tour 
{D = L/Vm). 

4. There is sufficient time to establish communication and send one or more 
data packets during the time the BS takes to travel across the transmission 
range of a sensor node (Trq + Tp « 2r/Vm) where T^, is the time from when 
the mobile BS enters the transmission range of the cluster head to when it 
receives the first sensing data. 

5. Sensor nodes are densely deployed in the sensing region (average node degree 
> 8). Accordingly, the number of hops in a path is approximately proportional 
to the distance between the nodes (as demonstrated in Chapter 5). 

6. The storage of a sensor node is limited, so that it cannot buffer a large volume 
of data. 

7. Sensor nodes and the mobile BS are assumed to know their own physical 
locations via a Global Positioning System (GPS) or a location service in the 
network. 

8. The BS moves with constant velocity and must change direction smoothly (for 
example to avoid wheel slippage or mechanical damage during the mobile BS 
navigation). 
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3.2.2 Problem Definition 

Given a network with a mobile BS, assuming that the length of a BS tour is 
bounded by L, and its speed is Vm, the problem is to find a tour for the mobile 
BS such that the network lifetime is maximized. In addition, to minimize the 
end-to-end delay by reducing the number of hops between the source node and the 
BS. 

3.2.3 Clustering Solution 

We propose that sensor nodes be organized into clusters such that all the cluster 
heads can be visited by the mobile BS, where the length of the BS tour is no longer 
than L. The location of the cluster head in its cluster is an essential factor in 
balancing the energy consumption of the cluster-sensor nodes. In addition, cluster 
head location affects the length of the BS tour and end-to-end delay between the 
source sensor and the BS. The challenge in this problem is to find the optimal 
locations of cluster heads by jointly considering the BS tour, network lifetime and 
end-to-end delay. 

Our technique aims for an equal number of sensors in each cluster in order 
to achieve load balance among the cluster heads, since each cluster head has to 
forward the data packets to the mobile BS. In addition, to select cluster heads 
that are the closest to the centre of cluster in order to reduce the number of hops 
and hence end-to-end delay between source and the BS. Other researchers use 
quite different criteria for forming clusters [77][6]. We contend that our technique 
balances energy consumption and data gathering time among the cluster heads. 

Assume that n sensor nodes are uniformly distributed in a sensing field with 
area A. For a given number of clusters, K, the sensing field is divided into equal 
sub-areas and the area of each such sub-area is A/K. All the nodes located in the 
same sub-area form one cluster. If n^i is the number of sensor nodes in cluster Ki, 
1 < Ki < K, then the expected number of sensor nodes in this cluster is E{nK,) = 
UAKJA, where TIK'. is the area of cluster Ki. 

3.3 Algorithm 

To determine the BS route, we first determine clusters, then identify a virtual 
cluster head for each cluster, and finally identify sensor nodes which are real 
cluster heads. The BS route is a smooth trajectory passing over each real cluster 
head. To determine the best possible locations for cluster heads in order to 
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P; 

Pi 

(a) (b) 

Figure 3.1: An example of clustering procedure, Pq is the centroid location of 
sensing field, Pi and P2 are the locations of two boundary sensor nodes, Py e P\P2, 
and Ak is the cluster area, (a) Area (Po, Pi, P2)> Ak- (b) Area (Pq, Pi, P2)< Ak-

maximize the network lifetime, two issues must be considered. The first is how 
to cluster the sensor nodes in the entire network such that {i) all the cluster 
heads can be visited by a mobile BS; and (ii) the length of the BS tour is no 
greater than the given tour length, L. The second is the selection of cluster 
heads to balance the energy consumption among sensor nodes within each cluster. 
The cluster-heads are the bottlenecks of energy consumption, since they have to 
forward the sensing data of sensor nodes within them to the mobile BS. Thus, to 
maximize the network lifetime, energy consumption among the cluster heads needs 
to be balanced, which can be achieved by partitioning the entire sensor field into 
equal sub-areas. To organize the sensor nodes into clusters, each sensor node is 
assigned to the sub-area in which it is located. Thus, energy consumption among 
the cluster heads will be balanced since the sensor nodes are uniformly deployed in 
the sensing field. Next, it is required to find the cluster heads by jointly considering 
the energy consumption of sensor nodes in the entire cluster and the length of the 
BS tour, L. To balance energy consumption among sensor nodes, it is important 
to select the cluster head such that each sensor node in a cluster is within a 
certain number of hops from its cluster head. Accordingly, the sensor nodes near 
to the cluster centre become the candidates for the cluster head if the length of 
the BS tour is no greater than L. In subsections 3.3.1-3.3.3 we propose a detailed 
algorithm for the problem. 

3.3.1 Clustering 

We aim for an approximately circular tour around the sensing field. To accom-
modate this, the clusters are arranged radially. The intention of clustering is to 
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divide the sensing field into equal sub-areas by radial lines from the centre of the 
field, therefore the sensor nodes on the boundary of the sensing field need to be 
determined. Graham's scanning algorithm is applied to find a set of the boundary 
sensor nodes, B, for the convex polygon of the sensing field. In this polygon, each 
sensor node is either on the boundary or inside of the polygon. The area of the 
polygon can be calculated using the locations of boundary sensor nodes {Xi,Yi), 
1 < i < riB, where ns is the number of boundary sensor nodes and {Xi.Yi) is the 
location of a boundary sensor node. The area AP and the centroid location {Xq, Yq) 
of the polygon can be found as follows [93]: 

, riB 

ylp = ( 3 . 1 ) 
i=l 

Xo = ^ + - Xi+iFO, (3.2) 

, RIB 

where X^^+j = X^ and = Fi. 

For a given number of clusters, K, the sensing field is divided into equal sub-
areas (cluster area) and the area of each such sub-area is Ak = Ap/K. The sub-
areas are determined by selecting an arbitrary sensor node on the boundary, B, as 
the starting point, Pi, then selecting the second sensor node, P2, on the boundary in 
anti-clockwise order. The area bounded by Pi, P2 and the centroid PQ is calculated, 
using (3.1). If this area is greater than A^, this means that the required area must 
be bounded by PQ, PI and an intermediate point (a virtual sensor node) PY that lies 
on the P1P2 line, as shown in Fig. 3.1(a). Making use of and the locations of PQ, 
PI and P2, the location of PY is calculated as follows: 

= + (3.4) 
A I — AO A 1 — AO 

Xv = ^ { X O Y V - 2 A K ) . (3.5) 

If the calculated sub-area is less than the cluster area as shown in Fig. 3.1(b), 
a new sensor node on the boundary of the sensing field next to P2 needs to be 
added, and the area has to be re-calculated. The details of the clustering procedure 
are shown in Procedure 1. The procedure finds the set of boundary cluster sensor 
nodes, BK. 
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Procedure 1 The Clustering Procedure. 
Input: K, Ap, B, PQ 
Output: Set of boundary cluster sensor nodes BK 

Select an arbitrary sensor node Pi from B; 
AK = ApjK-
A = AK store cluster area; 
for each cluster i, I <i < K do 

Flag = False; 
Put Po and Pi as the boundary sensor nodes into BKi; 
while not Flag do 

Select sensor node P2 next to Pi in anti-clockwise order; 
if AreaCPo. Pi. P2) > A then 

Calculate a virtual sensor node Py using (3.4) and (3.5); 
Add Pv as a boundary sensor node into BK \̂ 
Pi = Pv\ 
A = Ak; 
Flag = True; 

else 
A = A-Area{Po,PuP2); 
Add sensor node P2 into BKi; 
Pi = P2; 

end 
end 

end 

3.3.2 The Calculation of the Location of Virtual Cluster Heads 

The next step is to determine the candidates for cluster heads. According to 
assumption 3.2.1.4, the number of hops from a sensor node to its cluster head 
is approximately proportional to its distance to the cluster head. Therefore, to 
minimize the number of hops between a cluster head and its sensor nodes, this 
distance must be minimized. Thus, the centre of a cluster area is a desirable 
location for the cluster head, because it balances the energy consumption among 
the sensor nodes in the cluster. Using (3.2) and (3.3), the potential location of the 
centre of the cluster areas, PCi, can be found, with Ap replaced by the cluster area, 
AK, and Xj and Y^ restricted to the cluster boundary. 

The length, LK, of a tour through each of the PC, can then be obtained. If LK 
is less than L, these PC, will be considered as a virtual cluster head, VCH, since 
the mobile BS can move back and forth along the route; otherwise the tour length 
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must be reduced through relocating PC, towards the centre of the sensing field. To 
achieve a load balance among cluster sensor nodes, the same amount of relocating 
is employed to each cluster The reduction rate is the ratio of L to Lk- Simple 
geometric equations are derived to find VCHs to satisfy the required tour-length 
constraint. Procedure 2 describes the procedure for calculation of the location of 
VCHs and Fig. 3.2 illustrates the concept of relocating VCHs. 

Procedure 2 Calculation of The Location of Virtual Cluster Heads. 
Input: L, K, Ak, BK, Po(Xo, FQ) 
Output: Set of virtual cluster heads VCH{XV, YV) 

for each cluster i, 1 < i < K do 
Calculate cluster centroid point PQ{XC.YC) using (3.2) and (3.3) with BK, 
parameter and Ap = Aj^; 

end 
Lk = Length of the tour connecting PC points; 
if ^K < i then 

VCH, = PQ, 1 < i < A'; 
else 

a = L/LK; 
for each cluster i, I < i < K do 

k = a ^ ( X C , - X o ) 2 + (rC, -Fo)2 ; 

XV, = /iCos((9i); 
YV, = hsmi0,y, 
Lk = L; 

end 
end 

3.3.3 Finding Real Cluster-head Sensor Nodes 

So far the locations of VCHs have been calculated. In order to ensure the tour 
length meets the delay requirement, sensor nodes close to each VCH are candidates 
for the corresponding real cluster head. In order to determine which candidate 
node will be chosen in each case, we consider the length of a sector of the BS tour 
that connects the candidate cluster head with the previous and next VCHs (termed 
the 'Real Segment' (RS)). We also refer to a sector of the BS tour that connects the 
current VCH with the previous and next VCHs as the 'Virtual Segment' (VS). The 
real and virtual segments are both used as references in order to decide whether 
the candidate cluster head will increase or decrease the total BS tour length. An 
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Figure 3.2: An illustrative example of virtual cluster heads calculation, for K = 5 
clusters. PQ and VCH,, I <i < K are the locations of clusters' area centre points 
and virtual cluster heads, respectively. 
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Figure 3.3: An example of real and virtual segments. Candidate cluster heads 
and VCHs are denoted by black circles and crosses, respectively. Pi refers to a 
point, which may be a VCH or a sensor node. The virtual segment for Pi is L, = 
L\ + L2, while the real segments for P[ and P" are L- = L\ + L2 and L" = + L'2, 
respectively. L̂  < L\ and L̂  > L" . 

example of real and virtual segments is shown in Fig. 3.3. To find a set of real 
cluster heads to form a tour such that the tour length is no greater than L, two 
sensor nodes close to each VCH need to be found, where one sensor node increases 
the length of the tour while the other decreases it. To identify two such candidate 
cluster heads, the sensor nodes in each cluster are sorted in increasing order of the 
distance to the corresponding VCH. Then, for the first sorted sensor node, the real 
segment is calculated and compared with the virtual segment. The sensor node is 
assumed to increase the length of the BS tour if the real segment is greater than 
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the corresponding virtual segment, otherwise, it decreases the length of the tour. 

Procedure 3 Finding Two Candidate Cluster Heads for Each Virtual Cluster 
Head- Finding Real Cluster Head Procedure. 
Input: VCH, K, L 
Output: Set of real cluster heads RCH 

Initiate status flag to unfinish for K clusters, FKi = False, 1 < i < K; 
Initiate real cluster head RCHi = VCH„ l<i< K; 
for each cluster i in K do 

Set a flag for each candidate cluster head, FI = False-, FD = False; 
l^S',=length of virtual segment connecting VCH^ with VCHi^i and VCHi+i] 
SN=Set of all cluster sensor nodes in i-th cluster ordered according to increas-
ing distance from VCH^; 
while not FI or not FD do 

if SN is not empty then 
Pick a node n from SN-, 
/?5j=length of real segment connecting n with VCH^^i and VCH^+i; 
if RŜ  > VŜ  then 

if FI=False then 
Add node n into NI^ set; 
Store ALU = RS^ - VS ;̂ 
FI = True; 

end 
else 

if FD=False then 
Add node n into NDi set; 
Store ALD^ = RS^ - VSf, 
FD = True; 

end 
end 

else 
RCH, = Nh; 
FKt = True; 

end 
end 

end 

The checking continues until the two candidate cluster heads closest to the 
corresponding VCH are found. If a candidate cluster head that decreases the length 
of the tour cannot be found, the candidate cluster head that increases the tour 
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length is selected as a real cluster head. The details of finding two candidate cluster 
heads for each VCH are shown in Procedure 3. 

The selection of real cluster heads proceeds in two phases. In Phase I, the 
closest candidate cluster head to the corresponding VCH is selected as a real 
cluster head, if the length of its real segment is less than the corresponding virtual 
segment. Thus, all not-chosen candidate cluster heads closest to their VCHs have 
a real segment greater than the corresponding virtual segment. What follows 
is the search for a real cluster head that has not yet been selected, so that the 
length of the BS tour is no greater than L. To find such a cluster head, the BS 
tour is calculated using the candidate cluster head, the real cluster heads which 
have been selected so far, and the VCHs of the remaining clusters. The candidate 
cluster heads closest to the VCH of each of the remaining clusters are sorted in 
increasing order according to the difference in length between real and virtual 
segments {VS - RS). For the first candidate cluster head, the total length of the BS 
tour is calculated. If it is less than L, the candidate cluster head is selected as the 
real cluster head. For the next candidate cluster head, the total BS tour length is 
calculated, having taken into account the selection of the previous one. Phase I will 
terminate once it finds a candidate cluster head with the corresponding length of 
the BS tour greater than L. Ultimately, all the remaining candidate cluster heads 
that are closest to the VCH have RS greater than VS. The details are shown in 
Phase I. 

Phase II initially assumes that the remaining candidate cluster heads with RS 
less than VS are selected as the real cluster heads; therefore the length of the BS 
tour is less than L. However, it is possible to find a real cluster head closest to the 
VCH, with RS greater than VS and where the total BS tour is less than L. To find 
such a cluster head, the candidate cluster heads that have not been selected from 
Phase I are sorted in increasing order of distance from their corresponding VCHs. 
For the first candidate cluster head, the total length of the BS tour is calculated, 
using the real cluster head selected from Phase I, in addition to the initial selected 
cluster head from Phase II after changing the initial selected cluster head with the 
corresponding candidate cluster head. If the length of the BS tour is less than L, 
the candidate cluster head is finalized and selected as the real cluster head. For the 
next candidate cluster head, the length of the BS tour is calculated by taking into 
account the selection of the previous one, and so on. Ultimately, all the initially 
selected cluster heads are finalized and selected as the real cluster heads. Phase II 
and Fig. 3.4 show the details of Phase II and an example, respectively. 
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Phase I Finding Real Cluster Heads Procedure. 
for each unfinished cluster i in FK do 

if AL/j >1 ALA I then 
RCH, = iVA; 
FKi = True; 

end 
end 
SN=Set of increasing sort order of candidate cluster heads in 7V/j for the unfinished 
clusters according to length AL/,; 
for each unfinished cluster i in FK do 

Pick a candidate cluster head CH from SN; 
L,=Length of the BS segments connecting real cluster heads in RCH by using 
CH instead of RCH,; 
it Li < L then 

RCH, = CH; 
FKi = True; 

else 
exit loop; 

end 
end 

Phase II Finding Real Cluster Heads Procedure. 
for each unfinished cluster i in FK do 

RCH, = ND, 
end 
for each unfinished cluster i in FK do 

SN=Set of increasing sort order of candidate cluster heads in NI, according to 
its distance to the corresponding VCH,; 
Pick a candidate cluster head CH from SN; 
Li=Length of the BS tour segments connecting real cluster heads in RCH using 
CH instead of RCH,; 
if Li < L then 

RCH, = CH; 
FK, = True; 

else 
exit loop; 

end 
end 
Set FK = True for all unfinished clusters; 
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Figure 3.4: An execution example of finding real cluster heads, K = 5 clusters, (a) 
Finding two candidate cluster heads for each cluster, one with RSt > VSi and the 
other with RS^ < VSi, I < i < K. (b) After the execution of Phase I, sensor nodes 
a4 and as are selected as real cluster heads since they are closest to VCH4, VCH^ 
and RSi < VS^, RS5 < VS5, respectively, (c) Then, sensor node bi is selected as 
real cluster head since it is closest to VCHi and L2 < L^. (d) After the execution 
of Phase II, sensor nodes a2 and as are initially selected as real cluster heads, then 
03 is changed with b̂  as real cluster head since it is closest to VCHy, and L4 < Lk, 
62 is not selected as a real cluster head since the corresponding BS tour length is 
greater than LK-
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3.4 Conclusion 

In this chapter we dealt with the problem of data gathering in the mobile BS 
environment subject to the constraint that the sensing data needs to be gathered 
within a specified delay. We presented a clustering-based heuristic algorithm for 
finding a trajectory of the mobile BS to balance the energy consumption among 
sensor nodes. The proposed algorithm allows the BS to visit all cluster heads 
within a specified delay. Our technique aims for an equal number of sensors in 
each cluster in order to achieve load balance among the cluster heads, since each 
cluster head has to forward the data packets to the mobile BS. In Chapter 4 we 
analyse the algorithm to determine effective choices for the parameters to achieve 
maximum network lifetime. 
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Chapter 

4 
Analysis of Mobile BS Tour 
Algorithm 

4.1 Introduction 

In Chapter 3 we proposed a heuristic algorithm for finding the trajectory of a 
mobile BS consisting of cluster heads, which meet, the following criteria: (i) the 
energy consumption among the sensor nodes within any cluster is balanced in 
order to prolong network lifetime; and (<<) the total traversal time of the mobile 
BS on the trajectory is bounded by a given value. 

In this chapter we provide an analysis of the proposed algorithm. We 
analytically study the upper and lower bounds on the number of clusters such 
that there is no packet lost due to moving too fast through a cluster or interference 
between cluster heads. Statistical methods are used to determine the probability 
of finding cluster heads and of losing packets as the BS moves from one cluster to 
another. Table 4.1 shows the main symbols used in this chapter. 

4.2 Choosing the Number of Clusters 

The algorithm for finding the tour of a mobile BS employs the number of clusters, 
K, as a system parameter. In this section we aim to analytically study the upper 
and lower bounds of the number of clusters needed. The minimum number of 
clusters, Kmin, is determined by the maximum number of nodes that can be in a 
cluster before packets begin to be lost, and the maximum number of clusters, Kmax, 
arises from the requirement that the transmission regions of the cluster heads do 
not intersect. 
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Symbol Description 

D Data gathering delay: time available for a mobile BS tour 

r Transmission range of a sensor node 

L Maximum allowable length of the mobile BS tour, L = DVm 

Lm Actual length of the mobile BS tour 

LK Length of the mobile BS tour connecting cluster centroids 

^rri') ^max Average and Maximum speed of the mobile BS, respectively 

Tr, 
Packets request time, time between data request to receiving the first data 
packet 

Tp Packet time: average time required to transmit a data packet to the BS 

Tc Contact time 

TR Residual contact time 

Tpks 
Total time required to send data packets of the cluster nodes to the BS 
(Tpks = RIKTP) 

R Radius of the network field 

n Network nodes 

K Number of the clusters 

UK Number of nodes in a cluster 

US 
Number of nodes the cluster head can successfully send their data packets to 
the BS 

I Number of packet losses 

Table 4.1: Definitions of the main symbols used throughout this chapter. 

4.2.1 Minimum Number of Clusters 

The cluster head transmits sensing data when the mobile BS is within its 
transmission range. The transmission time available to the cluster head is 
determined by the speed of the BS, thus there is a maximum number of packets 
that can be sent in that time. The network must have at least Kmin clusters to 
ensure that the transmission load for each cluster head is not too high. 

When the mobile BS reaches the transmission range of a cluster head, it 
advertises its presence by periodically broadcasting a special packet called a 
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Figure 4.1: The mobile BS data gathering scenario. 

beacon. A cluster head, upon receiving the beacon, broadcasts the beacon packet, 
requesting that the cluster nodes send their data to the cluster head. Let the time 
from when the mobile BS enters the transmission range of the cluster head to 
when it receives the first sensing data be Trq and the time taken by the mobile 
BS to traverse the transmission range of the cluster head be Tc- Since the mobile 
BS visits each cluster head, Tc = '2-r/Vm- We assume that only one packet can be 
transmitted from the cluster head at a time. Thus, the residual time available for 
gathering cluster data is TR = TC - Trq, as shown in Fig. 4.1. 

Let Tp be the average time required for the cluster head to collect and send a 
data packet to the mobile BS. Assume there are UK sensor nodes in a cluster, then 
Tpks = n^Tp is the time required to collect the sensing data from that cluster If 
TR > TPKS, no packet loss is incurred in data gathering. However, if < TPKS, then 
the residual time is not enough to collect all of the data packets in the cluster The 
number of packets that can be successfully transmitted is UG = [T/j/TpJ, where [X\ 
is the largest integer less than X. In summary, the number of packets lost is given 
by, 

FLOSS — 
TR > TPKS, 

RIK-RIS TR<TPKS-
(4.1) 

The minimum number of clusters necessary can be found by allowing TR = 

Tpks- If all clusters have the same number of nodes, we would have n^ = \n/K], 
where \X] is the largest integer greater than X. Substituting into TR = TC - TRQ, 
we find 

^^MIN — 

NTPVM 

2r - V^Trq 
(4.2) 

However, nodes are independent and identically uniformly distributed, the 
number of sensor nodes in each cluster can be modeled by a binomial distribution 
UK ~ B{N, L/K). The probabihty function of the time required to collect cluster 
packets is given by 
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Packet Loss Per Cluster With K Clusters 

Figure 4.2: The effect of the number of clusters on the CDF of the percentage 
of number of packet losses, from (4.5) when r = 100 m, Vm = 2 m/s, n = 3500, 
Trn = 10 ms and Tp = 200 ms, where m meter, s second and ms millimeter. For 
these settings, the approximate minimum number of clusters, K„ 
(4.2). 

,, is eight from 

= ^kTP) = 
/ n / \ " f t -

V-'W 

^ xn-riK 
(4.3) 

where t = {).Tp, 2Tp, ...,nTp. The probability that I packets are lost is 

(4.4) 
n.c. 

The cumulative distribution function (CDF) is given by 

t = 0 

(4.5) 

Using (4.5), we can study the effect of the number of clusters on packet loss as 
shown in Fig. 4.2, where the CDF of the percentage of numbers of packet losses is 
plotted for different numbers of clusters. The network parameters are configured 
such that the approximate Kmin is eight. The result shows that the probability 
of achieving any given threshold level of packet loss increases with the number of 
clusters. For instance, the probability of achieving packet loss less than 2% is 0, 
0.26 and 1 for the number of clusters 4, 6 and 8, respectively. 
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Figure 4.3: The maximum number of clusters, (a) Transmission range of VCHs do 
not overlap, (b) Probability of finding real cluster head is proportional to the ratio 
of the area oabc to the sensing field. 

4.2.2 Maximum Number of Clusters 

We have shown that packet loss decreases with the increasing number of clusters 
due to decrease in the forwarding load for each cluster heads. However, increasing 
the number of clusters decreases the distance between cluster heads of adjacent 
clusters, so that eventually the transmission range of cluster heads overlaps, which 
decreases the effective contact time because transmissions by each cluster head 
interfere with the others when the BS is in the region where their transmission 
ranges overlap. Therefore we require that the distance between cluster heads is at 
least 2r. 

We now investigate the effect of increasing the number of clusters on the length 
of the BS tour and the probability of finding a real cluster head. 

First, assume that the VCH is located at the centroid of the cluster indicated 
by a bullet in Fig. 4.3(a). Assume the sensing field is a circle, with radius R > 2R (as 
illustrated in Fig. 4.3(a)) and let OK represent the angle between the boundaries of 
the cluster area. Then the distance between the VCH and the centre of the sensor 
field is 

2RKSM{N/K] 
(4.6) 

where 9K = 2TT/K is the internal angle of the cluster, as indicated in Fig. 4.3(a). 
Then, the length of tour segment between adjacent VCHs is 

(5 = 2^siii(7r/A'), (4.7) 

49 
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Figure 4.4: The effect of the number of clusters on the BS tour when r = 1 and 
R = 5r. Kmax is calculated from (4.9). 

and the length of the BS tour connecting cluster centroids is Lk = K5. The 
centroid approaches the perimeter as the cluster becomes narrower, so the tour 
length increases with the number of clusters to reach approximately 66.7% of the 
perimeter of the sensing field as shown in Fig. 4.4. This result differs from [43], 
which shows the optimal tour of the mobile BS is the perimeter of the sensing 
field because of the use of a different data collection scheme. In [43] the network 
sensor nodes send their data directly to the BS, however, in our work, data is sent 
to cluster heads which then forward it to the BS. 

Now, let us consider the effect of delay requirements on the tour length, im-
We consider two cases as follows: 

Case I: Relaxed delay requirement 
Assume the delay constraint L > Lk- In this case VCHs do not need to shrink 
in from the centroid, thus L^ = Lk- The distance between VCHs is L^/K, 
so the transmission ranges of VCHs do not overlap when Lm/K > 2r. The 
maximum number of clusters can be obtained when the time the BS spends 
in each cluster is Tc, that is, when the length of the tour segment within each 
cluster is equal to 2r as shown in Fig. 4.3(b), so, Kmax = Lm/2r. Moreover, the 
internal angle of the clusters in this case is Onmax = '̂ '̂ /Kmax-
In order to determine Kmax, Substituting = L^ and Lk = KmaxS, we have 
d = 2r. Using (4.6) and (4.7), with eK = Ok^,,, gives 

2Rs\x? 
\ ^^ max 

SrTT 

i^mm 
(4.8) 

There is no closed-form solution to (4.8), so we use the Taylor series 
approximation for small values of dK âx = '̂ '̂ /Kmax- Taking into account 
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that the number of clusters is an integer. We find that the maximum number 
of clusters is 97r7? 

(4.9) ^max — 

2itR 

The maximum number of clusters increases with increasing network radius 
since the position of the cluster centroid moves towards the perimeter of the 
sensing field. 

Case II: Restrictive delay requirement 
Assume that the tour length must be less than Lk (Lm < Lk)- We choose 
Lm = L. The VCH (indicated by 'x' in the Fig. 4.3(a)) must move in from 
the centroid, closer to the centre of the sensing field. The maximum number 
of clusters can be obtained when the length of the tour segment within each 
cluster is equal to 2r, so the maximum number of clusters is Kmax = \_L/2r\. 

In summary, the maximum number of clusters is given by. 

2-kR , , L > ^ (Relaxed), 
(4.10) 

lYr\ ^ < ^ (Restrictive). 

The smallest valid scenario is i? = 2r. In any reasonable scenario, this would 
correspond to the relaxed case, so Kj^ax — 4. However, in this case the transmission 
ranges of cluster heads overlap when K = 2 or K = 3. In realistic scenarios, R >> 
2r, thus Kmax > 4 . As R increases, Kmax increases, up to some point when the 
restrictive case is triggered. For example, when R = 5r, the maximum number of 
clusters is Kjjiax — 10 if L > Ljt^, but if L = 0.5Lf^ (restrictive case), then Kmax — 5. 

To ensure the tour is no longer than L, each VCH needs to find a corresponding 
real cluster head. Referring to Fig. 4.3(b), the probability that a single node lies in 
the region oabc is equal to the ratio of the area bounded by oabc to the area of 
sensing field, A = ttR^, that is 

_ /t'Lsiii(7r/A')cos(7r/A-) 

For n network nodes, the probability of finding a real cluster head is 

P r ^ l - { \ - p Y . (4.12) 

Fig. 4.5 shows that the probability of finding a real cluster head decreases with 
the number of clusters and with decreasing tour length. Referring to Fig. 4.5, 
when Kmax is equal to 10 and 5 for L equal to Lk and O.SLx, respectively, we see 
that the corresponding probability of finding a real cluster head is approximately 
one for both cases. 
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Figure 4.5: The effect of the number of clusters on the probabiUty of finding a real 
cluster head, n = 200, r = 100 rn and R = 5r, from (4.12). 

Since the real cluster head is close to, but not at the VCH, the transmission 
ranges of real cluster heads may overlap. The probability that real cluster head 
transmission ranges overlap increases with the number of clusters and decreasing 
node density. 

4.3 Analysis 

In this section we study the effect of data gathering delay, node density and 
network radius on network lifetime. We also determine the upper bound of network 
radius as the node density and the velocity of BS varies. Finally, we determine the 
maximum velocity the BS can move for data gathering such that there is no packet 
loss for a particular node density. In this section we assume that the number of 
clusters equals Kmax from (4.10). 

4.3.1 Network Lifetime 

All non-cluster-head sensor nodes send their data to their corresponding cluster 
heads. The cluster heads forward the data to the mobile BS when the BS visits 
the clusters; thus the cluster heads are the bottlenecks of the network. Assume 
El is sensor node initial energy. Packets are individually transmitted by cluster 
head with no aggregation. Let Ep denote the average amount of energy required to 
receive, process and transmit one packet. The amount of energy used by a cluster 
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head in one cycle is riEp/K. Thus, the expected network lifetime is 

^(Lifetime) « , (4.13) 
EpVynriK 

where Lm/Vm is the time required for the BS to complete one cycle. (4.13) 
represents the maximum network lifetime that can be achieved when n sensor 
nodes are evenly distributed in K clusters. We can see that increasing the size of 
the network requires corresponding increase to the number of clusters in order to 
maintain network lifetime. In the following we study variation to network lifetime 
with the network radius, assuming that the number of clusters is at its maximum 
value. 

In this research, we use node degree as a measure of node density (rather than 
the number of nodes in a unit area), since it reflects the number of nodes that can 
be accessed using the maximum transmission range. Since the network nodes are 
uniformly distributed in the network field, then the average node degree is 

d = n—. (4.14) 
A 

That is, the average node degree is 7rr̂  times the node density. Substituting 
for riK = n/K into (4.13), then the expected network lifetime is ^'(Lifetime) « 

• equation shows that network lifetime increases proportionally to 
the number of clusters, and decreases proportionally to the node density and the 
square of the network radius. Let the number of clusters be equal to Kmax, then 
using (4.10) the expected network lifetime is 

f (Relaxed), 
£;(Lifetime) = (4.15) 

(Restrictive). 

Eq. (4.15) shows that the network lifetime does not depend on network radius 
for the relaxed delay requirement. This is because decreases in network lifetime 
due to increasing node density are canceled by increase in network lifetime due to 
increasing tour length and number of clusters. However, for the restrictive delay 
requirement, the network lifetime decreases with decreasing BS tour length and 
increasing network radius. Therefore, if it is required to achieve a certain level of 
network lifetime for a large-network scale, then using a single mobile BS may be 
insufficient, even if we use Kmax cluster. It may be necessary to consider multiple 
MRs as proposed in [85]. 

4.3.2 Packet Loss 

Network lifetime decreases as network radius increase, since the number of nodes 
in each cluster increases for a constant transmission range and node density. 
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However, the time the cluster head contacts the BS depends on the transmission 
range of the cluster head and BS speed. Thus, there is an upper bound on the 
expansion of network size such that there is no packet loss. 

There is no packet loss if > Tpks, so the upper bound of the network radius 
is given by 

(Relaxed), R<} ^VrnTpd 

I V (Restrictive). 
Where we have used Tr = 2r/Vm - Trq and Tpks = riKTp and (4.10) and assume 
the nodes are equally distributed among the clusters. Eq. (4.16) shows that the 
upper bound of network radius decreases with the increasing of BS velocity and 
node density in relax delay requirement, while the upper bound of network radius 
depends on the length of the required BS tour in addition to BS velocity and node 
density in restrictive delay requirement. For example, for network parameters, 
r = 100 m,Vm = 2 rn/s, Trq = 10 ms, Tp = 200 ms and d = 15. For the relaxed 
and restrictive (D = 20 minute) delay requirements, the approximate upper bound 
of network radius such that there is no packet loss is R < 6.98 km and R <2 km, 
respectively, where km kilometer. 

More accurately, we can find the probability function and the CDF of number of 
packet losses at different network radii using (4.4), at relaxed delay requirement, 
the approximate value of Kmax appearing in (4.10) when L = Lf^. The CDF of the 
number of packet losses is shown in Fig. 4.6, using the same network parameters 
mentioned. The results show that the probability of high packet loss per cluster 
increases with network radius. Moreover, the number of clusters needed also 
increases; therefore, the total packet loss increases with network radius. However, 
controlling the speed of the BS can help to decrease the number of packet losses. 
The BS could decrease its speed when it moves within a cluster with a large 
number of sensors, so that it gets enough time to collect packets of all cluster 
sensors, and increase its speed in clusters with lower numbers of sensor nodes. 

Even controlling the speed of the mobile BS can help to reduce the number of 
packet losses due to unequal numbers of nodes in the clusters, there are definitely 
a number of packet losses if /? > 6.98 km. In order to achieve no packet losses as 
the network scale increases, MRs could be used to cooperate for data gathering. 
The network field could be divided into sub-networks with each MR collecting data 
from one sub-network and then sending the collected data to the BS. 
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Packet Losses Per Cluster With Network Radius 

Number of Packet Losses 

Figure 4.6: The effect of network radius on the CDF of number of packet losses, 
from (4.4) and (4.5), at relaxed delay requirement, from (4.9). We have r = 100 m, 
Vm — 2 m/s, Trq — 10 rns, Tp = 200 ms and d = 15, so rig = 499. The approximate 
upper bound of network radius R < 6.98 km from (4.16). 

4.3.3 Maximum Velocity of the Mobile BS 

We have shown that the minimum number of clusters is determined by the 
maximum number of nodes that can be in the cluster before packets begin to be 
lost, and the maximum number of clusters is determined by the requirement that 
the transmission regions of the cluster heads do not intersect. When the speed of 
the mobile BS increases the minimum number of clusters needs to be increased in 
order to reduce the number of nodes in the cluster so that the BS can collect cluster 
data within Tr time, as shown in Fig. 4.7. Thus, the maximum speed of mobile 
BS is determined when the minimum number of clusters increases to reach the 
maximum number of clusters, A'„im = Kinax- Using (4.2) and (4.10), the maximum 
speed of mobile BS is 

A-rrr-' 
Vmax — 2TTrTrq + 3RdTp 

LrTrq+2R'^dTp 

(Relaxed), 

(Restrictive). 
(4.17) 

Eq. (4.17) shows that the maximum speed of the BS decreases with increase to 
network radius, and decreases even faster in the restrictive delay requirement 
case, for example, for network parameters, r = 100 m, R = 1 km, Trq = 10 ms, 
Tp = 200 ms and d = 15, the maximum speed of the mobile BS, Vmax = 13.9 m/s 
and Vmax = 10 m/s, at relaxed and restrictive (L = 3 km) delay requirements, 
respectively. 
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Mm. Number of Clusters With BS Velocity 

Figure 4.7: The effect of the BS velocity on the approximate minimum number of 
clusters, from (4.2), when T^q = 10 ms, Tp = 200 ms and d = 15. The approximate 
maximum number of clusters from (4.10), when R = 5r. 

4.4 Practical Implications of Analysis 

In this section, we consider the use of a mobile BS in practical data gathering 
applications. The transmission range of sensor nodes varies significantly for 
different applications. In addition, different types of mobile entities can be used 
for carrying the BS, for instance, a mobile robot, car, train or UAV plane, so there 
is a large range for the velocity of the mobile BS. 

Assume that a mobile robot that moves at average velocity 2 m/s carries the BS 
and sensor transmission range equals 100 rn. When the sensor nodes are clustered 
with the maximum number of clusters, then there is no packet loss if the network 
radius is less than 6.98 km for relaxed delay requirements (refer to 4.16 with Trq — 
10 ms, Tp = 200 ms and d = 15). In this case the BS tour takes approximately four 
hours for gathering sensing data since the tour length is approximately 30 km, 
which may be applicable for some applications, but much too slow for others. 

Assume that sensing data needs to be collected within 20 minutes. Then the 
maximum network radius must be decreased to be less than or equal 2 km in order 
to achieve no packet loss. However, the network radius can expanded further if 
sensor nodes with higher transmission ranges are used. For example, if the sensors 
transmission range increase to be 250 m, then network radius can be less than or 
equal 5 km. 

It is also possible to expand the network while reducing data gathering 
delay for relax delay requirements by increasing the speed of mobile BS using 
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for example a UAV plane. In this case, the average speed of BS is 100 km,/h 
(the velocity of some military UAV planes is higher than 200 krn/h) and sensor 
transmission range equals 100 m. Then there is no packet loss if the network 
radius is less than or equal to 5 km. In this case sensing data can be gathered 
within approximately 13 minutes. 

4.5 Performance Evaluation 

In this section we evaluate the performance of the proposed algorithm through 
simulations with MATLAB, assuming that the effect of the MAC layer is ignored. 

We assume that sensor nodes in the network are randomly deployed with 
uniform distribution in a circular sensing field with radius of /? = 1250 m. Each 
sensor node has a transmission range of r = 250 rn {R = 5r) and the initial energy 
of El unit. All data packets have a fixed length and take Ep units of energy per 
packet. The speed of the mobile BS is assumed to be Vm = 0.18r m/s. The packet 
propagation time is Tp = 200 ms and data request time is Trq = 100 ms. We vary 
the number of nodes in the network to emulate the change in the node degree. We 
use the node degree as a metric of node density. For each instance of deployment, 
the network performance metrics are calculated and the result is the average over 
100 instances for each node degree. 

4.5.1 Varying Network Scale 

We first study the effect of changing the radius of the network field on the network 
performance. To evaluate the network lifetime of the proposed algorithms, we 
calculate the maximum network lifetime from (4.13), which assumes all clusters 
have the same number of nodes. The maximum network lifetime is used as a 
performance benchmark to see how far away the proposed solutions are from the 
optimal. We compare our algorithm with the SenCar algorithm proposed in [6]. 
The moving trajectory of the SenCar (mobile BS) consists of a series of connected 
line segments and sensors are organized into clusters. The sensor nodes that are 
nearest to the line segment (which we will refer to as cluster heads) consume more 
energy than other nodes since they have to forward sensing data to the BS. 

The SenCar algorithm assumes a rectangular sensing field and does not 
implement a closed trajectory for the BS. In order to compare with our algorithm, 
we assume the SenCar BS moves out across the top half of the circular sensing 
field and returns across the bottom half 

Fig. 4.8 shows the network lifetime delivered by using our algorithm compared 
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Figure 4.8: Network lifetime as it varies with network radius, for our algorithm, 
SenCar algorithm [6], and the maximum lifetime for the same numbers of clusters. 
The maximum network lifetime is calculated from (4.13), which assumes all 
clusters have the same number of nodes. 

with the SenCar algorithm and the maximum lifetime for the same numbers of 
clusters. It can be seen that under different network radii, the network lifetime 
for our algorithm is higher than that for the SenCar algorithm. This is because 
our algorithm balances the network load among the cluster heads by dividing the 
sensing field into equal areas. In contrast, clusters in the SenCar algorithm have 
fixed width but varying area, therefore the cluster heads that are close to the centre 
of the sensing field consume more energy than the others. The results also show 
that the network lifetime decreases as the network radius increases. This makes 
sense because the number of packets that need to be forwarded to the BS increases. 

To study the effect of the position of cluster heads on the cluster sensor node 
load balance, the maximum energy consumption for sensor node neighbouring a 
cluster head is calculated as shown in Fig. 4.9 for our algorithm and SenCar 
algorithm. The BFS algorithm is used to find the routing tree for each cluster, 
where the cluster head is the root of the tree. 

The result shows that the neighbour nodes in our algorithm consume lower 
energy than the neighbour nodes in SenCar algorithm. This is because in our 
algorithm the cluster head and its neighbours are located very close to the centre 
of cluster area. On the other hand, the location of neighbour nodes in SenCar 
algorithm depends on the line segments of the BS trajectory. When the location of 
the cluster head is close to the border of the sensing field, some of its neighbours are 
responsible for forwarding a larger number of cluster-node packets to the cluster 
head and hence consume more energy than the others. The result also shows that 
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Neighbour Node Energy Consumption With Network Radius 

Figure 4.9: The energy consumption for neighbouring sensor nodes of a cluster 
head for our algorithm and SenCar algorithm [6] as the network radius is varied, 
for the same numbers of clusters. 

the energy consumption increases with the increase in the network radius due to 
increasing the number of cluster sensor nodes. 

4.5.2 Varying Number of Clusters 

We then vary the number of clusters and investigate the change in the network 
lifetime. Fig. 4.10 shows the network lifetime delivered by using the mobile BS 
compared with the static BS, assuming that the static BS is located at the centroid 
of the sensing field. The Breadth First Search (BFS) algorithm is used again to 
find a routing tree rooted at the BS. In the case of a static BS, the BS neighbouring 
sensor nodes consume more energy than any other sensor nodes in the network 
since they have to relay the packets received from child sensor nodes to the BS, 
while in the mobile BS, the cluster heads consume more energy than the other 
sensor nodes in the network. The network lifetime using the static BS is compared 
with the maximum and simulated network lifetime of the mobile BS with different 
numbers of clusters. 

Fig. 4.10 shows that the network lifetime decreases as the node degree 
increases. This makes sense since that increases the number of packets that need 
to be forwarded to the BS. It can also be seen that as the node degree increases, 
the difference between the maximum and simulation network lifetime decreases. 
The reason for this decrease is that the distribution of nodes in each cluster area 
becomes more even, so the number of packets the cluster heads need to forward 
become more balanced. 
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Figure 4.10: Network lifetime as it varies with node degree, for static and mobile 
BSs with different K. The maximum network lifetime is calculated from (4.13), 
which assumes all clusters have the same number of nodes. 

Cluster Head Energy Consumption Differnence With the Number of Clusters 
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Figure 4.11: The minimum and maximum energy consumption differences among 
the cluster heads as the node degree is varied. 

To evaluate the variation in energy consumption among the cluster heads, we 
calculate the ratio of difference in cluster head energy consumption to the total 
energy consumption. The result, shown in Fig. 4.11, shows that the percentage 
of energy consumption difference decreases with the increasing of node degree. 
The result also shows that the percentage of cluster head energy consumption 
difference decreases with the increasing of the number of clusters since that 
decreases the number of nodes in each cluster. 

To study the effect of the number of clusters on the cluster sensor nodes load 
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Neighbour Node Energy Consumplion With the Number of Clusters 

Figure 4.12: The energy consumption for neighbouring sensor nodes of a cluster 
head as the node degree is varied, for various numbers of clusters. 
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Figure 4.13: The maximum number of hops as it varies with the node degree, for 
static and mobile BSs. 

balance, the energy consumption for neighbouring sensor nodes of a cluster head 
is calculated as shown in Fig. 4.12. The BFS algorithm is used again to find the 
routing tree for each cluster, where the cluster head is the root of the tree. The 
curves in Fig. 4.12 show that the energy consumption increases, with the decrease 
in the number of clusters due to increasing the number of cluster sensor nodes, 
and that the neighbouring sensor nodes are responsible for forwarding their data 
packets to the cluster head. It is also shown that the energy consumption increases, 
with the increase in the number of network nodes. 

Fig. 4.13 illustrates the number of relay hops for the sensing data to reach the 



Chapter 4: Analysis of Mobile BS Tour Algorithm 
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Figure 4.14: The percentage of network packet loss as the number of network 
sensor nodes are varied, for varies number of clusters. 

BS. To find the maximum number of hops, we have to consider the number of hops 
of sensor nodes located near the border of the cluster area for the mobile BS case, 
while the sensor nodes near to the border of the entire sensing field are considered 
for the static BS case. The maximum number of hops increases with the decrease in 
the number of clusters for the mobile BS, since that increases the distance between 
a sensor node and its cluster head. The result shows that the maximum number 
of hops is still less than that for the static BS. Nevertheless, it also shows that the 
node degree has a small effect on the maximum route length, due to the fact that 
the maximum number of hops is proportional to the length of the shortest path, 
since the density of the sensor nodes in the network is high. 

The effect of number of clusters on percentage of the network packet loss is 
shown in Fig. 4.14. The number of packet losses increases with the node degree 
and decreasing number of clusters, since that increases the number of packets the 
cluster heads have to forward to the BS within the contact time. Using (4.2) and 
(4.14), the approximate minimum number of clusters is as shown in Table 4.2. 
The approximate maximum number of clusters is 10, from (4.10) at relaxed delay 
requirement. Comparing the number of clusters with the approximate minimum 
number of clusters, we notice that there is packet loss even when the number 
of clusters equal or are greater than the minimum number of clusters. This is 
because the sensor nodes are not equally clustered so that some cluster heads have 
to forward more data packets to the BS than others. 
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Node degree 8 9 10 11 12 13 14 15 16 17 18 19 20 

^min 4 5 5 5 6 6 7 7 8 8 9 9 10 

Table 4.2: The approximate minimum number of clusters as it varies with node 
degree, from (4.2). The approximate Kmax = 10, from (4.10) at relaxed delay 
requirement. 

Neighbour Node Energy Consumption With Delay 

Node Degree 

Figure 4.15: The minimum cluster head neighbouring sensor nodes energy 
consumption as the node degree is varied, for various data gathering delay. 

4.5.3 Varying Data Gathering Delay 

We finally study the effect of the data gathering delay on the load balance of cluster 
sensor nodes when the number of clusters is K = 6. We define Dk as the time 
required for the mobile BS to take a tour connecting centroid points of the clusters. 
The energy consumption for neighbouring sensor nodes of a cluster head is shown 
in Fig. 4.15. The BFS algorithm is used again to find the routing tree for each 
cluster. The results show that the energy consumption increases, with the decrease 
in the end-to-end data gathering delay due to the decreasing length of the BS tour 
towards the centroid of the sensing field. Therefore, it leads to an increase in the 
number of sensor nodes, that the neighbouring sensor nodes are responsible for 
forwarding their data packets to the cluster head. The effect of data gathering 
delay on the maximum number of relay hops is shown in Fig. 4.16. The maximum 
number of hops increases with the decrease in data gathering delay for the mobile 
BS, since that increases the distance between a sensor node and its cluster head. 
The results show that the maximum number of hops is less than that for the static 
BS. The results also show that the node degree has a small effect on the maximum 
route length, since the density of the sensor nodes in the network is high. 
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Figure 4.16: The maximum number of hops as it varies with the node degree, for 
static and mobile BSs. 

4.6 Conclusion 

In this chapter we dealt with the problem of data gathering in the mobile BS 
environment subject to the sensing data needed to be gathered at a specified 
delay. We analyse a clustering-based heuristic algorithm for finding a trajectory 
of the mobile BS to balance the energy consumption among sensor nodes. The 
algorithm allows the BS to visit all cluster heads within a specified delay. We show 
how to choose the number of clusters to ensure there is no packet loss as the BS 
moves between clusters for data gathering. We provide an analytical solution to 
the problem in terms of the speed of the mobile BS. We also provide analytical 
estimates of the unavoidable packet loss as the network size increases. Simulation 
is performed to evaluate the performance of the proposed algorithm against the 
static BS case and to evaluate the distribution of energy consumption among the 
cluster heads. The result has shown that, when incorporated with clustering, the 
use of clustering with a mobile BS can increase the network lifetime significantly. 
Furthermore, the proposed solution for finding cluster heads results in a uniform 
balance of energy depletion among cluster heads. 

In the next chapter we will analyse and estimate the hop count between a 
source and destination nodes. The estimation of hop count is required in the study 
of the effect of MRs mobihty on network overhead in Chapter 6. 
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5 
Hop Count Estimation 

5.1 Introduction 

In Chapter 6, we will propose a routing scheme to provide routing paths among 
MRs. We will study the effect of MRs mobility on network overhead when sensor 
nodes are used to provide the routing paths. The analysis of network overhead 
is required to model the hop count between the source and destination MRs. The 
methods most commonly used are inaccurate for sparse networks. Therefore, in 
this Chapter we propose a new technique for estimating routing-path hop count. 

Most of the existing multihop routing protocols try to find a path to destination 
with a minimum number of hops in order to improve data-delivery delay and 
other network performance. In order to study the effect of using sensor nodes 
as a relay of data packets, we need to model the number of hops between the 
source and destination. In addition, estimation of the true distance between 
the source and destination based on the observation of the hop count between 
them has applications in localization, communication-protocol design and other 
areas [10][94]. 

The effect of hop counts on the network performance has been intensively 
studied in the literature using simulation. A number of analytical models are 
proposed to determine the required hop count for packet transmission in multi-hop 
wireless networks, however, none of the models are entirely satisfying. An 
analytical study is needed to provide a better understanding of the effect of hop 
count on network performance, which can help in the design of routing protocols. 
We propose a hop count model that estimate the number of hops for sparse 
networks in addition to dense networks. 

The literature reports estimates of hop count using expected hop progress, 
where the measure of progress in Euclidean distance from source to destination per 
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communication hop is used to estimate the distance between a pair of nodes. One of 
the important factors that determines expected hop progress is the determination 
of next-hop zone which is the region of neighbour-node locations that could be 
considered as next hop for forwarding packets between source and destination. 

(a) (b) (c) 

Figure 5.1: Comparison of next hop zone proposed in the literature, rii represents 
the source or intermediate node and rij represents the destination or next-hop node, 
(a) Hou at al. in [7]. (b) Kleinrock and Silvester in [8] and Kuo and Liao in [9] (c) 
Wang at el. in [10], 

Hou at al. in [7] assume half of the area covered by the source transmission 
range in the direction of destination as the next hop zone. Kleinrock and Silvester 
in [8] calculate the expected progress in one hop based on assuming the next hop 
zone as the overlapping area bounded by the transmission range of source node 
and a circular area centered at destination (or intermediate node) and with radius 
equal to the distance between source and destination. The authors show that the 
proposed model does not represent true progress for small values of node degree 
due to network connectivity limitations. The same next-hop zone is assumed 
by Kuo and Liao in [9] and proposes a probability for path connectivity which 
represents the probability that all the hops are located in the next hop zone of 
the path between source and destination. Wang at el. in [10] assume the next-hop 
zone as the overlapping area between two circles with the transmission range as 
the radius and distance between the centre of these two circles. However, we show 
in this research that, while this assumption of next hop zone is correct for a dense 
network, if the nodes are sparsely deployed in the sensing field it is required to 
consider a bigger next-hop zone. Fig. 5.1 shows a comparison of next hop zones 
proposed in the literature. 

Another factor that effects hop progress is the selection of the next hop node 
(neighbour node). Generally, there are two methods of neighbour selection for 
forwarding a packet to its destination, the choice of which depends on the routing 
protocol used. Geographic routing protocols select the next-hop node in a greedy 
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manner, where a node relays a packet to its neighbour that is geographically 
nearest to the destination. This simple relaying mechanism could cause a large 
number of hops compared to other routing schemes, such as proactive, reactive, and 
hybrid routing protocols that allow the destination node to select the shortest path. 
Kuo at el. in [9] and Zorzi and Rao in [95] calculate the hop count by assuming that 
the neighbour node that is closest to the destination is selected as the next relaying 
node in the path. However, the path obtained does not represent the shortest path 
between the source and destination when sensor nodes are sparsely deployed in 
the sensing field. Instead, we consider the hop progress when the shortest path 
between the source and destination is selected. In order to correctly capture the 
situation for a sparse network we examine the selection of the next neighbour node 
as a relaying node for the next hop. 

Other research evaluates statistical relationships between hop count, h, and 
source-destination distance, LSD, finding the conditional probability, Pr{h\LsD), 
that two nodes apart at LSD distance can communicate in exactly h hops. Miller 
in [96] and Bettstetter at el. in [97] analysed the probability of the number of hops 
when h = I and /i = 2 by considering the location of nodes that are connected by 
a one or two hop path. Dulman at el. in [98] and Mao at el. in [99] proposed an 
approximation for Pr{h\LsD) for h > 2. However, this literature considers dense 
networks only. 

In this chapter, we evaluate the expected hop count between the source and 
destination nodes. To calculate the number of hops in the path, we first determine 
a distribution describing the remaining distance from next-hop (neighbour) node 
to destination. We then calculate the probability of selecting each of the neighbour 
nodes. The expected number of hops needed to cover the remaining distance is 
calculated by obtaining the expected progress towards the destination achieved 
by each hop when a path exists between them, and combined with the probability 
that there is a path between the source and the destination. We show that the path 
probability is equal to one for a dense network (high node degree), but significantly 
less if the node degree is small. 

5.2 Network Model 

We assume a WSN with n sensor nodes independently deployed with uniform 
distribution in a sensing field of area A. In such a network the average 
number of neighbours (node degree) is d ^ nnr^/A, where r is the sensor node 
transmission range. Data packets are transmitted toward the destination using 
multi-hop communication and all sensor nodes are assumed to be homogeneous. 
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omnidirectional, and stationary. This scenario can also be regarded as describing 
a snapshot of mobile sensor networks. 

We assume the number of network nodes is varying such that the WSN could 
be a sparse network with ( ri = 2, say) or a dense network. In most scenarios for 
WSNs, the node density is assumed to be larger of d > 7. However, for the sake 
of generality, we consider sparse in addition to dense networks. In the following 
section we conduct experiments to study the effect of node degree on hop count. 

5.3 Exploration 

In this section we conduct experiments through simulation with MATLAB to 
demonstrate the issues that determine hop count. We assume that the sensor 
nodes in the network are randomly deployed with uniform distribution in the 
sensing field of (30r x 30r), where r is the node transmission range. We vary the 
number of nodes in the network to effect change in the node degree, which is a 
metric of node density. The source and destination nodes are placed such that the 
distance between them, Lgo, is 4r or 8r. In order to minimize the effect of the 
boundary of the sensing field we placed the source and destination nodes as close 
as possible to the center of the sensing field. The shortest path between the source 
and destination node is found using the Breadth First Search (BFS) algorithm 
where the destination node is the root of the routing tree. 

Hop Count With Node Degree 

o 

o Lso = 8r 
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Node Degree, d 

Figure 5.2: Hop count as it varies with different node degree and distance between 
the source and destination. 
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Figure 5.3: Simulation results of 25 randomly selected paths between source, S, 
and destination, D, nodes. Nodes are deployed with uniform distribution in the 
sensing field, (30r x 30r), the source and destination nodes placed at (7.5r. 15r) and 
(15.5r, 15r), respectively. Lo = 8r and r = 1 unit length, (a) d = 2. (h) d = 5. (c) 
d = 8.(.d)d= 16. 

For each instance of deployment, network connectivity is tested to ensure there 
are no partitioned subnetworks. The simulation is repeated in order to obtain 
100 connected networks. Fig. 5.2 shows the hop count between the source and 
destination nodes as it varies with node degree. It can be seen that the hop count 
is small for small node degree and increases with increasing node degree to reach 
its maximum value when the node degree is equal to five. The hop count then 
decreases with increasing node degree to reach its minimum value Lso/r + 1. The 
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minimum hop count is achieved when all nodes in the path lie along a straight line. 
In other words, the accumulative distance towards the destination is likely to be 
increased by approximately one times the node transmission range. 

To gain greater understanding of the effect of node degree on hop count, we plot 
25 randomly selected paths between the source and destination for a selected node 
degree, d ^ 2,5,8,16 at LSD = 8r as shown in Fig. 5.3. The results show that for 
small node degree there is a high chance that no path exists. If a path does exist, it 
is likely to be relatively direct. As the node degree approaches the minimum for full 
connectivity (threshold density), routes exist but they are circuitous. As the degree 
increases further, more direct paths start to occur. This result is compatible with 
the simulation result in [8] which shows that a connected network with probability 
of connectedness equal to 0.95 can be obtained when using a node degree of five. 
Therefore, we refer to (d = 5) as the threshold density. 

It is interesting to note that the hop count results in Fig. 5.2 are similar to [9] 
and [10] but they differ at low node densities (2 < d < 5) due to the effect of 
network connectivity. In Fig. 5.4 we take a closer look at the details of progress 
along the path. We plot the relative location of the next hop at each point along 
the path (destination node located at the right side of n). It can be seen that, for 
high node density the next hop is located in the direction of the destination, and 
close to the boundary of the transmission region. This is similar to the next-hop 
zone proposed in [8, 95, 98, 9], which assumes the next-hop zone is the overlapping 
area bounded by the transmission range of the source node and a circular area 
centered at destination (or intermediate node) with the distance between source 
and destination as the radius (the shaded region in Fig. 5.1(b)). 

Consider two relay nodes, n, and rij, in the path between a source and 
destination shown in Fig. 5.5. Assume the distance between them is slightly 
greater than r so that they cannot reach each other directly. Each node needs 
at least two neighbour nodes to keep the path connected, one is for the predecessor 
hop and the other is for the successive hop. There are d - 1 neighbour nodes that 
can provide a path to the next hop. 

Let Cov{p,r) denote a circular region centred at position p with radius 
r. The intersection of the transmission coverage of node rij and Uj, is Aj = 
Area{Cov{n^,r) f)Cov{nj,r)) as indicated in Fig. 5.5(a). Then, the probability that 
there is an effective neighbour node in the intermediate area, is Pi = Ai/Ai^j, 
where = Area{Cov{ni,r)\JCov{nj,r)), and the probability that there is no 
one-hop (direct) path is (1 - Pi)''^^ 

If nj cannot be reached within a single intermediate hop, there may still be a 
path connecting n̂  and rij. We assume that such a path exists if both rxj and Uj have 
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Figure 5.4: Simulation results of the next hop of 100 paths between source, S, and 
destination, D, nodes. Nodes are deployed with uniform distribution in the sensing 
field, (30r x 30r), the source and destination nodes are placed at (7.5r, 15r) and 
(15.5r, 15r), respectively. Lo = 8r and r = 1 unit length, (a) d = 2. (b) d = 5. (c) 
d = 8. (d) d = 16. 

neighbours in the regions A2{ni,w) = Area{Cov{ni,r) f]Cov{w,r)) and A2{Tij,w) = 
Area{Cov{nj,r)f]Cov{w,r)) respectively, where w is indicated in Fig. 5.5(b). If 
there are no neighbours in these areas, the chance there is a path with two-hops 
between rij and rij is very low. 

Then, P2 = {2A2/nr'^)'^ is the probability that there is a neighbour node in the 
regions Cov{ni,r)f]Cov{w,r) and Cov{nj,r) f\Cov{w,r) (or the equivalent areas 
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-- :Path : Region A; 

(a) (b) 

Figure 5.5: Effective relaying region between rij and rij. (a) A path with a single 
intermediate hop exists as there is an effective neighbour in Ai region, (b) A path 
exists as there is an effective neighbour in A2 region for both n, and Uj. 

below the source-destination pair in Fig. 5.5). 

The work in [10] assumes the region Cov{ni,r) f]Cov{nj,r) is the next-hop 
zone. However, Fig. 5.4 shows that for low node density {d = 2), and moderate 
node density (d = 8) networks, the locations of the next hop are more scattered, 
but generally fall within the region Cov{nj,r)f]Cov{w,r). However, for threshold 
density id = 5), the location of the next hop is widely scattered, and there is 
significant probability of moving directly away from the destination. 

A comparison of the distribution of the angle between the next-hop node and 
destination at different node densities is shown in Fig. 5.6. The result shows 
that next hop in exactly the opposite direction to the destination occurs at the 
threshold density only. The result also shows that as node density increases, the 
probability of selecting the next hop in the direction of destination increases. The 
selection of the next-hop node has a significant effect on hop progress as shown 
in Fig. 5.7 where hop progress is expressed in proportion to the transmission 
range. The results show that a high probability of negative progress occurs at 
threshold density and the probability of achieving positive progress increases with 
node density. 

In this chapter, we introduce a hop progress model with arbitrary node degree 
and distance between source and destination. This model is necessary to calculate 
the hop count. Before we start the hop count analysis, we need to describe and 
define the following parameters (refer to Fig. 5.8) 
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• Let rij be the i-th neighbour node for any sensor node {i = 2, ...,d). 

• LrX- The remaining distance from the next hop node (z-th neighbour node) to 
the destination. 

• Hop progress, LSD - LrX- The extent to which the packet is closer to the 
destination after the hop. Hop progress ranges from —r to r where r is the 
maximum transmission range of each node. Hop progress is determined by 
the selection of the next hop node and it effects the number of hops between 
the source and destination. The smaller the hop progress the larger the 
number of hops that each packet needs to traverse. We refer to the hop 
progress that is greater and smaller than zero as positive and negative hop 
progress, respectively. When a path exists between source and destination 
nodes, the average hop progress along the path must be positive. 

The PDF of Angle Between Next Hop and Destination Nodes 

Hd = 2 
O d = 8 
• d = 16 

1 1 J .1 I i 
Angle Between Next Hop and Destination Nodes 

Figure 5.6: The PDF of the angle between the next hop and destination nodes at 
different node degrees, LSD ~ 8r. 

5.4 Expected Hop Progress 

In order to calculate the expected hop count, we need to consider both hop progress 
and connectivity effects. This approach differs from common approaches which 
consider only hop progress and do not correctly address how the hop count is 
effected at low-node density. 
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The PDF of Hop Progress 

Figure 5.7: The PDF of normalized hop progress (r = 1) at different node degrees, 
LSD = 8r. 

5.4.1 Hop Length 

In this section we consider the effect of neighbour nodes on hop progress in one 
hop. In Fig. 5.8, Ug is the source having a data packet destined to Ud (in fact n̂  can 
be any intermediate node along the path between the source and destination). 

To find the number of hops along the path, we assume that each node in the 
network has d neighbours at random angles, e [0, 27r], i = and random 
distances, e [0:̂ ]-

Assuming that the n nodes in the network are uniformly distributed in a field 
2 

of area A, then the average number of network neighbours is d = Let the 
distance from Us to rid be Lsd- Then the remaining distance to the destination 
from neighbour rii is 

Lr,^ = J + dl^^ - 2LsDdo,i cosiOd - Oi] (5.1) 

The PDF and CDF of the remaining distance to the destination are /Lr(^r) 
and Fi^(lr) and are given in Appendix A. The hop progress is determined by the 
selection of the next hop node (i-th neighbour node). In the following we analyse 
the effect of neighbour-node selection as the next hop node on the distance between 
the neighbour node and destination in order to determine the hop progress. 
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/' V̂ N: Hd 

— L.SD 
N^LJR^ 

\ t \ / 
••. Hop Progress 
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Figure 5.8: An example illustrates the distance relationship between source node, 
Hs, neighbour node, rii and destination node, n̂  is neighbour to Ug at distance 
do,I and angle 9i. Lsd is the distance between rig and n ,̂ 9d is the position angle of 
Ud- LR,i is the remaining distance to destination after selecting rn as the next hop. 
LSD — LR,I is the hop progress. 

5.4.2 Effect of Neighbour Choice on Hop Progress 

In this research, we assume a shortest path with minimum number of hops exists 
between the source and destination nodes. This is achieved by using flooding 
schemes proactive, reactive, and hybrid routing protocols. As mentioned earlier 
this assumption differs from Kuo at el. in [9] and Zorzi and Rao in [95] who 
calculate the hop count assuming that the nearest neighbour node to destination 
is selected as the next hop node. 

In order to calculate the distance between the next hop and the destination 
nodes for different values of d, we first need to find the distribution of the distance 
by selecting neighbour nodes at different distances to the destination. Let L^j, 
Lr;2,---, Lr4 denote a set of d random distances to the destination drawn from the 
CDF, given in Appendix A. Let L\., LL,..., LF denote a rearrangement of these 

distances such that L], < L^ <,..., < LF. For instance, LJ. = miii{Lr,i, Lr,2, LR,D} is 
the smallest of the distances and is corresponding to select the closest neighbour 

node to the destination when selected, and i f = max{Lr,i, ir,2 corresponds 
to the farthest neighbour node from the destination. Moreover, let the nodes 
rii,... ,nd be renamed n ^ a c c o r d i n g to their distance from the destination, 
so that -n} and n'' are the closest and farthest neighbour nodes to the destination, 
respectively. Fig. 5.9 shows an example of four neighbour nodes ordered according 
to distance from the destination. Along the path, the positions of neighbour node 
are independent and identically distributed in angle and distance from ng. Using 
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order statistics, we find that the PDF of the order of distances is 

(5.2) 
{J-md-jy. 

where j = 1,..., d. Thus, f^i and f ^ represent the PDF of the closest and farthest 

....• 

"•1 
^-'rrrrrz.:^ / ' J 

\ j=-» \ i L; 
V 
j=2 ../ 

(5.3) 

(5.4) 

Figure 5.9: An example illustrates the order of neighbour nodes according to its 
distance to destination for d = 4 . 

distance to the destination, respectively. The expected value of the remaining 
distance between the neighbour nodes and the destination for the order distance 
is 

rLsD+r 
E{Li}= / Lrf^jiLr)dLr, 

JLsD-r 
then, the expected hop progress towards the destination by each hop is 

i?{Hop progress I order j distance} = Lsd - E{Ll} . 

Using (5.4), we can study the effect of the order of neighbour nodes on the expected 
hop progress as shown in Fig. 5.10 where the normalized hop progress is plotted 
for a different number of neighbours. 

It can be seen that the expected hop progress increases with the number of 
neighbours when the closest node to destination is selected ( j = 1). In addition, 
negative progress is obtained (the path goes further away from the destination) 
when selecting neighbours at high order for a particular d. 

Selecting the closest neighbour node to destination increases the hop progress 
and thus decreases the number of hops required to reach the destination as 
assumed in [9] and [95]. However, the path obtained in this way may not 
represent the shortest path with a minimum number of hops between the source 
and destination at low node density, since the nearest node to the destination may 
lead to other hops that goes away from the destination. Instead, we assume that 
hop progress is a result of selecting neighbour nodes at different orders. Each order 
of neighbour node is selected based on calculated probability as illustrated in the 
following section. 
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Expected Hop Progress With Node Degree 

!! 
£ 
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Node Order, y 

Figure 5.10: Expected hop progress, from (5.4) as it varies with the order of 
neighbour (distance to destination), for different node degree when r = 1. 

5.4.3 Neighbour Selection Probability 

In accordance with the simulation results in Section 5.3, we assume that n' is 
selected as the next hop only when the node degree is greater than six while at 
low node densities (2 < ci < 6) the selection of n^ is based on a certain calculated 
probability determined below. 

In order to determine the probability of selecting n^ as the next hop, we need 
first to define next-hop zone, which is the location of neighbour nodes that are 
possible to be selected as the next hop for forwarding packets between the source 
and destination. Referring to Fig. 5.4 that shows the position of next hop nodes 
relative to destination, we assume that the next-hop zone is equal to Ay + 2A2 as 
indicated in Fig. 5.5 as this zone covers most of the cases of node degree. Referring 
to Fig. 5.5, the ratio of Ai + 2A2 to r'̂ n is equal to P = 0.724. The probability that 
a node will present in the next-hop zone is equal to P. Thus for d node degree, 
the number of sensor nodes in the next-hop zone follows the binomial distribution 
n, ~ B{d,P). 

When multiple neighbours lie in the next-hop zone, it is likely to select n' 
since most of the neighbour nodes can access the same next hop nodes. Therefore 
we assume that the probability of selecting n^ is equal to the probability that the 
number of nodes in the next-hop zone is equal to or greater than the expected 
number of nodes {E{n^} = dP) in the next hop zone. Thus, the probability of 
selecting n^ is given by 
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d\ 
P ' { l - P ) 

d-i (5.5) Pr(nMd)= y 
i=[dP\ ^ ^ 

where [x] is the nearest integer to x. Then, the probabihty of selecting n^ for 
different node degrees is shown in Fig. 5.11. The result shows that the probability 
of selecting n' is high for small node degree and decreases with increasing node 
degree to reach its minimum value at the threshold density, then the probability 
increases at d = 6. 

The Pr. of Selecting the Nearest Neighbour With Node Degree 

Node Degree, d 

Figure 5.11: The probability of selecting the nearest neighbour node to destination, 
from (5.5) as it varies with node degree at 2 < d < 6. 

In order to determine the probability of selecting other neighbour nodes as 
the next hop, the geometric distribution is used with the probability of success 
equal to Pr(n' \d.). The geometric distribution is used to find the probability of the 
first success occurs after j trails. Because the neighbours are independent and 
identically distributed, the probability of selecting the second nearest neighbour 
node to destination is equal to the probability of selecting the nearest neighbour 
node to destination occurs next and so on. Thus, the neighbour selection probability 
is given by 

Prin^\d) = (1 - Pr{n^\d)y-^Prin^\d), (5.6) 
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where j = 1,..,6 represents the order of neighbour node selection. For instance, 
j = 1 and j = d represent the nearest and farthest neighbour node to destination, 
respectively. Fig. 5.12 shows the neighbour selection probability as it varies with 
neighbour node order for different node degrees. 

Neighbour Selection Probability With Node Degree 

j-a 
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Neigtibour Order, ; 

Figure 5.12: The probability of selecting the neighbour node, from (5.6) as it varies 
with the order of neighbour node for different node degree at 2 < d < 6. 

Using (5.4) and (5.6), and assuming the network is fully connected, the 
expected hop progress can be expressed by 

i?{hop progress I connected network}(d) 
d 

= ^ EjHop progress I order j distance} Pr{n^\d) 
i=i 

d 

= Y,i^SD-E{Li})Pr{n^\d), 2<d<6 

In summary, the expected hop progress for different node degree is given by, 

ii{hop progress]connected network}(d) 

_ jzU^LsD - E{Li})Pr{n^\d) 2<d<G 

Lsd-E{LI} d>Q. 

(5.7) 

(5.8) 

The effect of the number of neighbours and the distance between the source 
and destination on the hop progress is shown in Fig. 5.13 where hop progress is 
plotted for different node degrees. It can be seen that the hop progress generally 
increases with node degree except when the number of neighbours is equal to 4 and 
5. It can be noticed that the maximum increases in hop progress occurs when d = 6 
and d = 7. 
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Hop Progress With Node Degree 

Node Degree, d 

Figure 5.13: Hop progress from (5.8), as it varies with node degree when LSD = 8r 
and r = 1. 

5.4.4 Probability of Network Connectivity 

The derivations so far have been based on the assumption that a path exists from 
source to destination (i.e., a high a node density network). However if the average 
number of network neighbours is small, the probability of a path existing between 
a particular source-destination pair is small. We consider the random location of 
neighbours in order to derive the probability of connectivity from the source to 
destination for different node degrees. 

Refering to Fig. 5.5, assume the distance between n, and rij is slightly greater 
than r so that they cannot reach each other directly. Intuitively, there is a path 
if there is at least one neighbour node in the overlap area of their transmission 
coverage, or a path around the overlapping such as illustrated by Fig. 5.5 (b). 

The probability that there is an effective neighbour node in the intermediate 
area, is Pi = Ai/Ai^, where Aij = Area{Cov{ni,r)[jCov{nj,r)), and the proba-
bility that there is no one-hop (direct) path is (1 - Bi = {lA-ili^v^)'^ is the 
probability that there is a neighbour node in the regions Cov{ni, r) p| Cov{w, r) and 
Cov{nj,r) n Cov{w, r) (or the equivalent areas below the source-destination pair in 
Fig. 5.5). 

The probability that the next relay cannot be reached using more than one hop 
is (1 — where {path) is the number of possible paths between n; and rij. We 
assume the number of intermediate relays is equal to two and thus the maximum 
number of possible paths is equal to {d - 1)^. 

We propose that if the network connectivity is low there is no path with one or 
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two intermediate relays between rn and riy Then the connectivity probabihty, Pc, 
is given by 

= 1 - ((1 - - (5.9) 

Using (5.9), we can study the effect of node degree on network connectivity as 
shown in Fig. 5.14, where the probabihty of connectivity is plotted for different 
node degrees. It can be seen that the probability of connectivity is small for small 
node degrees and increases with the increase of node degree, to reach the maximum 
value when d = 6. 

Connectivity Probability With Node Degree 

Node Degree, d 

Figure 5.14: Connectivity probability as it varies with different node degrees, 
from (5.9). 

5.4.5 Expected Hop Count 

In order to calculate the average number of hops required to reach the destination, 
we need to estimate the hop progress considering the effect of network connectivity. 
Using (5.8) and (5.9) the expected hop progress can be expressed by 

i?{hop progress}(d) 

= i^lhop progress I connected network}(fi)Pr{connectivity} 

T^UiLsD - E{Li.})Pr{n^\d)P,{d) 2 < ri < 6 

(LSD - E{LL})P,{d) d>G. 
(5.10) 

Then, the hop count is given by 

E{hop = h}{d) = LSD 
i?{hop progress}(d)' (5.11) 
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5.5 Results 

In this section we present and discuss results of theoretical calculations and 
Monte-Carlo simulations, conducted in MATLAB, for an expected hop count given 
in (5.11). 

In the simulation, nodes are uniformly distributed in a circular sensing field in 
order to minimize the boundary effect. The radius of the sensing field is R = 30r 
and the maximum transmission range (r) of each node is set to 250 rn. We varied 
the number of sensors in the network in order to emulate the change in the node 
degree. To obtain a fully connected network, sensor nodes are repeatedly deployed 
in the sensing field and the network is tested to ensure there are no partitioned 
subnetworks. For each connected network, the source and destination nodes are 
randomly selected such that the distance between them is LSD- The BFS algorithm 
is used to find the shortest path between the source and destination where the 
destination is the root of the routing tree. The simulation results shown here are 
averaged over 100 (connected network) trials. 

Node Degree, d 

Figure 5.15: Hop progress as it varies with node degree, theoretical results from 
(5.8) and Wang et al. in [10]. Simulation results are depicted by markers while 
theoretical results are depicted by lines. 

Fig. 5.15 compares the theoretical and simulation hop progress. The theoretical 
hop progress is calculated using (5.8) and it is also compared with the hop progress 
model proposed in [10]. The result shows that hop progress is large for a small 
node degree and decreases with increasing node degrees to reach its minimum 
value when the node degree is equal to five. The hop progress then increases with 
increasing node degree. The reason for the high progress for small node degree is 
network connectivity issues. For a small node degree there is a high chance that 
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no path exists, however, whenever a fully connected network is obtained, the path 
between source and destination is likely to be relatively direct. As the node degree 
approaches the minimum for full connectivity, routes exist but they are circuitous 
and as the node degree increases further, more direct paths start to occur. 

The result also shows that our model for calculating the expected hop progress 
matches the simulation results while the curve of the expected hop progress 
proposed by Wang et al. in [10] only approaches the simulation hop progress for 
high node degree. Moreover, it behaves differently at low node degree due to the 
effect of network connectivity. 

Fig. 5.16 compares the theoretical and simulation hop count. The expected hop 
count is calculated using (5.11) and the model proposed by Wang et al. in [10] 
is included for comparison. The result shows the hop count is small for small 
node degree and increases with increasing node degree to reach its maximum value 
when the node degree is equal to five. The hop count then decreases with increasing 
node degree to reach its minimum value Lsd/t + 1. 

Hop Count With Node Degree 
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Figure 5.16: The hop count as it varies with node degree, theoretical results from 
(5.11) and Wang et al. in [10]. Simulation results are depicted by markers while 
theoretical results are depicted by lines. 

The result shows that our model matches well with the simulation hop count 
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for different node degrees, while the model proposed by Wang et al. tries to match 
the simulation for high node degree d>&. 

5.6 Conclusion 

In this chapter we proposed an analytical model to estimate the hop count between 
source-destination pairs in a wireless network with an arbitrary node degree 
when the network nodes are uniformly distributed in the sensing field. The 
relation between the Euclidean distance between the source-destination pairs and 
the hop count is useful in many ad hoc and sensor network applications, such 
as localization, communication-protocol design, estimating end-to-end delay and 
power consumption along the path. 

We consider both the hop progress and connectivity effect on hop count. Our 
approach differs from common approaches which consider only hop progress and 
do not correctly address how the hop count effects at low node densities. 

The shortest path with a minimum number of hops is assumed. This can not 
be achieved by selection of the nearest neighbour nodes to destinations at low node 
density, so we calculate the probability of selecting neighbour nodes as the next hop 
node. The analytical model is verified by simulation. The results show that the hop 
count is small for small node degree and increases with increasing node degree to 
reach its maximum value when the node degree equals five. The hop count then 
decreases with increasing node degree to reach its minimum value. 

In the next chapter we will employ the hop count results from this chapter in 
the analysis of MRs to study the effect of their mobility on network overhead when 
sensor nodes are used to provide an interaction among MRs. 



Chapter 

6 
Routing Scheme For Mobile 
Relays 

6.1 Introduction 

In Chapter 4, we show that the use of a mobile instead of static BS for data 
gathering can improve network hfetime. However, we demonstrate a single mobile 
BS is insufficient to achieve the required network lifetime and avoid packet losses 
in the case of large networks. There has been an increased research focus on the 
use of mobile relays (MRs) for data gathering, where MRs roam the sensing field 
and collect sensing data using single or multi-hop communication and forward 
aggregated data to the BS. 

In Section 2.2.2.2, we survey literature that reports the use of MRs for 
data gathering. We show that MRs can interact with each other using short 
or long range communication and are sometimes assumed to have the same 
communication range as static sensor nodes. In most cases the literature does 
not consider the energy consumption of MRs, assuming the MRs are equipped 
with powerful batteries or they can replenish their energy periodically. On the 
other hand, the energy cost of MRs is considered in other research, as the energy 
replenishment of MRs cannot always be possible due to the constraints of the 
physical environment. One approach is to restrict the mobility of MRs so that 
MRs maintain a connected path with each other and with the BS all the time while 
they are moving, and sensing data is forwarded to the BS through the MRs [88]. 

In this Chapter we assume a number of MRs roam through the sensing field 
and sensor nodes are used to provide interaction among MRs in order to reduce the 
energy consumption of MRs and to allow them to move freely in the sensing field. 
The use of MRs for sending data via static sensor nodes forms a hybrid of mobile 
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ad hoc and sensor networks, which we refer to as mobile ad hoc sensor network 
(MAHSN). In a MAHSN sensor nodes are static and send data packets to the MRs 
only, whereas in mobile ad hoc networks all nodes move arbitrarily and any two 
nodes can be the source and destination of data packets. In addition an MAHSN 
differs from a WSN in that sensor nodes have to be involved in providing routing 
paths among MRs. The mobility of MRs inevitably causes additional overhead in 
routing protocols. The overhead may offset the benefit brought by mobility. 

Most of the sensor networks research involving MRs proposes routing protocols 
that deal with finding the routing path between the MRs and sensor nodes 
for data gathering to balance the energy consumption among the sensor nodes 
[100, 101, 102, 103]. However, in this work we are interested in finding a 
routing scheme that provides an interaction among the MRs via sensor nodes that 
minimizes network overhead. To the best of our knowledge, little attention has 
been paid on the scenario that the MRs use sensor nodes for sending data packets 
among them and to the BS. 

In this Chapter, we propose a routing scheme based on the multipath DSR 
protocol. We explore how the number of paths and spread of neighbour nodes 
used by the source MR to reach the destination affects the network overhead. 
An analytical model of network overhead is developed and verified by simulation. 
In this research, we refer to the source and destination MRs as ris and no, 
respectively. 

In the following section we introduce the principle operations of the multipath 
DSR routing protocol. 

6.2 Multipath DSR Routing Protocol 

In the conventional DSR routing protocol, a source node attempts to discover a 
route to a destination only when it is presented with a packet for forwarding to 
that destination. Usually a route cache is employed to avoid carrying out a route 
discovery for every new packet to the same destination. If no cached route is 
available, the source node, ns, initiates a new route discovery, by broadcasting 
a route request (RREQ) packet throughout the network. Any node receiving a 
duplicate RREQ discards the duplicate, so that each node is considered to have 
only dealt with each RREQ once. When the destination node, no, receives a RREQ, 
it returns to ns a route reply (RREP) packet back along the route via which the 
RREQ arrived. In addition, if a node involved in forwarding a data packet along 
an established route determines that the link of which it is at the head is no longer 
valid, it returns an error packet (RERR) to ns back along the route. Monitoring the 
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correct operation of a route in use is referred to as route maintenance [104][105]. 

We consider a multipath modification of DSR, where no stores all the copies of 
routes which arrive, in order to determine which requests to respond to. The source 
keeps all routes received via the reply packets in its route cache. Most multipath 
routing protocols assume disjoint paths, however the necessity of this assumption 
is questioned [106], particularly in the MAHSN case where intermediate nodes 
on the route are static. Instead, we assume only that each route starts with a 
different neighbour node, as then a link failure with a neighbour in one route does 
not effect the others. The source keeps all routes received via the reply packets 
in its route cache. Different criteria are suggested to determine the number of 
alternative routes used by the protocol [107]. We later show that the best results 
are achievable with about six routes. 

We consider two mechanisms for the source node to obtain multiple routes to 
destination, passive and active multipath. First, we assume the ns passively finds 
routes to np by for example enabling the promiscuous receive mode in which the 
source node configures its wireless network interface to listen to all traffic without 
filtering based on destination address [104]. In addition, routes can also discover 
when ns forwards a route reply of other route discovery process [108]. 

In this mechanism, ns opportunistically caches multiple routes to no- Thus 
there is no guarantee ns can learn multiple routes to destination as the number of 
routes depends on network traffic. Therefore, we consider ns actively discovers 
routes to no through multiple route replies generated hy no- In this case, 
we calculate the expected overhead when the routes to no discovered through 
randomly selected neighbours and appropriate selected neighbours. 

6.3 Network Model 

We assume sensor nodes are randomly deployed in the sensing field, each node is 
equipped with an omnidirectional antenna and signal attenuation is due only to 
path loss related to distance transmitted. MRs roam the sensing field to gather 
sensing data using single or multi-hop communication. Each MR aggregates the 
received data in order to reduce the volume of data required to be sent to other 
MRs or to the BS. We assume the MRs have limited energy resources and it 
is difficult to replenish their energy periodically. Therefore, MRs use the same 
communication range as sensor nodes, r. We assume as in [92], MRs interact with 
each other through sensor nodes using multi-hop communication. All node-to-node 
communications are assumed to be bi-directional. 
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All the sensor nodes are stationary or they move at very low velocity compared 
to the MRs and so can be considered stationary. The MRs move with a constant 
velocity, v, in a direction, 

MRs and the BS are assumed to know their own locations. They can also 
estimate the locations of their neighbour nodes but no information can be obtained 
about the locations of other sensor nodes. A survey of location techniques can be 
found in [109]. 

6.4 Proposed Multipath Routing Scheme 

In this section, we propose a multipath modification of DSR. Our routing scheme 
aims to avoid path failure between the source and destination due to links 
being broken between the MRs and their neighbours. In order to achieve this, 
we propose to augment the routes obtained by route discovery, to be through 
selected neighbour nodes of the source and destination MRs. The selection of 
neighbour nodes is based on their location relative to the MR. Thus, each MR 
needs to establish a neighbour table in order to select neighbour nodes for route 
modification. 

6.4.1 Neighbour Table 

Every MR advertises its presence by periodically broadcasting a special packet 
called a beacon. A sensor node, upon receiving the beacon, send its data to the MR. 
The MR buffers sensing data and establishes a neighbour table that stores sensor 
location and its network address. The information in the table is used by the MR 
to create a routing path between the MR and its neighbour nodes. This table must 
be updated frequently in order to delete the nodes that are not neighbours of the 
MR due to the movement of the MR. 

6.4.2 Neighbour Selection 

We assume different methods for neighbour selection for the source and destination 
MRs. The source MR initiates a route discovery when the route cache is empty. The 
source receives routes as determined by the destination. The first hop of each of 
these routes will be a neighbour. We propose that the source augments the routes 
to be through the neighbour nodes that is closest to the direction of movement of 
the source, as shown in Fig. 6.1. The selected neighbour could be several hops from 
the first node in the broken route. This method adds extra hops to the modified 
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route, however, we will see later that these extra hops reduce the overhead by 
avoiding frequent route discoveries. 
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Figure 6.1: An example illustrates how the source augments the routes to be 
through the neighbour node that is closest to the direction of movement of the 
source. 

A different process occurs at the destination node. The destination MR receives 
different copies of route requests. We propose that the destination selects multiple 
routes to the source through different neighbour nodes as illustrated in Fig. 6.2. 
Using the neighbour table, the destination MR creates routes to the source through 
appropriately distributed neighbours. That is, the destination MR creates routes 
through neighbours that are approximately separated by an angle 9 (neighbours 
0-separated). This can be achieved in a dense network using, for example, topology 
control as illustrated in Chapter 2. Most literature in the field of topology control 
uses neighbours 0-separated in order to reduce signal interference, however, in this 
research we are interested in finding routes between source and destination MRs 
via neighbours at different directions. This 'directional diversity' ensures a route 
failure due to the movement of destination MR in one direction does not effect other 
routes. 

The destination MR aims to find neighbour nodes with separation angle 
0 = 27r/cr, where a is the number of paths. To achieve that, the destination MR 
sorts neighbour nodes in increasing order according to their angular arrangement 
around the destination MR. Then, for each neighbour node, it creates an axis 
centred at the destination MR with 6 as separation angle. The set of neighbour 
nodes that is closest to the axis is selected and the total angle difference (error) 
from the axis is calculated. The set of neighbour nodes with a minimum total error 
is selected. Fig. 6.2 illustrates the concept of neighbour selection and Algorithm 2 
describes the algorithm for neighbour selection at the destination MR. 
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Figure 6.2: An example illustrates the selection of cr = 4 neighbour nodes at the 
destination MR from a total of d = 9 physical neighbours. The total variation of the 
chosen neighbours from the ideal of ^-separation is Oerror = Oi +62 + O3. 

Algorithm 2 Algorithm to select a ^-separated neighbours from a set of d 
neighbours. 
Input: (T, d 
Output: Set of selected neighbours ue 
9 = 27r/a; 

u(i)=Set of neighbour nodes sorted in an increasing order according to their angles 
relative to the destination MR, 1 < i < d ; 
for each neighbour i, I < i < d do 

0error(i) = 0; 
for each axis j, 1 < j < cr — 1 do 

0„=angle of u{i) 
Oaxis = 0u+ i *0-, 
if Oaxis > 27r then 

9axis — ^axis ~ 27r; 

end 
uc(j)=Closest neighbour to 9axis', 
6 ' c = A n g l e of uc{j) relative to the destination MR; 
9error(̂ i') ~ j 9(ixis ĉ | J 
Add uc{j) as a selected neighbour into SN{i,j); 

end 
end 
U6»=Set of neighbours from SN that at the z-th of the minimum 9error{i)', 
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6.5 Overhead 

We refer to the overhead as the number of control packets used by the network 
nodes in order for ns to obtain single/multiple routes to np- In this research we 
are interested in minimizing the overhead by selecting the number of multipath 
routes to be stored. In the following, we analyse the number of overhead packets 
generated by conventional and multipath DSR protocols. 

6.5.1 Routing Overhead in Conventional DSR Protocol 

DSR routing protocol assumes that the network is dynamic and routes are unlikely 
to remain valid in the long term. Therefore, when the details of an established 
route are saved in the cache, a route expiry time, T, is determined and saved for 
that route. After this time it is assumed that the route is no longer valid. If ns 
wishes to transmit to no after this time it must carry out a new route discovery 
process. That is, if we let ta be the time of arrival of a new packet destined for 
no , then, if ia < T and the cached route is not broken, no routing overhead is 
incurred in sending the new data packet. However, if ia > T a route discovery 
process is automatically undertaken, using flooding of RREQs. If there are n nodes 
in the network, n - 1 RREQ packets are transmitted during a flood (all nodes in 
the network receive the RREQ except for ns), plus h RREPs where h is the number 
of hops between no and ns in the route chosen by no as decided by the route of 
the first RREQ to reach np. This scenario assumes that only one route is cached in 
any route discovery process. 

In summary, the number of overhead packets generated by an on-demand 
routing protocol in response to a packet arrival at time ta is given by. 

(6.1) 

Usually a third case, where ta < T but some later link in the cached route is 
broken, should be considered. However we discount this case since we assume the 
link broken is due to the mobility of MRs only We assume that all links in the 
active route remain intact except for the first and last links. That is, the links 
between MRs and their neighbour nodes. 

6.5.2 Routing Overhead in Multipath DSR 

We assume ns obtains multiple routes to n^ through a single route discovery 
process. The overhead is the number of packets in route discovery plus the route 
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reply packets from no to ng. If all the routes to no are expired, a new route 
discovery process must be carried out. We assume that the route discovery process 
reveals a paths through their neighbours, and that the number of hops from ns to 
no is hi, 2 < i < a. The overhead for flooding the route request is no more than 
(n - 1), plus the route replies along each of the a paths, T̂ ^̂ ĥi. 

Let ta be the arrival time of a new packet destined for n/j, and T be the route 
expiry time for the largest surviving route. The overhead associated with the 
acquiring of a multipath between ns and no is given by 

ta<T 
(6.2) 

{n - I) + Ef^^hi t a > T . 

The route expiry time should equal the time when the last route in the cache 
breaks, called the cache residual time. In order to calculate the expected overhead, 
we need to determine the cache residual time as well as the number of hops in the 
paths sending route replies in (6.1) and (6.2). We will look at each separately. 

6.6 Time to Route Discovery 

The biggest factor driving the network overhead is the initialisation of a route 
discovery process. Route failure only occurs due to ns and no movement. We 
calculate the time until all of the routes in the cache fail (cache residual time). We 
compare the path residual time for single route, cache residual time for multiple 
cached routes through random neighbours, and cache residual time for multiple 
cached routes through selected neighbours as proposed in our multipath DSR. We 
demonstrate that the cache residual time is significantly longer when paths are 
selected as we recommend. 

6.6.1 Travelling Distance to Link Failure 

The MR/neighbour nodes scenario is illustrated in Fig. 6.3. To determine when the 
link between the MR and a given neighbour node, rî , fails, we let rij be at angle 9i 
and distance do,i from the MR. We let the angle between the direction of movement 
of the MR, 9rn, and its neighbour be Ŝ  = 9m - Then the distance that the MR 
has to travel in direction 9„i, before the link with n̂  fails, is given by 

d , = do,^ cos{6i) + ^r^ ( 6 . 3 ) 
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Figure 6.3: An example of two neighbour nodes, rii and n2, at angles 9i and 62 and 
distance do,i and do;2, respectively. The MR moves in a straight line in direction 
Grey dots indicate MR location when the links to nj and 712, respectively, fail. 

6.6.2 Link Residual Time 

The time from when the MR moves from its initial position to the point where the 
link with Ui fails is called the link residual time. The time required for the MR to 
move distance di at velocity v is given by 

V 
(6.4) 

Referring to Fig. 6.4, it can be seen that the link residual time decreases with 

Residual Time For Different Initial Distances 

Figure 6.4: Normalized link residual time as it varies with the number of 
neighbour nodes and initial distance, between 0 and r from (6.3). 
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if the angle between direction of movement and the neighbour is = 7r/2, and 
increases with initial distance if <5, < 7r/3. The reason for this can be seen in 
Fig. 6.5. Here, the 'reception circle' is centred on the neighbour node, and the MR 
angle of movement is 5i with respect to the neighbour. The link residual time is 
proportional to the distance the MR travels in the neighbour's reception circle. 

• f 
- - , 

\MR DI ; •-AIR NI ; \MR HI ; \MR NI ; 

4 it 
, - -

'LO,I=r ' 
M R ! M : MR\ n, n, • MR! n, /' 

5 = ji/2 b = %!•>< 6 = rt/4 S = ii/5 

Figure 6.5: Circles have radius, r, centred on the nearest neighbour, rij, which is 
located at distance do,i from the MR. The MR moves in the direction of angle 5i. 
The direction of movement is denoted by a dotted line. 

Since the nodes are uniformly distributed within the sensing field, the prob-
ability density of distance between the MR and its neighbours linearly increases 
with the distance between them. The PDF can be described by /(fio) = 2rfo/r^ [110]. 
Assume that ~ U[(),2-k) and OM ~ U[().2tt), then the link residual time is a 
random variable denoted RRN- We derive the PDF and CDF from (6.3) and (6.4). 
The PDF and CDF of hnk residual time are and respectively, 
and are given in Appendix B. 

Fig. 6.6 shows the PDF OI RRN- The minimum distance travelled until a link 
breaks is zero when \0jn - Ot\ = n and do, i = r. The maximum travelled distance is 
c?i,max = 2r when \9m — 9i\ = 0 and do, i = r. Thus, the minimum and maximum link 
residual time are Rxnm = 0 and i?rnax = 2r/v, respectively. 

6.6.3 Cache Residual Time 

The probability of initiating a new route discovery is determined by the topology 
scenario and the caching strategy. We have determined when the link to each 
neighbour fails as the MR moves. We also assume that the cache stores a path 
through different neighbour nodes. 

Fig. 6.7 illustrates the scenario when the source MR caches multiple routes 
to the destination MR through its neighbour nodes. When ns and n o move at 
average velocity, vg and vo, respectively, the cache residual time depends on the 
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The PDF of Link Residual Time 

Figure 6.6: The PDF of link residual time between MR and its neighbour from 
from (B.l), (B.3) and (B.5) in Appendix B. The MR moves in random direction with 
V velocity. 

links failure between ris and its neighbours in addition to the link failure between 
no and its neighbours. We will calculate the distribution of the link residual time 
for the two ends in order to find the distribution of cache residual time. 

Figure 6.7: Example illustrates that the source and destination MRs move 
in random directions. The ns cached multiple routes to np through different 
neighbour nodes. The direction of movement is denoted by a dotted arrow line. 

The maximum link residual time between MR and its neighbour increases with 
the number of cached routes, since that decreases the angle between the neighbour 
node and direction of movement. First we consider the cache residual time when 
the route to destination is via randomly arranged neighbours. Then we consider 
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the cache residual time in our routing scheme where the first hop neighbours are 
^-separated, as discussed in Section 6.4.2. 

6.6.3.1 Cache Residual Time - Randomly Selected Neighbours 

In this case we first consider the path residual time for a single route between 
source and destination, then we calculate the cache residual time when the source 
node caches a routes to destination. 

The PDF of cache residual time when the source node caches a single route, 
^path./fW; via a random neighbour node is determined by finding the CDF first, as 
follows. 

= Pr{Rs,^ < t K RD,J >t} + Pr{Rs,^ > t & RD,J < t} 

+ Pr{Rs,r < t & Rdj < t} 

= - + (6.5) 

where RS^i and Rdj, 1 < j < fi are the link residual time between the ns and no 

and their z-th and j-th neighbours, respectively. Taking the derivative of (6.5) it 
can be seen that the PDF of the path residual time is given by 

= - - + f Rkn {t', V d) , 
(6.6) 

where fn^^ {t;v)is from (B. 1), (B.3) and (B.5) and Fr^^ {t-,v) is from (B.2), (B.4) and 
(B.6) in Appendix B. The limits of cache residual time depends on the link residual 
time between the source and destination and their corresponding neighbours. 
Thus, the minimum and maximum cache residual time are equal to 0 and 2r/v, 

respectively. 

When ns stores a multiple routes to no- The cache residual time is equal to the 
time of the last broken path, that is, the maximum cache residual time. The PDF 
of the maximum residual time is determined by finding the CDF first, as follows 

^^cache, UN 

- Pr{{Ri <t)U{R2<t)U---U{R„ < t)} 
a 

= llPr{R,<t} 
1=1 

= (6.7) 
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where i?, is the residual time of a single path. Taking the derivative of (6.7) it can 
be seen that the PDF of the cache residual time is given by 

fRracHe.RN (̂ i ^S. V o) = ^S, ^̂D ) R ^ V D) • (6.8) 

Assume the ns and no move at the same average velocity, vs = VD = v, then 
the CDF of the path residual time for single path is as follows 

^flpath.Hiv (i; = FRR^ - FA^^ {t- v)), (6.9) 

and the PDF of single path is 

= - (6.10) 

The CDF of the cache residual time for multipath is 

and the PDF of the cache residual time for multipath is 

= 2afn^^{f,v){l - - Fn,^it ;v)r -\ (6.12) 

Again, the minimum and maximum cache residual times are equal to 0 and 2r/v, 
respectively. 

6,6,3.2 Cache Residual Time - Our Routing Scheme 

In our routing scheme, the source MR selects routes through neighbours that are 
closest to the direction of movement and destination MR selects routes through 
neighbours at ^-separated angle. In order to calculate the cache residual time, 
we consider link residual time at the source and the link residual time at the 
destination separately, as follows 

• Link Residual Time at the Source, RS,SN 

Assume that ns stores multiple routes to no, each commencing with a 
different neighbour node Ui. We assume ns selects the route to n^ through 
neighbours that are closest to the direction of movement. The residual 
time at the source is the maximum of all the residual times to individual 
neighbours. The PDF of the maximum link residual time RS,SD at the source 
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Figure 6.8: An example illustrates source MR cached routes to destination MR 
through appropriately distributed neighbour nodes of the destination, rii, n2 and 
na. Nodes 712 and 713 are two adjacent neighbours to MR at angles and 3̂, 
respectively, from the direction of movement. 

is determined by finding the CDF first, as follows. 

= Pr{(Rx < i ) U ( i ? 2 < 0 U • • • U < 0 } 

= Y l P r { R , < t } 

i=l 

(6.13) 

where R, is the link residual time of the link between the source node and its 
i-th neighbour. Taking the derivative of (6.13) it can be seen that the PDF of 
the maximum i?, value is given by 

(6.14) 

where is from (B.l), (B.3) and (B.5) and is from (B.2), 
(B.4) and (B.6) in Appendix B. 

• Link Residual Time at the Destination, RD,SN 

Now we consider the link residual time at the destination MR. Fig. 6.8 
illustrates a destination MR selects routes through appropriately distributed 
neighbour nodes (neighbours ^-separated). In order to calculate the distribu-
tion of link residual time, we considered the worst-case scenario where no 
moves exactly between its two adjacent neighbours. The PDF and CDF of 
the individual link residual time for different values of neighbour separation 
angle. Si, are as follows. 

Case I: 61 = 1:/2 (Two neighbours) 
The link residual time, is equal to i?max = r/vo and Rmm — 0 respectively 
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when is at its limiting values 0, r, as shown in Fig. 6.4. In this case 
sin((5j) = 1 and cos{5i) = 0 so (6.3) simplifies significantly, and the PDF 
and CDF of the link residual time are given by 

= (6.15) 

+2 2 
FHsJt-,VD) = (6.16) 

Case II: = 7r/3 (Three neighbours) 
The minimum link residual time, is equal to = r/vp for do,i equal 
to both 0 and r. The maximum hnk residual time /?,nax = r/{vD sm(7r/3)) 
is achieved when do^i = r/tan(7r/3), as shown 

in Fig. 6.4. In this case 
sin((5,) = \/3/2 and cos{S,) = 0.5, so the PDF and CDF of the link residual 
time are given by 

fHsAt;vo)= , (6.17) 

FRs;,{f-,VD) = I 0 . 7 5 t H l . (6.18) 
Case III: < TT/A (Four or more neighbours) 

The minimum link residual time, is equal to i?niin = r /vo for do,i = 0. 
The maximum hnk residual time, i?,niax = 2r c.oii{5)/vo, is achieved when 
do,i = r. Since 6i varies, (6.3) must be treated as general. The PDF and 
CDF of the link residual time are given by 

= ^{4tVDC0ii\S) - 2tvo 

FRs^{t;vD) = ^ { r " ^ + cos^(5) 

(6.19) 

1 
J.: 

- 2tvD cosi6)^t^vl cos^S) - fivl + r2). (6.20) 

Each of the CDF functions is illustrated in Fig. 6.9. 
The residual time at the destination, RD,SN, is the largest of the residual 
times to the two neighbours that no passes between. Since the no selects 
routes that are 6'-separated at the neighbour node, the last link to break is 
via the neighbour node that is in the closest position relative to destination 
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movement. In this scenario the PDF of the destination Unk residual time, 
RD,SN, is determined by finding the CDF first, as follows: 

FR^^,^{t) = Pr{umx{RsN <t}} 

= Pr{{RsNi <t)U{RsN2<t)} 

= FLJt-,VD), (6.21) 

where Ri and i?2 indicate residual times for the two closest neighbours. 
Taking the derivative of (6.21) it can be seen that the PDF of the maximum 
Ri value is given by 

(6.22) 

Effect of Neighbours Spread on Link Residual Time 

-9-8=11/2 

-o- S,= it/3 

6=n/-( 
- - 6=11/5 

8=11/6 

Linit Residual Time,/?, 

Figure 6.9: The CDF of the link residual time, for our scenario, where ris moves 
between two neighbours from (6.16), (6.18) and (6.20). The angle between the 
direction of movement and neighbours varies from tt/O to n/2 and the node moves 
at velocity vd = O.lr. 

Now, we can calculate the cache residual time in our routing scheme by 
calculating the CDF of cache residual time as follows 

vs,vo) = Pr{Rs,sN < t k Rn,SN >t} + Pr{Rs,sN > t & Rd,sn < t] 

+ Pr{Rs,SN < t & RD,SN < t} 

= - FR .̂SNit-̂ Vo)) + (1 -
+ Frs,SN '^S)FR^SN ^D) 

= ^s) + Fl^^ {t- vo) - F^^^ it- (i; vd). (6.23) 



6.6 Time to Route Discovery 

Taking the derivative of (6.23) it can be seen that the PDF of the cache Ri value is 
given by 

/FLCACE.SN VS. Vd) = VS)fR^^{t- VS){l " F^^^ {t' Vd)) 
+ VD)fRs^ {t; VD)il - F^^Jt; vs)). (6.24) 

Fig. 6.10 shows a comparison of the PDF of the cache residual time when the 
source MR caches random paths to destination with our routing scheme. The result 
shows that the cache residual time is larger in our routing scheme for the same 
number of paths. In addition, the cache residual time increases with the number 
of paths. It can be seen that the cache residual time in our scheme cannot reach the 
maximum cache residual time, 2r/v, since we considered the worst-case scenario 
that the destination MR moves exactly between its two adjacent neighbours. 

Cache Residual Time Foro Multipatii 

RN, o = 5 
RN, o = 8 

- - SN, a = 5 
SN. (5 = 8 

Cache Residual Time 

Figure 6.10: The PDF of the cache residual time, for randomly selected neighbours 
from (6.12) and our routing scheme from (6.24) when the number of paths equals 
to 5 and 8 and v — vs — vo-

6.6.4 Packet Arrival Time 

Routes are only sought if ns actually needs a route to send a packet from ng to no. 
Packet arrival time, ta, is generally modelled as having an exponential distribution, 
with parameter Xa appropriate to the given network. We use this model here. The 
PDF and CDF of arrival times are given by 

ut) = A.e-^-S 

= 1 - e-^^K 

(6.25) 

(6.26) 
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In this section we have presented a statistical model of the topology scenario. 
In Section 6.8 we will use this model to develop an analytical model of the expected 
overhead. First we estimate the hop count between the source and destination that 
is necessary to calculate the expected overhead. 

6.7 Path Length in Hops 

In this section we calculate the expected hop count between the source and 
destination MR. We use our model demonstrated in Chapter 5 to estimate the 
hop count assuming the distance between the source and destination is LSD-
Since the neighbour nodes are independent and identically distributed in the 
sensing field, the expected distance between the source and destination is LSD 
when neighbour nodes are randomly selected. Thus, the expected hop count is 
E{hop\LsD}- However, the hop count is larger in our routing scheme since the 
destination MR augments the routes to be through selected neighbours. The work 
in [110] shows that when the sensor nodes are uniformly distributed in the sensing 
field, the average distance between nodes is 2r/3. Thus, the number of extra hops 
in our scheme is 2E{hop\2r/'S}. In summary the hop count is given by 

{ E{hop\LsD} randomly selected neighbours, (g 27) 

E{hop\LsD} + 2E{hop\2r/3} our scheme. 
Referring to Chapter 5, for a dense network, the expected hop count equals LsD/r+ 
1 for randomly selected neighbours and the number of extra hops equals 10/3 for 
our routing scheme. 

6.8 Expected Overhead 

In this section we consider the expected overhead with the occurrence of data-
packet requests and new route requests. The expected overhead is equal to the 
cost of an individual route discovery process, multiplied by the probability that the 
route is necessary. The probability of route discovery is determined by the topology 
scenario and the caching strategy. We start with the expected overhead in single 
path routing, then consider the overhead in multipath routing. 

6.8.1 Single Path 

In this case we assume that the cache at ris stores a single route for each no- In 
order to incur routing overhead, the route must have broken prior to the arrival 
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of the next packet to send. That is, ta > R. As ta and B. are independent random 
variables, the probabihty that ta> R is 

/•fimax TOO 
Pr{ta > R } = / fa{ta)fR{t)dtadt 

pffinax 
= / { l - F , { t ) ) M t ) d t 

^ ̂ niin 
^̂max 

(6.28) 
r̂nin 

where R is the residual time, and represents Rpath,RN in which case //?(<) will be 
given by (6.10). Similarly R may be the cache residual time Rcache,RN or Rcache,SN-

Assume that ns and no move at the same average velocity, v = vs = vo- The 
corresponding values of are i?niin = 0 and i?rnax = 2r/v. Then, the expected value 
of the routing overhead is 

i?{OH|single path} = (n + E{h} - 1) e'^-'fR^^^, ^Jt)dt. (6.29) 
Jo 

We have used the fact that neighbour nodes are independently placed, so link 
residual times are independent of each other. Unfortunately, there is no closed 
form solution to (6.29), so it must be calculated numerically. Note that the expected 
overhead is independent of the number of neighbours when only one route is 
cached. 

6.8.2 Passive Multipath 

We assume that the routing protocol is configured to avoid route discovery as long 
as possible. If there are multiple routes in the cache, the moving source node will 
progressively lose connection with the first hop in each route. If there are routes 
originating with each neighbour node, the last route to be broken in this way will 
correspond to the closest neighbour in the direction of movement. 

The cache at ns stores multiple routes to no, via different neighbour node. 
Assume a route to no is stored with probability P. The probability that there are 
a <d routes cached is equal to 

Pr(^) = uf - (6.30) 
a\{d — cry. 

In particular, if P = 1, then there are a = d cached routes with probability 1. 

As mentioned above, in this case the source node can use the route through 
the neighbour closest to its direction of movement, 6m, so the cache residual time 
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is determined by (6.8). No route discovery process is incurred until the link to that 
closest neighbour breaks. 

Combining (6.8)(6.28) and (6.30), we can determine an expression for expected 
overhead when multiple paths are cached. 

i?{ OH I passive multipath} 
/-flmax 

= ( n + E { h } P r { a ) • • ( i ; V D ) d t 
(7=0 •^^min 

- (n + E { h } - 1) [(1 + - P f - " 

Jo 
(6.31) 

Assume that the n s and n o move at the same average velocity, v , then the expected 
overhead is as follows 

is{OH|passive multipath} 

= ( n + E { h } r ' " ' " P r { a ) • • ( t ; v ) d t 
Q J Rn ^cache.RN ' "̂min 

d! = { n + E{h} - 1) [(1 - P f + Y ^ J L - P f " " 
(7= 1 

f l T j v 

J 0 
(6.32) 

where (i; u) is from (6.12). In the special case where P = 1, then a = d . 
That is, ns stores one route to rip through different neighbour node. We find that 
the expected overhead when there are d paths in the cache is 

FjOHIpassive multipath} 

= (n + F{h} - 1) v ) d t 
Umin 

= (n + F{h} - - -

(6.33) 

There is no closed form solution to either (6.32) or (6.33), so they must be calculated 
numerically. Note that in both cases the expected overhead is now dependent on 
the number of neighbours. 
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6.8.3 Active Multipath 

In this section we consider the expected overhead for active multipath. First we 
calculate the expected overhead when the source and destination randomly select 
paths through their neighbours, then we consider the overhead in our routing 
scheme as described in Section 6.4. 

In active multipath, we consider the expected overhead incurred by data-
packet requests and new route requests. The expected overhead is equal to the 
cost of an individual route discovery process, multiplied by the probability that the 
route is broken. 

In order to find the expected overhead when the ris and no randomly select 
paths, we combining equations (6.2) and (6.8) . We have the following expression 
for the expected overhead when ris and rip move at velocity vs and vd, respectively. 

i?{OH active multipath, randomly selected neighbours} 

= (n + aE{h} - 1) / {t; vs, VD)dt 
Jo 

= {n + aE{h} - r (6.34) 
J 0 

and the expected overhead in our routing scheme is 

-EjOHIactive multipath, path through 0-separated angle} 

= {n + a E { h } - l ) (6.35) 

Assume that the rig and no move at the same average velocity, v, then the expected 
overhead is a follows 

i?{ OH I active multipath, randomly selected neighbours} 
l-2r/v 

= {n + aE{h}-l)2a / fn^Jt;v){l -
Jo 

F-^i - Fn^Ai-^^Wdt, (6.36) 

FlOHIactive multipath, path through ^'-separated angle} 

+ 2Fns^ {t- it; v ) { l - (t; v)))dt. (6.37) 

Recall that fn^^ {t; v) and FR^^ (t; v) are the PDF and CDF obtained in Appendix (B) 
and v) and FR^^it; v) are the PDF and CDF obtained in Section 6.6.3.2. The 
values of R^m and i?max depend on the number of paths, a. There is no closed form 
solution to (6.36) and (6.37), so they must be calculated numerically. 
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6.9 Results 

In this section we present and discuss results of theoretical calculations and Monte-
Carlo simulations, conducted in MATLAB, for expected overhead given in (6.32), 
(6.36) and (6.37). 

In the simulation, nodes are uniformly distributed in a circular sensing field 
with radius 6r. The maximum transmission range (r) of each node is set to 100m. 
The source MR sends data-packets to the destination MR at arrival time ta seconds 
while they move in a random direction and average velocity, v. 

Since the MR could be carried by a variety of mobile entities such as a robot 
or Unmanned Aerial Vehicle (UAV) plane, we consider different velocities for the 
MRs, such as 50, 10 and 5 m/s (0.5r, O.lr and 0.05r m/s), which we will refer to as 
high, medium and low velocity, respectively. 

For each instance of the simulation, sensor nodes are uniformly distributed 
in the sensing field and the network connectivity is tested to ensure there are no 
partition subnetworks. To isolate the effect of multipath routes, the source and 
destination MRs are randomly deployed in the sensing field such that the initial 
distance between them is LSD- Each MR caches the location of its neighbours in 
the neighbour table. The packet arrival time, ta, at source MR, is then generated 
according to an exponential distribution with parameter Aa = 0.1, which will be 
compared to the cache residual time, and the overhead is counted. In order to find 
the number of hops between the neighbour nodes and the destination, the BFS 
algorithm is used to find a routing tree rooted at the destination MR. 

6.9.1 Low Node Density Network - Randomly Chosen Paths 

First, we consider a network with low node density, d = 6. We consider the scenario 
of passive and active multipath routing. The expected overhead for passive and 
active multipath routing as they vary with number of paths and MRs velocities 
are illustrated in Fig. 6.11. We assume the distance between the source and 
destination MRs is Lsd = 6r. In passive multipath, we consider different values 
for probability, P, for the source MR to cache multipath routes. That is, for any 
particular number of multipaths, a, we choose P such that the expected number 
of paths, E{<j} equals a. Thus, for the expected number of paths equals 2,3,4,5, 
and G, the probability, P, is 1/3,1/2,2/3,5/6 and 1, respectively. The theoretical 
overhead for passive and active routing are from (6.32) and (6.36), respectively, 
and they match well with the corresponding simulation overhead. 

The results shows that the number of paths and velocities, have a significant 
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Expected Paths 

Figure 6.11: Overhead as it varies with source and destination MRs velocities, for 
passive and active multipath, (6.32) and (6.36), respectively. Lsp = 6r and d = (i. 
Simulation results are depicted by markers while theoretical results are depicted 
by lines. 

effect on overhead. For passive multipath routing, the overhead decreases with 
the number of paths for different MR velocities, since increase in the number of 
paths decreases the number of route discoveries by providing alternative routes to 
the destination. The high overhead for the passive routing when the probability 
of getting routes is small is because there is significant probability that no path 
actually exists in the cache, even though the expected number of paths is 2 or 
3. However, the effect of the number of paths on overhead is less pronounced at 
high velocity, since at high velocity the path residual time for all routes is very 
small so that it has no effect on overhead. In practice the number of paths in 
passive multipath is determined by the probability, P, of learning paths, which is 
determined by the amount of traffic in the network. 

Comparing the overhead for passive and active multipath routing, the results 
show that at low and medium velocities, the overhead is lower for the active 
multipath routing than the passive one for a small number of paths. However, at 
high velocity, the overhead increases with the number of paths for active multipath 
routing since, as the velocity increases, the number of route discoveries increases 
which outweighs the reduction in overhead due to providing alternative paths to 
destination. 
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6.9.2 High Node Density Network - Random or Selected Paths 

In this section we consider a dense network with d = 2Q and active multipath 
routing scenario where source MR stores a < d routes to each destination 
because the number of paths in the passive multipath cannot be guaranteed 
(since it depends on network traffic). We consider our routing scheme such that 
the source and destination MR modify routes to be via appropriately selected 
neighbours. Algorithm 2 is implemented at the destination MR to select neighbours 
at 0-separated angle, while the source MR modifies the routes to be via the 
neighbour that is closest to the direction of movement. 

Fig. 6.12 shows the simulation and theoretical overhead for randomly selected 
multipath routing and our multipath routing scheme, (6.36) and (6.37) respectively, 
at low, medium and high velocities. It can be seen that the theoretical and 
simulation results match very well except that the theoretical overhead in our 
routing scheme is higher than that simulated when the number of paths equals 2 
and 3. This is because we have considered the worst-case scenario in the calculation 
of the expected overhead in which the destination MR moves exactly between 
its adjacent neighbours (refer to Fig. 6.8). As the number of paths increases the 
difference in overhead between the theory and simulation decreases, as the angle 
between neighbours decreases. The results also show that in low velocity the 
overhead decreases with the number of paths. However, the reduction in the 
overhead decreases with the number of paths to be almost negligible after six 
paths. 

To evaluate the performance of our routing scheme, we compare the routing 
overhead for our multipath routing scheme, randomly selected multipath routing 
and the Braided multipath routing scheme that is proposed in [11]. The Braided 
multipath routing scheme relaxed the requirement for node disjointedness and 
the alternate paths are partially disjoint from the primary path (the path with 
minimum hop count). It can be seen from Fig. 6.13 that under different velocities 
for the source and destination MRs, the routing overhead in our scheme is lower 
than for a randomly selected neighbour and the Braided multipath routing scheme. 
This is because the cache residual time in our routing scheme is higher than the 
cache residual time at randomly selected neighbours as shown in Fig. 6.10. 

Moreover, it is interesting to see that the routing overhead for randomly 
selected neighbours is lower than that in the Braided multipath routing scheme. 
Since most of the neighbour nodes (of source and destination MR) of the alternative 
paths in the Braided scheme are very close to the neighbours of the primary path 
and hence the paths fail very quickly when the MRs move in the opposite direction 
to the neighbour nodes. 
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Overhead in Active Multipath, L = 6 r 

9 10 

Figure 6.12: Overhead in a dense network as it varies with source and destination 
MRs velocities, for randomly selected paths and our multipath routing scheme, 
(6.36) and (6.37), respectively. LSD = 6r and d = 20. Simulation results are 
depicted by markers while theoretical results are depicted by lines. 

The results also show that at high velocity and for a low number of paths 
the overhead decreases with the number of paths, since alternative routes to the 
destination decrease the number of route discovery processes. However, after a 
certain number of paths, the reduction in overhead, due to providing alternative 
paths, is outweighed by the route replies for each discovered path so the expected 
overhead increases. We see from the results that the minimum overhead can be 
achieved in our routing scheme when the source MR has six multipath routes. 

6.10 Conclusion 

In this chapter we considered multipath routing to provide an interaction between 
MRs. Sensor nodes are used to provide routing paths between the source and 
destination MRs via multihop communication. The number of paths in a multipath 
routing protocol and the distribution of neighbouring nodes in the discovered 
routes are studied when the source and destination MRs move in arbitrary 
directions with various velocities. We considered passive and active multipath 
routing mechanisms. We proposed an active multipath routing scheme for a dense 
network where the source and destination MR select routes through appropriately 
selected neighbours. An analytical model has been developed and verified by 
simulation. 

We show that the number of paths has a significate effect on the network 
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Overhead Comparision in Active Multipalh, L = 6 r 

Figure 6.13: Overhead comparison in a dense network as it varies with source and 
destination MRs velocities, our multipath routing scheme, for randomly selected 
paths and the Braided scheme [11]. LSD = G?- and d = 20. 

overhead for active and passive multipath routing. We show that at high velocity 
and in a low-node density network the number of paths has less effect for passive 
multipath while the overhead increases with the number of paths for active 
multipath routing. 

We show that our routing scheme improves the network overhead compared 
with randomly selected neighbours and the Braided multipath routing scheme. In 
addition the network overhead is dependent on the MRs velocity and the number 
of paths corresponding to the neighbours of the source and destination MRs. For 
low and medium velocity, the network overhead decreases with the number of 
paths since that decreases the number of route discoveries by providing alternative 
routes to the destination. For high velocity when the number of paths is too small, 
the overhead is increased because of increased need for route discovery, otherwise, 
the overhead is increased because of an increased number of route reply packets. 
Thus the multipath routing can significantly reduce the network overhead. We 
have shown that, in most cases, the network overhead is minimized when the 
moving source and destination MR has six paths via appropriately distributed 
neighbours. 



Chapter 

7 
Conclusions and Future Work 
In this chapter, we state the conclusions drawn from the thesis. We also describe 
possible areas of future research arising from this work. 

7.1 Conclusions 

With the development of wireless sensor network technology and applications 
such as those that monitor the physical environment, there is increased focus on 
the use of mobile sensors to achieve desired network requirements. This thesis 
is concerned with exploring how the use of mobility in WSNs effects network 
performance. In WSNs the energy consumption of sensor nodes is a crucial 
consideration, since sensor nodes are powered by small batteries. It has been 
shown in Chapter 2 that using a mobile base station (BS) or mobile relays (MRs) 
can prolong network lifetime. 

In this thesis we propose path planning for a mobile BS considering the time 
required for data gathering. We show the effect of BS mobility and its limitations. 
We also consider the use of MRs for data gathering. We highlight the interaction 
among MRs while they move in the sensing field for data gathering. We consider 
the effect of MR speed on path failure and how to design a routing protocol that 
decreases the effect of path failure among MRs due to mobility. Based on the above 
aspects, we draw the following conclusions. 

(i) Using a mobile BS for data gathering improves network lifetime by balancing 
energy consumption among sensor nodes. Increased data-gathering delay is 
one of the disadvantages of this approach, since the speed of a mobile BS 
is very slow compared with the speed of data-packet travel in a multi-hop 
forwarding approach. In Chapter 3 we presented a cluster-based algorithm to 
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determine the trajectory of a mobile BS for data gathering within a specified 
delay time. Sensor nodes send their data to the cluster heads and the mobile 
BS roams the sensing field and visits only the cluster heads to gather sensing 
data. Our technique aims for an equal number of sensors in each cluster 
in order to achieve load balance among the cluster heads, since each cluster 
head has to forward the sensing data of the cluster nodes to the mobile BS. 
We show that there is a tradeoff between data-gathering delay and balancing 
energy consumption among sensor nodes. 

(ii) The number of clusters is an important parameter that determines the 
amount of data each cluster head has to forward to the BS. We analyse 
our algorithm in Chapter 4 to show how to choose the number of clusters 
to ensure there is no packet loss as the BS moves between clusters. We 
provide an analytical solution to the problem in terms of the speed of the 
mobile BS. Simulation is performed to evaluate the performance of the 
proposed algorithm against the static case and to evaluate the distribution 
of energy consumption among the cluster heads. We show that the use 
of clustering with a mobile BS can improve the network lifetime and our 
proposed algorithm balances energy consumption among cluster heads. 

(iii) There are significant constraints on the velocity of the mobile BS. Increasing 
the velocity of the mobile BS can help to reduce data-gathering delay, however, 
that increases the cost of the mobile BS and reduces the time available for 
data gathering from cluster heads. Moreover, in Chapter 4 we have shown 
that, for any given network, there is a maximum speed beyond which there 
will inevitably be packet loss. 

(iv) As the network scale expands, the number of sensor nodes increases. In order 
for the cluster heads to get enough time to send cluster-sensing data to the BS, 
we need to increase the number of clusters. However, in the analysis of our 
algorithm in Chapter 4, we show that increasing the network scale causes 
packet losses even if the network nodes are clustered with the maximum 
number of clusters. For given network parameters, after a certain network 
radius, the time required for sending cluster-sensing data exceeds the residual 
time for data transfer from cluster head to the BS. 

(v) In order to address the challenge of large-sensor networks, we consider the 
use of cooperating MRs for data gathering, in order to achieve no packet 
loss as network scale increases. To allow MRs to freely move in the sensing 
field, we assume the scenario that MRs can interact with each other using 
sensor nodes via multi-hop communication. A routing scheme to provide 
multipath routing among MRs with minimum network overhead is proposed 
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in Chapter 6. 

(vi) As the MRs move in the sensing field for data gathering, paths among them 
fail as the links with their neighbours are broken. As the velocity of MRs 
increases, the frequency of path failure increases, which incurs more network 
overhead for finding new paths. In Chapter 6 we model the expected network 
overhead when the source MR caches multiple paths to the destination. We 
consider the effect of the number of paths in passive and active multipath 
routing for different MR speeds. In general increasing the number of paths 
improves network overhead. However, this is not the case for high MR speed 
in the active multipath case. 

(vii) The effect of the distribution of neighbours of MRs is also studied in Chapter 6. 
Our active routing scheme allows the destination MR to create routes to the 
source via 0-separated neighbours. In spite of our routing scheme increasing 
the hop count between the source and destination, we show that the network 
overhead decreases compared with randomly selected multipath routing. This 
is because providing paths via neighbours in different directions increases the 
cache residual time between the source and destination MRs. 

(viii) Common approaches to model hop count do not correctly address how the hop 
count is effected by low node density. Modeling the hop count between the 
source and destination MRs is required for the analysis of expected network 
overhead in Chapter 6. In Chapter 5 we propose an analj^ical model to 
estimate the hop count between source-destination pairs for arbitrary node 
density when network nodes are uniformly distributed in the sensing field. 
The effect of hop progress and connectivity on hop count are considered at 
different node densities. We consider the shortest path with the minimum 
number of hops between the source and destination. The analytical model 
is verified by simulation. We show that the hop count is small for small node 
degree and increases with increasing node degree to reach its maximum value 
when the node degree equals five. We refer to this network density as the 
threshold density. The hop count then decreases with increasing node degree 
to reach its minimum value. This model can be used in many applications 
such as localization, communication-protocol design and other areas. 

7.2 Future Work 

Research into the use of mobility in WSNs is yet to fully mature. More research is 
required to investigate the benefits that can be gained by using a mobile BS or MRs. 
In addition, the consequences of mobility on other aspects of network performance 
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should be analysed. There are a number of further research directions arising from 
the work presented in this thesis, including: 

(i) The extension of our BS algorithm in Chapter 3 to consider data aggregation 
at the cluster heads in order to reduce the volume of sensing data. In this 
case, the neighbour nodes of cluster heads, rather than the cluster heads 
themselves, consume more energy than any other nodes in the network, since 
they have to relay the sensing data received from other sensor nodes to the 
cluster heads. Thus, changing the length of the BS tour changes the load 
balance among neighbour nodes of cluster heads in this case. We expect that 
the maximum velocity of the mobile BS (such that there are no packet losses) 
is higher than for our algorithm since the cluster heads have smaller volumes 
of data that need to be sent to the BS. Moreover, the network scale can also 
expand to be able to collect sensing data of more cluster-sensor nodes. The 
analysis of this scenario has to consider different types of data-aggregation 
functions and the delay associated with data aggregation. 

(ii) The work in Chapter 3 can be extended to allow the BS to dynamically 
select cluster heads after a number of data-gathering rounds, based on the 
residual energy of cluster heads. In order to satisfy the delay requirement for 
data gathering and balance the energy consumption within each cluster, we 
assume the sensor nodes that are not currently cluster heads are candidates 
for being new cluster heads. A set of cluster heads is selected that are closest 
to the previous cluster head, such that the tour length is no greater than the 
maximum allowed tour length. 

(iii) Connectivity and energy efficiency are the most fundamental issues for WSNs. 
Various topology-control algorithms have been proposed to maintain the 
connectivity of the communication graph and reduce the energy consumption 
of node transceivers, via adjusting transmission ranges. However, the effect 
of node mobility is not fully considered in the design of topology-control 
algorithms. In particular, the results of Fig. 6.4 shows that longer links 
give increased link residual time when these are sufficient well distributed 
neighbours. While longer links required more energy at the node, this will 
reduce total network energy consumption by avoiding control packet overhead 
incurred requesting a new route. For a given average node mobility, there will 
be an optimal transmission range so that links are sufficiently long to avoid 
unnecessary network overhead. 

(iv) The effect of the wireless channel, such as path loss and interference can be in-
corporated. The selection of cluster heads in Chapter 3 can include cross-layer 
consideration by modifying the metric for selection of real cluster heads. In 
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addition to considering the distance to the virtual cluster head, the reliability 
of communication can be included. Channel effect can also be considered in 
the routing scheme for mobile relays in Chapter 6. The neighbour selection at 
the source has to select the neighbour that shows the highest communication 
reliability even if it is not the closest one to the direction of movement. In 
the same way the neighbour selection Algorithm 2 can be modified to consider 
the set of neighbours with maximum communication reliability. Therefore, 
the number and the distribution of neighbours and hence routing paths will 
depend on the communication environment. 

Determining the location of sensor nodes is important in many aspects in 
WSNs. There is increased focus on the use of mobile BS for localization. The 
mobile BS (such as an UAV helicopter) can be used to estimate the location of 
limited energy and limited mobility sensor nodes, in applications such as animal 
tracking, where it is not possible to equip a GPS for each sensor node. Instead 
we assume only that the BS is equipped with a GPS, and aim to find the moving 
trajectory of a BS in order to localize as many sensors as possible with minimum 
time delay. We consider two mechanisms of sensor localization based on the ability 
of sensor nodes to use single hop or multi-hop communication: 

(v) If sensor nodes are only capable of single hop communication, we assume 
sensor nodes are carried by small animals (such as a frog). Each sensor 
node periodically transmits a beacon signal at a specified frequency. The BS 
initially has to randomly roam the sensor field. When it receives a beacon 
from a sensor it estimates sensor location using, for example, a directional 
antenna. The estimated location of sensor nodes is buffered and used to 
dynamically modify the trajectory of the BS. The BS needs to be as close as 
possible to each sensor node to improve estimation accuracy. In addition, it 
has to cover most of the sensing field in order to increase the probability of 
visiting the transmission range of all sensor nodes. 

(vi) If sensor nodes are capable of multi-hop communication, the BS periodically 
broadcasts a beacon packet to inform sensors to send a reply. Each sensor 
node receives the beacon packet, adds its address and rebroadcasts the packet. 
A reply packet is sent by each node to the BS through multi-hop routing, 
using the same path by which the beacon packet was received. When the BS 
receives the reply packet it estimates the distance of sensor nodes by using 
the number of hops and node density as illustrated in Chapter 5. In order 
to improve estimation accuracy and reduce delay the distance (maximum 
number of hops) between sensor nodes and the BS needs to to be minimized by 
planning the moving trajectory of the BS. An algorithm is needed to find the 
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trajectory of the BS that balances the hop count between the BS and sensor 
nodes within a specific time. 
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The PDF and CDF of Link 
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B.l List of the PDF and CDF of Link Residual Time 

We derive the PDF and CDF ofR, from (6.3) and (6.4). Recall that R, is a function of 
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