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Chapter 1: Introduction

Figure 1.1: Sensor networks [1].
follows:

e Mobility of nodes: Nodes in wireless sensor networks are not assumed to be
fully mobile, enabling all or a subset of nodes to provide stationary sensing
abilities.

e Size of the network (scalability): The network size of sensor networks is much
larger than that in ad hoc networks.

e Node density: The node density in sensor networks is larger than in ad
hoc networks, which offer a small number of hops between the source and
destination in sensor networks.

e Power constraints: Nodes are considered to be highly energy constrained as
battery reserves are not easily replenished.

e Data sink, In general, nodes in wireless sensor networks send data packets
(sensing data) to a sink, while in ad hoc networks any two nodes could be the
source and destination of data packets.

The topology of WSNs is variable due to both mobility of a subset of nodes
and node failures (due to energy issues). The goal of WSNs is to reduce the
energy consumption of sensor node, in order to prolong its lifetime. Protocols
must be designed which enable power conservation at the expense of degradation
in throughput and delay characteristics.

A flat network architecture for WSNs leads to several challenges in terms
of routing design, energy conservation and network management. Therefore, a
hierarchical sensor network architecture is introduced, in the following section.






Chapter 1: Introduction

: Outside Observer
y Cluster Head Layer

Figure 1.2: A two-layer hierarchical sensor network [2].

energy saving can be achieved by reducing or completely avoiding costly multi-hop
wireless transmissions.

Mobility in WSNs can be achieved by using vehicles or people carrying sensors.
The energy consumption of mobile devices is less constrained as they can replenish
their energy supplies because of their mobility. However, the primary disadvantage
of this approach is increased latency. For instance, the typical speed of several
practical mobile device systems is approximately 0.1 — 1 m/s [38]. Thus, it takes
more than 16 min for a mobile device to take a tour of length | Km to gather
sensing data, which may not meet the delay requirements of some data-intensive
applications.

In some applications like disaster management it is more efficient to use
vehicles since the environmental conditions are harsh. The mobile device could also
be carried using aerial and remotely piloted vehicles [39]. For instance, a number
of unmanned aerial vehicles (UAVs) such as helicopters can co-operate with ground
sensor nodes for data gathering in mission-critical application. Generally, the
mobility of BS can be classified into three types according to the mobility pattern
of the entity upon which the BS is mounted as follows:

1. Random Mobility: This can be achieved for example when the BS is mounted
on humans and animals [40], in this case the probability of the BS collecting
all sensing data is low since the BS opportunistically visits sensor nodes.

2. Predictable Mobility: In this case the BS is mounted on an entity that moves
on a fixed track or path that cannot control its direction or speed, but which
moves at a regular time, for example a BS mounted on a bus or train. Thus,
the sensor nodes can predicate when the BS may move around to send their
data [41][42].

3. Controlled Mobility: When the BS is mounted on a robot or UAV plane, then
the direction and speed of the BS can be controlled. Several algorithms are

10
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Component |

Sensor A

1

1
Mobile + Sensor A

|
Sensor B Mobile © + Sensor B

|
Component II Component IT

Phase 1 Phase 2

Figure 1.4: Using mobile sensors (MRs) to extend the lifetime of the
bottleneck nodes [4].

sensors by inheriting sensing, transmission and receiving responsibilities.
For example, Wang et al. [4] assume the network shown in Fig. 1.4. The
whole network is composed of two components that are connected via sensors
A and B. Thus, these two sensors are the bottleneck nodes since they
have to forward all network traffic between the two components. An MR
can inherit the responsibility of sensor A and B at some time and thus the
network lifetime is improved. A mobile BS and MRs can roam a sensing
field (connected/disconnected) and gather data from sensor nodes through
a short transmission range. The energy consumption of each sensor node
is then reduced, since fewer relays are needed for the sensor node to relay
its data packet to the BS. In order to maximize network lifetime, mobile
BS and MR can collect data using single-hop communication, however, that
increases data-gathering delay since the mobile BS and MRs have to visit
the transmission range of each sensor node. On the other hand, using
multi-hop communication for data gathering decreases data-gathering delay
and decreases network lifetime. Therefore, path planning of a mobile BS and
MRs is a critical issue in maximization of network lifetime and to meeting
data-gathering delay requirements.

1.5 Contributions

Our contribution in this research can be divided into two parts:

12

e We consider data gathering in a mobile BS environment, subject to a specified

tour delay-time constraint on the mobile BS, by adopting a clustering-based
approach. To reduce the energy consumption of a cluster head to forward



























2.2 Mobility to Reduce Energy Consumption

Number of Sensors Still Alive After a Number of Simulation Rounds
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Figure 2.1: Network lifetime using direct communication and minimum-
transmission energy routing [5].
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Figure 2.2: Sensors that remain alive are indicated by circles and sensors that are
dead are indicated by dots. The BS located at 100 /n from the closest sensor node,
xr =0,y = —100 m. (a) For direct routing, (b) For minimum-transmission energy
routing [5].

minimum-transmission energy routing, since the nodes closest to the BS are used
to route a large number of data packets to the BS. Thus these nodes die out quickly,
causing the energy required to get the remaining data to the BS to increase and
more nodes to die. Therefore, the area of the environment is no longer being
monitored. On the other hand, the results also show that the sensor nodes
farthest from the BS die out first for direct transmission since they have the largest
transmission energy.

21









Chapter 2: Background

Data Speed | Considered
Reference Clustering gathering effect packet
delay loss
Kansal et No No Yes Yes, speed
al. [75] control
Ma and Yes No No No
Yang (6]
Saad at Yes No No No
el. [79]
Sugihara No Schedule Yes Yes
and Gupta to reduce
[76, 77, 13] latency
Gao and No Yes No No
Zhang [78]
Xing et No Yes No No
al.[38]
Luo and No No No No
Hubaux [43]
Chapter 2 Yes Yes Yes Yes
and 3

Table 2.1: Comparison considered for mobile BS in the literature.

It can be seen that none of the literature considers organizing sensor nodes into
clusters for data gathering within a specified delay time. Ma and Yang [6] and Saad
at el. [79] only considered clustering sensor nodes and collecting data from cluster
heads. However, they did not consider data gathering delay. Gao and Zhang [78]
and Xing et al.[38] considered the data gathering delay. However, they assumed
that the sensor nodes have the ability to cache sensing data of other nodes. In
addition, the reports did not consider the effect of mobile BS speed on the number
of clusters and packet loss when the BS moves from one cluster to another.

Kansal et al. [75] proposed a speed control technique to reduce the number
of packet losses. However, they assumed the mobile BS moves on a fixed path
and uses a direct diffusion approach for data gathering. Sugihara and Gupta
[76, 77, 13] considered the BS can change its speed in order to minimized
data-delivery latency and minimize the energy consumption of sensor nodes.
However, they did not consider organizing sensor nodes into clusters for data
gathering. In contrast, we assume sensor nodes are organized into clusters and
the cluster heads are visited by the BS within a specified delay time. Clustering in
our algorithm is determined by equal-sized geographic regions. Statistical methods

24












Chapter 2: Background

They studied two ways MRs interact with each other, either directly or via nodes.
The MRs need to synchronize their movements to exchange data directly, while
nodes are required to have enough storage and energy for buffering and relaying
data among MRs. The same authors in [72] proposed an algorithm to find the route
of an MR under the constraint of data-delivery delay when the network nodes can
adapt their trajectory to meet the relay and transmit or receive packets. Bin Tariq
at el. in [91] assume the network nodes are move arbitrarily so that it is difficult
to determine when the MR can contact mobile nodes.

Muli-hop Speed Communication | Send data | Mobility
Reference Path i

forwarding | effect range of MRs to the BS type
Ma and Yang | Varies No No Long Direct/ via | Controlled
[83] others MRs
Jea et al. Fixed Yes Yes Long Via other Controlled
[85] MRs
Marta and Fixed and Yes Move and | Long Via other Controlled
Cardei [88] varied stop MRs
Somasundara | Varies No No Long Unspecified | Controlled
et al. [71]
Ma et al. Unspecified | Yes No Long Via other Predictable
[86] MRs & randomly
Chakrabarti Fixed No Yes Long Unspecified | Predictable
et al. [41][84]
Ma and Yang | Varied Yes No Long Via other Controlled
[2] MRs
Banerjee Varied Yes No Long Via other Controlled
et al. [87] MRs
Shah et al. Unspecified | Yes No Short Via access Randomly
[40] point
Zhao and Varied Yes No Same as Via other Controlled
Ammar [92] node MRs/nodes
Chapter 6 Varied Yes Yes Same as Via other Controlled

node nodes or randomly

Table 2.2: Comparison of using MRs.

Table 2.2 summarizes the related literature in terms of path planning, using

multi-hop forwarding for data gathering, considering the effect of BS speed,
communication range of the MR, the method used for the MRs to interact with each
other and the mobility type of MRs. Most of the literature assumes that the MRs
change their routing path dynamically, use multi-hop for data gathering and did

28
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Chapter 3: Mobile Base Station Tour Algorithm

Procedure 1 The Clustering Procedure.
Input: K, Ap, B, Py
Output: Set of boundary cluster sensor nodes BK

Select an arbitrary sensor node P; from B;
A = A[)/[\";
A = Ay store cluster area;
for each cluster i, 1 <i < K do
Flag = False;
Put P, and P, as the boundary sensor nodes into BK;

while not Flag do
Select sensor node P, next to P; in anti-clockwise order;

if Area(Py. P;. ) > A then
Calculate a virtual sensor node P, using (3.4) and (3.5);

Add Py as a boundary sensor node into BK;;

Py = Py;

A= Ag;

Flag= True;
else

A=A— Area(Py, P, P);
Add sensor node P, into BK;
P = Py;
end
end

end

3.3.2 The Calculation of the Location of Virtual Cluster Heads

The next step is to determine the candidates for cluster heads. According to
assumption 3.2.1.4, the number of hops from a sensor node to its cluster head
is approximately proportional to its distance to the cluster head. Therefore, to
minimize the number of hops between a cluster head and its sensor nodes, this
distance must be minimized. Thus, the centre of a cluster area is a desirable
location for the cluster head, because it balances the energy consumption among
the sensor nodes in the cluster. Using (3.2) and (3.3), the potential location of the
centre of the cluster areas, PC’;, can be found, with Ap replaced by the cluster area,
Ay, and X; and Y] restricted to the cluster boundary.

The length, Ly, of a tour through each of the PC; can then be obtained. If L
is less than L, these PC; will be considered as a virtual cluster head, VCH, since
the mobile BS can move back and forth along the route; otherwise the tour length

36
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® Sensor Node

Figure 3.2: An illustrative example of virtual cluster heads calculation, for A = 5
clusters. PC; and VCH;, 1 < i < K are the locations of clusters’ area centre points
and virtual cluster heads, respectively.

& P

.:Z":.;.,'
X P k1

® (Candidate Cluster Head
X Virtual Cluster Head

Figure 3.3: An example of real and virtual segments. Candidate cluster heads
and VCHs are denoted by black circles and crosses, respectively. P, refers to a
point, which may be a VCH or a sensor node. The virtual segment for P, is L, =
L| + Ly, while the real segments for P/ and P, are L, = L, + L, and L, = L| + L,
respectively. L; < L, and L, > L.

example of real and virtual segments is shown in Fig. 3.3. To find a set of real
cluster heads to form a tour such that the tour length is no greater than L, two
sensor nodes close to each VCH need to be found, where one sensor node increases
the length of the tour while the other decreases it. To identify two such candidate
cluster heads, the sensor nodes in each cluster are sorted in increasing order of the
distance to the corresponding VCH. Then, for the first sorted sensor node, the real
segment is calculated and compared with the virtual segment. The sensor node is
assumed to increase the length of the BS tour if the real segment is greater than

38









3.3 Algorithm

Phase I Finding Real Cluster Heads Procedure.

for each unfinished cluster i in FK do
if AL[, >| ALD,‘ l then

RO —ND;:;
FK; = True;
end

end
SN=Set of increasing sort order of candidate cluster heads in NI, for the unfinished
clusters according to length ALI;

for each unfinished cluster i in FK do
Pick a candidate cluster head C'H from SIV;

L;=Length of the BS segments connecting real cluster heads in RC'H by using
C'H instead of RC' H;;

if L; < L then
R — G
By =True:
else
exit loop;
end
end

Phase II Finding Real Cluster Heads Procedure.

for each unfinished cluster i in FK do
RCH, = ND;

end

for each unfinished cluster i in FK do
SN=Set of increasing sort order of candidate cluster heads in NI, according to

its distance to the corresponding V(' H;;

Pick a candidate cluster head C'H from SN;

L;=Length of the BS tour segments connecting real cluster heads in RC'H using
C H instead of RC'H;;

if L; < L then

RE H—OF:

HKs = lrue:
else

exit loop;
end

end
Set FK = True for all unfinished clusters;

41
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h.) b 3
'~ b B
i TR VCH, x
A I i QP AT P
b A e Y
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VeH. “VCH; s ¥ “.VCH:
4 \0 ay A0 ye b, VCH, .\’."aJ a; .‘-._x e b,
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Figure 3.4: An execution example of finding real cluster heads, K = 5 clusters. (a)
Finding two candidate cluster heads for each cluster, one with RS, > V'S, and the
other with BS, < V'S,, 1 < i < K. (b) After the execution of Phase I, sensor nodes
a; and a5 are selected as real cluster heads since they are closest to VCH,, VCH-
and RS, < VS,, RS; < V§;, respectively. (c) Then, sensor node b, is selected as
real cluster head since it is closest to V('H, and L, < Ly. (d) After the execution
of Phase II, sensor nodes a; and aj are initially selected as real cluster heads, then
a3 18 changed with by as real cluster head since it is closest to VO H; and Ly < Ly,
b, is not selected as a real cluster head since the corresponding BS tour length is
greater than L.
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Chapter 4: Analysis of Mobile BS Tour Algorithm

Symbol | Description

D Data gathering delay: time available for a mobile BS tour

i Transmission range of a sensor node

L Maximum allowable length of the mobile BS tour, L = DV,

i Actual length of the mobile BS tour

Ibe Length of the mobile BS tour connecting cluster centroids

Vins Vinae | Average and Maximum speed of the mobile BS, respectively

T, Packets request time, time between data request to receiving the first data
packet

Tp Packet time: average time required to transmit a data packet to the BS

To Contact time

Tr Residual contact time

Toes Total time required to send data packets of the cluster nodes to the BS
(Toks = nkTp)

R Radius of the network field

n Network nodes

K Number of the clusters

% Number of nodes in a cluster

y Number of nodes the cluster head can successfully send their data packets to

the BS
l Number of packet losses

Table 4.1: Definitions of the main symbols used throughout this chapter.

4.2.1 Minimum Number of Clusters

The cluster head transmits sensing data when the mobile BS is within its
transmission range. The transmission time available to the cluster head is
determined by the speed of the BS, thus there is a maximum number of packets
that can be sent in that time. The network must have at least K,,;, clusters to
ensure that the transmission load for each cluster head is not too high.

When the mobile BS reaches the transmission range of a cluster head, it
advertises its presence by periodically broadcasting a special packet called a

46



4.2 Choosing the Number of Clusters

Task
£ | Data | Packet Packet | Packet
j request 1 ng-1 ny 4
t = > Time
«Tg—> < Tr >
<« K >

Figure 4.1: The mobile BS data gathering scenario.

beacon. A cluster head, upon receiving the beacon, broadcasts the beacon packet,
requesting that the cluster nodes send their data to the cluster head. Let the time
from when the mobile BS enters the transmission range of the cluster head to
when it receives the first sensing data be 7,, and the time taken by the mobile
BS to traverse the transmission range of the cluster head be 7;.. Since the mobile
BS visits each cluster head, 7,- = 2r/V,,. We assume that only one packet can be
transmitted from the cluster head at a time. Thus, the residual time available for
gathering cluster data is Ty, = T- — T,,, as shown in Fig. 4.1.

Let Tp be the average time required for the cluster head to collect and send a
data packet to the mobile BS. Assume there are njy sensor nodes in a cluster, then
T, = nxTp is the time required to collect the sensing data from that cluster. If
Ty > Tyks, no packet loss is incurred in data gathering. However, if Tj; < T, then
the residual time is not enough to collect all of the data packets in the cluster. The
number of packets that can be successfully transmitted is n, = |7/7Tp |, where ||
is the largest integer less than r. In summary, the number of packets lost is given
by,

e 0 Th > Toks:

(4.1)
ng —ng Tr < Tp.

The minimum number of clusters necessary can be found by allowing 7 —
T,i,. If all clusters have the same number of nodes, we would have ny = [n/K],
where [z] is the largest integer greater than r. Substituting into Ty = T¢- — T,,,
we find

. nTpVy,
l min T D xXr ‘ .‘
3 [2' == ‘IIIII(I] (4 2)

However, nodes are independent and identically uniformly distributed, the

number of sensor nodes in each cluster can be modeled by a binomial distribution

ng ~ B(n,1/K). The probability function of the time required to collect cluster
packets is given by
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Figure 4.2: The effect of the number of clusters on the CDF of the percentage
of number of packet losses, from (4.5) when r = 100 m, V,, = 2 m/s, n = 3500,
T,, = 10 ms and Tp = 200 ms, where m meter, s second and s millimeter. For
these settings, the approximate minimum number of clusters, K ,,,,, is eight from
(4.2).

"y n-ng
o e=neTey= = s . (4.3)
o nK A K

where { = 0. Tp. 2Tp. ....nTp. The probability that ! packets are lost is

“nTp ¢ = ;
frl) {Lr o ST (t) 0 (4.4)

L \I+n, i T Ay
o) (@) (1 = )t 1 =12, .0 —n,.

l4n,

The cumulative distribution function (CDF) is given by

!
Fu(l) =" fuli). (4.5)

1=0)

Using (4.5), we can study the effect of the number of clusters on packet loss as
shown in Fig. 4.2, where the CDF of the percentage of numbers of packet losses is
plotted for different numbers of clusters. The network parameters are configured
such that the approximate K, is eight. The result shows that the probability
of achieving any given threshold level of packet loss increases with the number of
clusters. For instance, the probability of achieving packet loss less than 2% is (),
0.26 and 1 for the number of clusters 4, 6 and 5, respectively.
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X:VCH
* : Centrodd of the cluster

(a) (b)

Figure 4.3: The maximum number of clusters. (a) Transmission range of VCHs do
not overlap. (b) Probability of finding real cluster head is proportional to the ratio
of the area cabc to the sensing field.

4.2.2 Maximum Number of Clusters

We have shown that packet loss decreases with the increasing number of clusters
due to decrease in the forwarding load for each cluster heads. However, increasing
the number of clusters decreases the distance between cluster heads of adjacent
clusters, so that eventually the transmission range of cluster heads overlaps, which
decreases the effective contact time because transmissions by each cluster head
interfere with the others when the BS is in the region where their transmission
ranges overlap. Therefore we require that the distance between cluster heads is at
least 2r.

We now investigate the effect of increasing the number of clusters on the length
of the BS tour and the probability of finding a real cluster head.

First, assume that the VCH is located at the centroid of the cluster indicated
by a bullet in Fig. 4.3(a). Assume the sensing field is a circle, with radius 2 > 2r (as
illustrated in Fig. 4.3(a)) and let # represent the angle between the boundaries of
the cluster area. Then the distance between the VCH and the centre of the sensor
field is

o 2RK sin(n/K)
I
where 0 = 27 /K is the internal angle of the cluster, as indicated in Fig. 4.3(a).
Then, the length of tour segment between adjacent VCHs is

(4.6)

d = 2Usin(n/K). (4.7)
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Figure 4.4: The effect of the number of clusters on the BS tour when » = 1 and
R = 5r. K., 18 calculated from (4.9).

and the length of the BS tour connecting cluster centroids is Ly = K4. The
centroid approaches the perimeter as the cluster becomes narrower, so the tour
length increases with the number of clusters to reach approximately 66.7% of the
perimeter of the sensing field as shown in Fig. 4.4. This result differs from [43],
which shows the optimal tour of the mobile BS is the perimeter of the sensing
field because of the use of a different data collection scheme. In [43] the network
sensor nodes send their data directly to the BS, however, in our work, data is sent
to cluster heads which then forward it to the BS.

Now, let us consider the effect of delay requirements on the tour length, L,,.
We consider two cases as follows:

Case I: Relaxed delay requirement
Assume the delay constraint L > Ly. In this case VCHs do not need to shrink
in from the centroid, thus L,, = Ly. The distance between VCHs is L,, /K,
so the transmission ranges of VCHs do not overlap when L,,/K > 2r. The
maximum number of clusters can be obtained when the time the BS spends
in each cluster is 7¢, that is, when the length of the tour segment within each
cluster is equal to 2r as shown in Fig. 4.3(b), so, K., = L,,/2r. Moreover, the

internal angle of the clusters in this case is 0y, . = 27/K ...
In order to determine K., Substituting L,, = Ly and Ly = K,,..d, we have
6 = 2r. Using (4.6) and (4.7), with 05 = 0y, _, gives
2R sin’® l Srx (4.8)
2Iis - = — - .
I\ mar I\ mar

There is no closed-form solution to (4.8), so we use the Taylor series

approximation for small values of ., = 27/K,... Taking into account

:::::
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Figure 4.5: The effect of the number of clusters on the probability of finding a real
cluster head, n = 200, r = 100 m and R = 5r, from (4.12).

Since the real cluster head is close to, but not at the VCH, the transmission
ranges of real cluster heads may overlap. The probability that real cluster head
transmission ranges overlap increases with the number of clusters and decreasing
node density.

4.3 Analysis

In this section we study the effect of data gathering delay, node density and
network radius on network lifetime. We also determine the upper bound of network
radius as the node density and the velocity of BS varies. Finally, we determine the
maximum velocity the BS can move for data gathering such that there is no packet
loss for a particular node density. In this section we assume that the number of
clusters equals A, from (4.10).

4.3.1 Network Lifetime

All non-cluster-head sensor nodes send their data to their corresponding cluster
heads. The cluster heads forward the data to the mobile BS when the BS visits
the clusters; thus the cluster heads are the bottlenecks of the network. Assume
F; is sensor node initial energy. Packets are individually transmitted by cluster
head with no aggregation. Let £, denote the average amount of energy required to
receive, process and transmit one packet. The amount of energy used by a cluster
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Packet Losses Per Cluster With Network Rades
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Figure 4.6: The effect of network radius on the CDF of number of packet losses,
from (4.4) and (4.5), at relaxed delay requirement, from (4.9). We have r = 100 m,
Vin = 2m/s, T,y = 10 ms, Tp = 200 ms and d = 15, so n, = 499. The approximate
upper bound of network radius i < 6.98 km from (4.16).

4.3.3 Maximum Velocity of the Mobile BS

We have shown that the minimum number of clusters is determined by the
maximum number of nodes that can be in the cluster before packets begin to be
lost, and the maximum number of clusters is determined by the requirement that
the transmission regions of the cluster heads do not intersect. When the speed of
the mobile BS increases the minimum number of clusters needs to be increased in
order to reduce the number of nodes in the cluster so that the BS can collect cluster
data within T time, as shown in Fig. 4.7. Thus, the maximum speed of mobile
BS is determined when the minimum number of clusters increases to reach the

maximum number of clusters, K., = K,,... Using (4.2) and (4.10), the maximum
speed of mobile BS is
S ST RAT, (Relaxed). PRET
_2Lr’ (Restrictive).

LrT £ 2R%dTy

Eq. (4.17) shows that the maximum speed of the BS decreases with increase to
network radius, and decreases even faster in the restrictive delay requirement

case, for example, for network parameters, r = 100 m, B = 1 km, T,, = 10 ms,
Tp = 200 ms and d = 15, the maximum speed of the mobile BS, V,,.., = 13.9 m/s
and V,,.» = 10 m/s, at relaxed and restrictive (L. = 3 km) delay requirements,
respectively.
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Figure 4.7: The effect of the BS velocity on the approximate minimum number of
clusters, from (4.2), when 7}, = 10 ms, Tp = 200 ms and d = 15. The approximate
maximum number of clusters from (4.10), when i = 5r.

4.4 Practical Implications of Analysis

In this section, we consider the use of a mobile BS in practical data gathering
applications. The transmission range of sensor nodes varies significantly for
different applications. In addition, different types of mobile entities can be used
for carrying the BS, for instance, a mobile robot, car, train or UAV plane, so there
is a large range for the velocity of the mobile BS.

Assume that a mobile robot that moves at average velocity 2 /s carries the BS
and sensor transmission range equals 100 . When the sensor nodes are clustered
with the maximum number of clusters, then there is no packet loss if the network
radius is less than 6.95 kmn for relaxed delay requirements (refer to 4.16 with 7,, =
10 ms, Tp = 200 ms and d = 15). In this case the BS tour takes approximately four
hours for gathering sensing data since the tour length is approximately 30 km,
which may be applicable for some applications, but much too slow for others.

Assume that sensing data needs to be collected within 20 minutes. Then the
maximum network radius must be decreased to be less than or equal 2 km in order
to achieve no packet loss. However, the network radius can expanded further if
sensor nodes with higher transmission ranges are used. For example, if the sensors
transmission range increase to be 250 m, then network radius can be less than or
equal 5 km.

It is also possible to expand the network while reducing data gathering
delay for relax delay requirements by increasing the speed of mobile BS using
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Figure 4.8: Network lifetime as it varies with network radius, for our algorithm,
SenCar algorithm [6], and the maximum lifetime for the same numbers of clusters.
The maximum network lifetime is calculated from (4.13), which assumes all
clusters have the same number of nodes.

with the SenCar algorithm and the maximum lifetime for the same numbers of
clusters. It can be seen that under different network radii, the network lifetime
for our algorithm is higher than that for the SenCar algorithm. This is because
our algorithm balances the network load among the cluster heads by dividing the
sensing field into equal areas. In contrast, clusters in the SenCar algorithm have
fixed width but varying area, therefore the cluster heads that are close to the centre
of the sensing field consume more energy than the others. The results also show
that the network lifetime decreases as the network radius increases. This makes
sense because the number of packets that need to be forwarded to the BS increases.

To study the effect of the position of cluster heads on the cluster sensor node
load balance, the maximum energy consumption for sensor node neighbouring a
cluster head is calculated as shown in Fig. 4.9 for our algorithm and SenCar
algorithm. The BFS algorithm is used to find the routing tree for each cluster,
where the cluster head is the root of the tree.

The result shows that the neighbour nodes in our algorithm consume lower
energy than the neighbour nodes in SenCar algorithm. This is because in our
algorithm the cluster head and its neighbours are located very close to the centre
of cluster area. On the other hand, the location of neighbour nodes in SenCar
algorithm depends on the line segments of the BS trajectory. When the location of
the cluster head is close to the border of the sensing field, some of its neighbours are
responsible for forwarding a larger number of cluster-node packets to the cluster
head and hence consume more energy than the others. The result also shows that
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Figure 4.9: The energy consumption for neighbouring sensor nodes of a cluster
head for our algorithm and SenCar algorithm [6] as the network radius is varied,
for the same numbers of clusters.

the energy consumption increases with the increase in the network radius due to
increasing the number of cluster sensor nodes.

4.5.2 Varying Number of Clusters

We then vary the number of clusters and investigate the change in the network
lifetime. Fig. 4.10 shows the network lifetime delivered by using the mobile BS
compared with the static BS, assuming that the static BS is located at the centroid
of the sensing field. The Breadth First Search (BFS) algorithm is used again to
find a routing tree rooted at the BS. In the case of a static BS, the BS neighbouring
sensor nodes consume more energy than any other sensor nodes in the network
since they have to relay the packets received from child sensor nodes to the BS,
while in the mobile BS, the cluster heads consume more energy than the other
sensor nodes in the network. The network lifetime using the static BS is compared
with the maximum and simulated network lifetime of the mobile BS with different
numbers of clusters.

Fig. 4.10 shows that the network lifetime decreases as the node degree
increases. This makes sense since that increases the number of packets that need
to be forwarded to the BS. It can also be seen that as the node degree increases,
the difference between the maximum and simulation network lifetime decreases.
The reason for this decrease is that the distribution of nodes in each cluster area
becomes more even, so the number of packets the cluster heads need to forward
become more balanced.
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Figure 4.10: Network lifetime as it varies with node degree, for static and mobile
BSs with different A'. The maximum network lifetime 1s calculated from (4.13),
which assumes all clusters have the same number of nodes.
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Figure 4.11: The minimum and maximum energy consumption differences among
the cluster heads as the node degree is varied.

To evaluate the variation in energy consumption among the cluster heads, we
calculate the ratio of difference in cluster head energy consumption to the total
energy consumption. The result, shown in Fig. 4.11, shows that the percentage
of energy consumption difference decreases with the increasing of node degree.
The result also shows that the percentage of cluster head energy consumption
difference decreases with the increasing of the number of clusters since that
decreases the number of nodes in each cluster.

To study the effect of the number of clusters on the cluster sensor nodes load
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Figure 4.12: The energy consumption for neighbouring sensor nodes of a cluster
head as the node degree is varied, for various numbers of clusters.
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Figure 4.13: The maximum number of hops as it varies with the node degree, for
static and mobile BSs.

balance, the energy consumption for neighbouring sensor nodes of a cluster head
is calculated as shown in Fig. 4.12. The BFS algorithm is used again to find the
routing tree for each cluster, where the cluster head is the root of the tree. The
curves in Fig. 4.12 show that the energy consumption increases, with the decrease
in the number of clusters due to increasing the number of cluster sensor nodes,
and that the neighbouring sensor nodes are responsible for forwarding their data
packets to the cluster head. It is also shown that the energy consumption increases,
with the increase in the number of network nodes.

Fig. 4.13 illustrates the number of relay hops for the sensing data to reach the
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Figure 4.14: The percentage of network packet loss as the number of network
sensor nodes are varied, for varies number of clusters.

BS. To find the maximum number of hops, we have to consider the number of hops
of sensor nodes located near the border of the cluster area for the mobile BS case,
while the sensor nodes near to the border of the entire sensing field are considered
for the static BS case. The maximum number of hops increases with the decrease in
the number of clusters for the mobile BS, since that increases the distance between
a sensor node and its cluster head. The result shows that the maximum number
of hops is still less than that for the static BS. Nevertheless, it also shows that the
node degree has a small effect on the maximum route length, due to the fact that
the maximum number of hops is proportional to the length of the shortest path,
since the density of the sensor nodes in the network is high.

The effect of number of clusters on percentage of the network packet loss is
shown in Fig. 4.14. The number of packet losses increases with the node degree
and decreasing number of clusters, since that increases the number of packets the
cluster heads have to forward to the BS within the contact time. Using (4.2) and
(4.14), the approximate minimum number of clusters is as shown in Table 4.2.
The approximate maximum number of clusters is 10, from (4.10) at relaxed delay
requirement. Comparing the number of clusters with the approximate minimum
number of clusters, we notice that there is packet loss even when the number
of clusters equal or are greater than the minimum number of clusters. This is
because the sensor nodes are not equally clustered so that some cluster heads have
to forward more data packets to the BS than others.
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Nodedegree | 8 |9 |10 | 11 |12 |13 |14 | 15| 16|17 | 18 | 19| 20

|
Kooin 455566]77889910

|
J

Table 4.2: The approximate minimum number of clusters as it varies with node
degree, from (4.2). The approximate K,,.. = 10, from (4.10) at relaxed delay
requirement.
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Figure 4.15: The minimum cluster head neighbouring sensor nodes energy
consumption as the node degree is varied, for various data gathering delay.

4.5.3 Varying Data Gathering Delay

We finally study the effect of the data gathering delay on the load balance of cluster
sensor nodes when the number of clusters is ' = 6. We define Dy as the time
required for the mobile BS to take a tour connecting centroid points of the clusters.
The energy consumption for neighbouring sensor nodes of a cluster head is shown
in Fig. 4.15. The BFS algorithm is used again to find the routing tree for each
cluster. The results show that the energy consumption increases, with the decrease
in the end-to-end data gathering delay due to the decreasing length of the BS tour
towards the centroid of the sensing field. Therefore, it leads to an increase in the
number of sensor nodes, that the neighbouring sensor nodes are responsible for
forwarding their data packets to the cluster head. The effect of data gathering
delay on the maximum number of relay hops is shown in Fig. 4.16. The maximum
number of hops increases with the decrease in data gathering delay for the mobile
BS, since that increases the distance between a sensor node and its cluster head.
The results show that the maximum number of hops is less than that for the static
BS. The results also show that the node degree has a small effect on the maximum
route length, since the density of the sensor nodes in the network is high.
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Figure 4.16: The maximum number of hops as it varies with the node degree, for
static and mobile BSs.

4.6 Conclusion

In this chapter we dealt with the problem of data gathering in the mobile BS
environment subject to the sensing data needed to be gathered at a specified
delay. We analyse a clustering-based heuristic algorithm for finding a trajectory
of the mobile BS to balance the energy consumption among sensor nodes. The
algorithm allows the BS to visit all cluster heads within a specified delay. We show
how to choose the number of clusters to ensure there is no packet loss as the BS
moves between clusters for data gathering. We provide an analytical solution to
the problem in terms of the speed of the mobile BS. We also provide analytical
estimates of the unavoidable packet loss as the network size increases. Simulation
is performed to evaluate the performance of the proposed algorithm against the
static BS case and to evaluate the distribution of energy consumption among the
cluster heads. The result has shown that, when incorporated with clustering, the
use of clustering with a mobile BS can increase the network lifetime significantly.
Furthermore, the proposed solution for finding cluster heads results in a uniform
balance of energy depletion among cluster heads.

In the next chapter we will analyse and estimate the hop count between a
source and destination nodes. The estimation of hop count is required in the study
of the effect of MRs mobility on network overhead in Chapter 6.
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omnidirectional, and stationary. This scenario can also be regarded as describing
a snapshot of mobile sensor networks.

We assume the number of network nodes is varying such that the WSN could
be a sparse network with ( ¢ = 2, say) or a dense network. In most scenarios for
WSNs, the node density is assumed to be larger of ¢ > 7. However, for the sake
of generality, we consider sparse in addition to dense networks. In the following
section we conduct experiments to study the effect of node degree on hop count.

5.3 Exploration

In this section we conduct experiments through simulation with MATLAB to
demonstrate the issues that determine hop count. We assume that the sensor
nodes in the network are randomly deployed with uniform distribution in the
sensing field of (30r x 30r), where r is the node transmission range. We vary the
number of nodes in the network to effect change in the node degree, which is a
metric of node density. The source and destination nodes are placed such that the
distance between them, Lg;), is 4r or 8r. In order to minimize the effect of the
boundary of the sensing field we placed the source and destination nodes as close
as possible to the center of the sensing field. The shortest path between the source
and destination node is found using the Breadth First Search (BFS) algorithm
where the destination node is the root of the routing tree.

Hop Count With Node Degree

Figure 5.2: Hop count as it varies with different node degree and distance between
the source and destination.
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Figure 5.3: Simulation results of 25 randomly selected paths between source, S,
and destination, D, nodes. Nodes are deployed with uniform distribution in the
sensing field, (30 x 30r), the source and destination nodes placed at (7.5r. 15r) and
(15.5r. 15r), respectively. L, = 8r and r = 1 unit length. (a) d = 2. (b) d = 5. (¢)
d = 8. (d) d = 16.

For each instance of deployment, network connectivity is tested to ensure there
are no partitioned subnetworks. The simulation is repeated in order to obtain
100 connected networks. Fig. 5.2 shows the hop count between the source and
destination nodes as it varies with node degree. It can be seen that the hop count
is small for small node degree and increases with increasing node degree to reach
its maximum value when the node degree is equal to five. The hop count then
decreases with increasing node degree to reach its minimum value Lsp,/r + 1. The
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Figure 5.4: Simulation results of the next hop of 100 paths between source, S, and
destination, D, nodes. Nodes are deployed with uniform distribution in the sensing
field, (30r x 30r), the source and destination nodes are placed at (7.5, 15r) and
. 157), respectively. L, = 8r and r = 1 unit length. (a) d = 2. (b)d = 5. (¢)

(15.5
d = 8. (d) d = 16.

neighbours in the regions A;(n,. w) = Arca(Cov(n,.r)(Cov(w.r)) and Ay(n;.w) =
\rea(Covin;.r)()Cov(w,r)) respectively, where w is indicated in Fig. 5.5(b). If

there are no neighbours in these areas, the chance there is a path with two-hops

between n, and n, is very low.
Then, P, = (24,/7r*)? is the probability that there is a neighbour node in the
regions C'ov(n,.r)(\Cov(w.r) and Couv(n,.r)(Cov(w.r) (or the equivalent areas
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Figure 5.5: Effective relaying region between n, and n;. (a) A path with a single
intermediate hop exists as there is an effective neighbour in A, region. (b) A path
exists as there is an effective neighbour in A, region for both n; and n;.

below the source-destination pair in Fig. 5.5).

The work in [10] assumes the region Couv(n,,r)()Cov(n;,r) is the next-hop
zone. However, Fig. 5.4 shows that for low node density (¢ = 2), and moderate
node density (d = 8) networks, the locations of the next hop are more scattered,
but generally fall within the region C'ov(n;,r)( Cov(w,r). However, for threshold
density (d = 5), the location of the next hop is widely scattered, and there is
significant probability of moving directly away from the destination.

A comparison of the distribution of the angle between the next-hop node and
destination at different node densities is shown in Fig. 5.6. The result shows
that next hop in exactly the opposite direction to the destination occurs at the
threshold density only. The result also shows that as node density increases, the
probability of selecting the next hop in the direction of destination increases. The
selection of the next-hop node has a significant effect on hop progress as shown
in Fig. 5.7 where hop progress is expressed in proportion to the transmission
range. The results show that a high probability of negative progress occurs at
threshold density and the probability of achieving positive progress increases with
node density.

In this chapter, we introduce a hop progress model with arbitrary node degree
and distance between source and destination. This model is necessary to calculate
the hop count. Before we start the hop count analysis, we need to describe and
define the following parameters (refer to Fig. 5.8)
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e Let n; be the i-th neighbour node for any sensor node (i = 2.....d).

e [L,,: The remaining distance from the next hop node (i-th neighbour node) to
the destination.

e Hop progress, Lsp — L,,: The extent to which the packet is closer to the
destination after the hop. Hop progress ranges from —r to r where r is the
maximum transmission range of each node. Hop progress is determined by
the selection of the next hop node and it effects the number of hops between
the source and destination. The smaller the hop progress the larger the
number of hops that each packet needs to traverse. We refer to the hop
progress that is greater and smaller than zero as positive and negative hop
progress, respectively. When a path exists between source and destination
nodes, the average hop progress along the path must be positive.
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Figure 5.6: The PDF of the angle between the next hop and destination nodes at
different node degrees, Ls) = Sr.

5.4 Expected Hop Progress

In order to calculate the expected hop count, we need to consider both hop progress
and connectivity effects. This approach differs from common approaches which
consider only hop progress and do not correctly address how the hop count is
effected at low-node density.
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The POF of Hop Progress

-2
o Ea=5
lo=8

-6

’Jailiklllillllm'iﬂh

Hop Progress

U
=
=

Figure 5.7: The PDF of normalized hop progress (r = 1) at different node degrees,

Lsp = 8r.

5.4.1 Hop Length

In this section we consider the effect of neighbour nodes on hop progress in one
hop. In Fig. 5.8, n. is the source having a data packet destined to n, (in fact n, can
be any intermediate node along the path between the source and destination).

To find the number of hops along the path, we assume that each node in the
network has d neighbours at random angles, #, € [0.2x], : = 1,...d and random
distances, d,,, < [0.r].

Assuming that the n nodes in the network are uniformly distributed in a field
of area A, then the average number of network neighbours is d = n "T Let the
distance from n. to ny, be Ls;. Then the remaining distance to the destination
from neighbour n, is

Les = \[L2p, + &, — 2Lspdy cos(0s — 6,) (5.1)

The PDF and CDF of the remaining distance to the destination are f; (/)
and F;_(I,) and are given in Appendix A. The hop progress is determined by the
selection of the next hop node (i-th neighbour node). In the following we analyse
the effect of neighbour-node selection as the next hop node on the distance between
the neighbour node and destination in order to determine the hop progress.
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Figure 5.8: An example illustrates the distance relationship between source node,
n., neighbour node, n, and destination node, n,. 1, is neighbour to n, at distance
d,; and angle #,. Ls is the distance between ., and n,, f, is the position angle of
ny. L, is the remaining distance to destination after selecting », as the next hop.
Lsp — L, is the hop progress.

5.4.2 Effect of Neighbour Choice on Hop Progress

In this research, we assume a shortest path with minimum number of hops exists
between the source and destination nodes. This is achieved by using flooding
schemes proactive, reactive, and hybrid routing protocols. As mentioned earlier
this assumption differs from Kuo at el. in [9] and Zorzi and Rao in [95] who
calculate the hop count assuming that the nearest neighbour node to destination
is selected as the next hop node.

In order to calculate the distance between the next hop and the destination
nodes for different values of d, we first need to find the distribution of the distance
by selecting neighbour nodes at different distances to the destination. Let L, ,,
L,,..., L4 denote a set of d random distances to the destination drawn from the
CDF, F;_(l,) given in Appendix A. Let L), L?,..., L! denote a rearrangement of these
distances such that L! < L? <.....< L% For instance, L! = min{L, ;.L,5.....L, 4} is
the smallest of the distances and is corresponding to select the closest neighbour

node to the destination when selected, and LY = max{L, . L, 5..... L, ;} corresponds
to the farthest neighbour node from the destination. Moreover, let the nodes
1yy... g be renamed n',....n? according to their distance from the destination,

so that n' and n? are the closest and farthest neighbour nodes to the destination,
respectively. Fig. 5.9 shows an example of four neighbour nodes ordered according
to distance from the destination. Along the path, the positions of neighbour node
are independent and identically distributed in angle and distance from n,. Using
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order statistics, we find that the PDF of the order of distances is

|
)('1(.11—--_)')_'(F'"(Ir))r ‘1-Fy, N fr, (1), (5.2)

where j = 1.....d. Thus, f;, and f, . represent the PDF of the closest and farthest

fLr) = =

Figure 5.9: An example illustrates the order of neighbour nodes according to its
distance to destination for d = 4.

distance to the destination, respectively. The expected value of the remaining
distance between the neighbour nodes and the destination for the ;' order distance

18
Lsp+r
E{L}} = / Lef,;(Ly)dLy., (5.3)

I.\‘IP‘ r

then, the expected hop progress towards the destination by each hop is
E{Hop progress|order ; distance} = Lsp — E{L]}. (5.4)

Using (5.4), we can study the effect of the order of neighbour nodes on the expected
hop progress as shown in Fig. 5.10 where the normalized hop progress is plotted
for a different number of neighbours.

It can be seen that the expected hop progress increases with the number of
neighbours when the closest node to destination is selected (; = 1). In addition,
negative progress is obtained (the path goes further away from the destination)
when selecting neighbours at high order for a particular d.

Selecting the closest neighbour node to destination increases the hop progress
and thus decreases the number of hops required to reach the destination as
assumed in [9] and [95]. However, the path obtained in this way may not
represent the shortest path with a minimum number of hops between the source
and destination at low node density, since the nearest node to the destination may
lead to other hops that goes away from the destination. Instead, we assume that
hop progress is a result of selecting neighbour nodes at different orders. Each order
of neighbour node is selected based on calculated probability as illustrated in the
following section.
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Expected Hop Progress With Node Degree
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Figure 5.10: Expected hop progress, from (5.4) as it varies with the order of
neighbour (distance to destination), for different node degree when r = 1.

5.4.3 Neighbour Selection Probability

In accordance with the simulation results in Section 5.3, we assume that »' is
selected as the next hop only when the node degree is greater than six while at
low node densities (2 < d < ) the selection of ' is based on a certain calculated
probability determined below.

In order to determine the probability of selecting n' as the next hop, we need
first to define next-hop zone, which is the location of neighbour nodes that are
possible to be selected as the next hop for forwarding packets between the source
and destination. Referring to Fig. 5.4 that shows the position of next hop nodes
relative to destination, we assume that the next-hop zone is equal to A, + 24, as
indicated in Fig. 5.5 as this zone covers most of the cases of node degree. Referring
to Fig. 5.5, the ratio of A; + 24, to 7 is equal to P = (.724. The probability that
a node will present in the next-hop zone is equal to . Thus for d node degree,
the number of sensor nodes in the next-hop zone follows the binomial distribution
n. ~ B(d, P).

When multiple neighbours lie in the next-hop zone, it is likely to select »'
since most of the neighbour nodes can access the same next hop nodes. Therefore
we assume that the probability of selecting n' is equal to the probability that the
number of nodes in the next-hop zone is equal to or greater than the expected
number of nodes (E{n.} = dP) in the next hop zone. Thus, the probability of

selecting n' is given by
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d

Pr(n'|d) = ('l) P'(1 - Py, (5.5)
(n'[d) IZ"I ,
where [r] is the nearest integer to r. Then, the probability of selecting n' for
different node degrees is shown in Fig. 5.11. The result shows that the probability
of selecting n' is high for small node degree and decreases with increasing node
degree to reach its minimum value at the threshold density, then the probability
increases at d = 6.

The Pr. of Selectng the Nearest Newghbour With Node Degree

Pr of Selectng the Neares! Noghbour

Node Degree,

Figure 5.11: The probability of selecting the nearest neighbour node to destination,
from (5.5) as it varies with node degree at 2 < d < 6.

In order to determine the probability of selecting other neighbour nodes as
the next hop, the geometric distribution is used with the probability of success
equal to Pr(n'|d). The geometric distribution is used to find the probability of the
first success occurs after j trails. Because the neighbours are independent and
identically distributed, the probability of selecting the second nearest neighbour
node to destination is equal to the probability of selecting the nearest neighbour
node to destination occurs next and so on. Thus, the neighbour selection probability
is given by

Pr(n’|d) = (1 — Pr(n'|d))? " Pr(n'|d). (5.6)
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where j = 1....6 represents the order of neighbour node selection. For instance,
J = 1l and j = d represent the nearest and farthest neighbour node to destination,
respectively. Fig. 5.12 shows the neighbour selection probability as it varies with
neighbour node order for different node degrees.

Neghbow Selection Probatvity With Node Degree
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Figure 5.12: The probability of selecting the neighbour node, from (5.6) as it varies
with the order of neighbour node for different node degree at 2 < d < 6.

Using (5.4) and (5.6), and assuming the network is fully connected, the
expected hop progress can be expressed by

E{hop progress/connected network}(d)
d
= Z E{Hop progress|order ;j distance} Pr(n’|d)
=1
II
= Z(L,—,, —~ E{L2})Pr(n’|d)., 2<d<6 (5.7)
J=1

In summary, the expected hop progress for different node degree is given by,
E{hop progress|connected network}(d)

4 {gj; (Lsp — E{LZ})Pr(ni|ld) 2<d<6 o
Lsp — E{L}} d > 6.

The effect of the number of neighbours and the distance between the source
and destination on the hop progress is shown in Fig. 5.13 where hop progress is
plotted for different node degrees. It can be seen that the hop progress generally
increases with node degree except when the number of neighbours is equal to 1 and
5. It can be noticed that the maximum increases in hop progress occurs when d — 6
andd = 7.
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Hop Progress With Node Degree

Hop Progress

Node Degree, o

Figure 5.13: Hop progress from (5.8), as it varies with node degree when Ls) = 8r
andr = 1.

5.4.4 Probability of Network Connectivity

The derivations so far have been based on the assumption that a path exists from
source to destination (i.e., a high a node density network). However if the average
number of network neighbours is small, the probability of a path existing between
a particular source-destination pair is small. We consider the random location of
neighbours in order to derive the probability of connectivity from the source to
destination for different node degrees.

Refering to Fig. 5.5, assume the distance between n, and n, is slightly greater
than r so that they cannot reach each other directly. Intuitively, there is a path
if there is at least one neighbour node in the overlap area of their transmission
coverage, or a path around the overlapping such as illustrated by Fig. 5.5 (b).

The probability that there is an effective neighbour node in the intermediate
area, is P, = A;/A,;, where A, ; = Area(Cov(n,.r)|JCov(n,,r)), and the proba-
bility that there is no one-hop (direct) path is (1 — P;)* . P, = (24,/7r%)? is the
probability that there is a neighbour node in the regions Cov(n,.r) [ Cov(w.r) and
Cov(n,.r)(Cov(w,r) (or the equivalent areas below the source-destination pair in
Fig. 5.5).

The probability that the next relay cannot be reached using more than one hop
is (1 — P)'»"" where (path) is the number of possible paths between n, and n;. We
assume the number of intermediate relays is equal to two and thus the maximum
number of possible paths is equal to (d — 1),

We propose that if the network connectivity is low there is no path with one or
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two intermediate relays between n; and n;. Then the connectivity probability, /.,
is given by
Pd) =1—((1 = P4} (1 = Py)4-10%), (5.9)

Using (5.9), we can study the effect of node degree on network connectivity as
shown in Fig. 5.14, where the probability of connectivity is plotted for different
node degrees. It can be seen that the probability of connectivity is small for small
node degrees and increases with the increase of node degree, to reach the maximum
value when d = 6.

Connectrity Probabdty With Node Degres

Corewcivty Probabdty

mooomo dv

Figure 5.14: Connectivity probability as it varies with different node degrees,
from (5.9).

5.4.5 Expected Hop Count

In order to calculate the average number of hops required to reach the destination,
we need to estimate the hop progress considering the effect of network connectivity.
Using (5.8) and (5.9) the expected hop progress can be expressed by

E'{hop progress}(d)

= E{hop progress|connected network }(d) Pr{connectivity}

X {2:;’ (Lsp ":{L{-})[’l'(”ll(’)l),.(ll) 2<d<6

(5.10)
(Lsp — E{L!})P.(d) d > 6.
Then, the hop count is given by
: = : Lsp
E{hop = h}(d) = — (5.11)

E{hop progress}(d)
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5.5 Results

In this section we present and discuss results of theoretical calculations and
Monte-Carlo simulations, conducted in MATLAB, for an expected hop count given
in (5.11).

In the simulation, nodes are uniformly distributed in a circular sensing field in
order to minimize the boundary effect. The radius of the sensing field is i = 30r
and the maximum transmission range () of each node is set to 250 m. We varied
the number of sensors in the network in order to emulate the change in the node
degree. To obtain a fully connected network, sensor nodes are repeatedly deployed
in the sensing field and the network is tested to ensure there are no partitioned
subnetworks. For each connected network, the source and destination nodes are
randomly selected such that the distance between them is Lsj,. The BFS algorithm
is used to find the shortest path between the source and destination where the
destination is the root of the routing tree. The simulation results shown here are
averaged over 100 (connected network) trials.

Hop Progress Wih Node Degree ForL =8r

- = = Theory

. Sms
Wang

-~

R f A

Hop Progress

P;ooooownla

Figure 5.15: Hop progress as it varies with node degree, theoretical results from
(5.8) and Wang et al. in [10]. Simulation results are depicted by markers while
theoretical results are depicted by lines.

Fig. 5.15 compares the theoretical and simulation hop progress. The theoretical
hop progress is calculated using (5.8) and it is also compared with the hop progress
model proposed in [10]. The result shows that hop progress is large for a small
node degree and decreases with increasing node degrees to reach its minimum
value when the node degree is equal to five. The hop progress then increases with
increasing node degree. The reason for the high progress for small node degree is
network connectivity issues. For a small node degree there is a high chance that
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no path exists, however, whenever a fully connected network is obtained, the path
between source and destination is likely to be relatively direct. As the node degree
approaches the minimum for full connectivity, routes exist but they are circuitous
and as the node degree increases further, more direct paths start to occur.

The result also shows that our model for calculating the expected hop progress
matches the simulation results while the curve of the expected hop progress
proposed by Wang et al. in [10] only approaches the simulation hop progress for
high node degree. Moreover, it behaves differently at low node degree due to the
effect of network connectivity.

Fig. 5.16 compares the theoretical and simulation hop count. The expected hop
count is calculated using (5.11) and the model proposed by Wang et al. in [10]
is included for comparison. The result shows the hop count is small for small
node degree and increases with increasing node degree to reach its maximum value
when the node degree is equal to five. The hop count then decreases with increasing
node degree to reach its minimum value Lsp/r + 1.

Hop Count With Node Degree

« = « Thecey. Lot
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t R

Node Degree. @

Figure 5.16: The hop count as it varies with node degree, theoretical results from
(5.11) and Wang et al. in [10]. Simulation results are depicted by markers while
theoretical results are depicted by lines.

The result shows that our model matches well with the simulation hop count
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6.4 Proposed Multipath Routing Scheme

route, however, we will see later that these extra hops reduce the overhead by
avoiding frequent route discoveries.

Figure 6.1: An example illustrates how the source augments the routes to be
through the neighbour node that is closest to the direction of movement of the
source.

A different process occurs at the destination node. The destination MR receives
different copies of route requests. We propose that the destination selects multiple
routes to the source through different neighbour nodes as illustrated in Fig. 6.2.
Using the neighbour table, the destination MR creates routes to the source through
appropriately distributed neighbours. That is, the destination MR creates routes
through neighbours that are approximately separated by an angle # (neighbours
f-separated). This can be achieved in a dense network using, for example, topology
control as illustrated in Chapter 2. Most literature in the field of topology control
uses neighbours #-separated in order to reduce signal interference, however, in this
research we are interested in finding routes between source and destination MRs
via neighbours at different directions. This ‘directional diversity’ ensures a route
failure due to the movement of destination MR in one direction does not effect other
routes.

The destination MR aims to find neighbour nodes with separation angle
# = 27 /o, where o is the number of paths. To achieve that, the destination MR
sorts neighbour nodes in increasing order according to their angular arrangement
around the destination MR. Then, for each neighbour node, it creates an axis
centred at the destination MR with # as separation angle. The set of neighbour
nodes that is closest to the axis is selected and the total angle difference (error)
from the axis is calculated. The set of neighbour nodes with a minimum total error
is selected. Fig. 6.2 illustrates the concept of neighbour selection and Algorithm 2
describes the algorithm for neighbour selection at the destination MR.

89



B Chapter 6: Routing Scheme For Mobile Relays

0,
te—s
A}

Figure 6.2: An example illustrates the selection of o

= 4 neighbour nodes at the
destination MR from a total of d = 9 physical neighbours. The total variation of the
chosen neighbours from the ideal of #-separation is 0,,,,, = 0; + #, + 0.

Algorithm 2 Algorithm to select o f-separated neighbours from a set of d
neighbours.

Input: o, d

Output: Set of selected neighbours u,
0 =2x/a;

u(i)=Set of neighbour nodes sorted in an increasing order according to their angles

relative to the destination MR, 1 < < d ;

for each neighbour i, | < i < ddo
”r rrnr(” =0;

for each axis j, 1 < j <o - 1do
f.=angle of u(i)
(’I’I“\ e "” + ,} * (';

ift,... > 27 then
(’uru - ():u‘n — 27,

end

uc(j)=Closest neighbour to 0,,,.;

. =Angle of uc(j) relative to the destination MR;
Oerror(1) = Ocrror(t)+ | Oaris — 0c | ;

Add uc(j) as a selected neighbour into SN(i. j);

end
end

ug=Set of neighbours from SN that at the i-th of the minimum 4,,.,.,,(i);

90









Movement >‘- A ¢
trajectory z
of MR R

Figure 6.3: An example of two neighbour nodes, n; and ., at angles #, and #, and
distance d,,; and d,, ,, respectively. The MR moves in a straight line in direction 4,,.
Grey dots indicate MR location when the links to n; and n,, respectively, fail.

6.6.2 Link Residual Time

The time from when the MR moves from its initial position to the point where the
link with », fails is called the link residual time. The time required for the MR to
move distance d, at velocity v is given by

d,
Ri=—. (6.4)

"

Referring to Fig. 6.4, it can be seen that the link residual time decreases with d,,

Residual Teme For Ditterant Insal Distances
d=n/5
dan/d
S=2/3

+ dem/2

Figure 6.4: Normalized link residual time as it varies with the number of
neighbour nodes and initial distance, between 0 and r from (6.3).
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if the angle between direction of movement and the neighbour is 4, = 7/2, and
increases with initial distance d,,, if 4, < x/3. The reason for this can be seen in
Fig. 6.5. Here, the ‘reception circle’ is centred on the neighbour node, and the MR
angle of movement is 4, with respect to the neighbour. The link residual time is
proportional to the distance the MR travels in the neighbour’s reception circle.

? -
. :" ”
"R A, < ot
dy=rid ! TN i 2
MR D, MR B, WR B, MR By
PR o’ R Y nad! e -’
. [ 4
. ,' ”~
dy=r ¥ \ \ 2
MR @, ; MR, m ; MRL pn  MRU p
&= 2 =g/ 3 o= x/d o =x/5

Figure 6.5: Circles have radius, r, centred on the nearest neighbour, n,, which is
located at distance d,,; from the MR. The MR moves in the direction of angle 4,.
The direction of movement is denoted by a dotted line.

Since the nodes are uniformly distributed within the sensing field, the prob-
ability density of distance between the MR and its neighbours linearly increases
with the distance between them. The PDF can be described by f(d,) = 2d,/r* [110].
Assume that #, ~ U/|0.2x) and #,, ~ U[0.2%), then the link residual time is a
random variable denoted 7. We derive the PDF and CDF from (6.3) and (6.4).
The PDF and CDF of link residual time are [z, . (f:¢) and Fg,, . (1:v), respectively,
and are given in Appendix B.

Fig. 6.6 shows the PDF of I2;y. The minimum distance travelled until a link
breaks is zero when |6,, — #,| = = and d,,.1 = r. The maximum travelled distance is
d, max = 2r when |6, — 0, = 0 and d,,. ¢ = r. Thus, the minimum and maximum link
residual time are R,,;,, = 0 and R, = 2r/v, respectively.

6.6.3 Cache Residual Time

The probability of initiating a new route discovery is determined by the topology
scenario and the caching strategy. We have determined when the link to each
neighbour fails as the MR moves. We also assume that the cache stores a path
through different neighbour nodes.

Fig. 6.7 illustrates the scenario when the source MR caches multiple routes
to the destination MR through its neighbour nodes. When ns and np move at
average velocity, vs and vj, respectively, the cache residual time depends on the

94



6.6 Time to Route Discovexjy_

The PDF of Link Residual Time

ceedma,
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Link Residual Time. R Xty

Figure 6.6: The PDF of link residual time between MR and its neighbour from
from (B.1), (B.3) and (B.5) in Appendix B. The MR moves in random direction with
v velocity.

links failure between 15 and its neighbours in addition to the link failure between
np and its neighbours. We will calculate the distribution of the link residual time
for the two ends in order to find the distribution of cache residual time.

Figure 6.7: Example illustrates that the source and destination MRs move
in random directions. The ns cached multiple routes to n, through different
neighbour nodes. The direction of movement is denoted by a dotted arrow line.

The maximum link residual time between MR and its neighbour increases with
the number of cached routes, since that decreases the angle between the neighbour
node and direction of movement. First we consider the cache residual time when
the route to destination is via randomly arranged neighbours. Then we consider
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the cache residual time in our routing scheme where the first hop neighbours are
O-separated, as discussed in Section 6.4.2.

6.6.3.1 Cache Residual Time - Randomly Selected Neighbours

In this case we first consider the path residual time for a single route between
source and destination, then we calculate the cache residual time when the source
node caches o routes to destination.

The PDF of cache residual time when the source node caches a single route,
Rpath kv, Via a random neighbour node is determined by finding the CDF first, as
follows.

Fl"pmh.n.\'(f: VS, VD) = PI'{RS‘I' <té& R[),J' = f} -~ PI'{RS‘, >t& R[)..,' < f}
+ Pl'{R&,‘ <t& R[)‘J' < f}
— F[{R‘\‘ (% 1‘5) — F[,»”‘\ (f: I'g)F]f”_V (T; l'])) - F[g/{‘\ (t; l'[)). (6.5)

where Rgs; and Rp j, 1 < i,j < d are the link residual time between the ng and np
and their i-th and j-th neighbours, respectively. Taking the derivative of (6.5) it
can be seen that the PDF of the path residual time is given by

.f’{pulh./(,\" (fﬁ vs, l']))

= .fl{/f N (t ['H) = FH/(‘\ (f I‘ﬁ')flf/{‘\ (f I‘I)) = f[{[{.\' (ll I‘H)FHH_\‘ (f (‘[)) + flf,(;\ (f l'[))'
(6.6)

where fr,, . (t:v) is from (B.1), (B.3) and (B.5) and Fpg,, (¢: v) is from (B.2), (B.4) and
(B.6) in Appendix B. The limits of cache residual time depends on the link residual
time between the source and destination and their corresponding neighbours.
Thus, the minimum and maximum cache residual time are equal to 0 and 2r /v,
respectively.

When ng stores o multiple routes to n). The cache residual time is equal to the
time of the last broken path, that is, the maximum cache residual time. The PDF
of the maximum residual time is determined by finding the CDF first, as follows

FR, oo nv(tivs,vp) = Pr{max{R;} < t}
=Pr{(R <t)U(Re <t)U---U (R, < t)}

Q

Pl'{R,‘ = f}

b

FI‘,puLh‘H.\ (f:'l’g. ['[))' (6.7)

|l
§ e
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where R; is the residual time of a single path. Taking the derivative of (6.7) it can
be seen that the PDF of the cache residual time is given by

7] .
flf(.,,,.,,, BN (t;vs,vp) = UFZ’«pmh.n,\‘ (t; vs, 1'[))-f["path.lf,\ (t; vs,vp). (6.8)

Assume the ng and np move at the same average velocity, vy = v = v, then
the CDF of the path residual time for single path is as follows

Fl{path.lf;\"(t: l') = F[f/f;\'(t: I")(‘Z A Flf/(_\'(f: "))- (6.9)
and the PDF of single path is

FRown rn (&0) = 2FRpn (£ 0)(1 — Frey (£ 0))- (6.10)
The CDF of the cache residual time for multipath is

FReuchenn(EiV) = Fp (t;v), (6.11)

anth, RN

and the PDF of the cache residual time for multipath is

i =1 SNEe S
-fh)wu'h! RN (f‘ l') * UFI(:",M,_,,._\- (f‘ l')-f”puzh./f\ (,' C )

= 20 fRpn (6 0)(1 = Frey (60))Ff— (£0)(2 — Frey (t0))° 7. (6.12)

Again, the minimum and maximum cache residual times are equal to 0 and 2r /v,
respectively.

6.6.3.2 Cache Residual Time - Our Routing Scheme

In our routing scheme, the source MR selects routes through neighbours that are
closest to the direction of movement and destination MR selects routes through
neighbours at #-separated angle. In order to calculate the cache residual time,
we consider link residual time at the source and the link residual time at the
destination separately, as follows

e Link Residual Time at the Source, Rs sy

Assume that ng stores multiple routes to n,, each commencing with a
different neighbour node n,. We assume ng selects the route to n, through
neighbours that are closest to the direction of movement. The residual
time at the source is the maximum of all the residual times to individual
neighbours. The PDF of the maximum link residual time Rs g at the source
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Figure 6.8: An example illustrates source MR cached routes to destination MR
through appropriately distributed neighbour nodes of the destination, 7y, n, and

ns.

Nodes n, and n; are two adjacent neighbours to MR at angles 4, and 43,

respectively, from the direction of movement.
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is determined by finding the CDF first, as follows.

Fr. . (t:vs) = Pr{max{R;} < t}
=Pri(Ry <t)U(Rx < t)U---U(R, < 1)}

f[ Pr{R, < t}

re=]
= F§,(t:vs), (6.13)

where R, is the link residual time of the link between the source node and its
i-th neighbour. Taking the derivative of (6.13) it can be seen that the PDF of
the maximum £, value is given by

s sy (t:08) = OF L (6 0s) frpy (ti vs). (6.14)

where fg, . (tf:v) is from (B.1), (B.3) and (B.5) and Fg, . (f:v) is from (B.2),
(B.4) and (B.6) in Appendix B.

Link Residual Time at the Destination, 17 sy

Now we consider the link residual time at the destination MR. Fig. 6.8
illustrates a destination MR selects routes through appropriately distributed
neighbour nodes (neighbours #-separated). In order to calculate the distribu-
tion of link residual time, we considered the worst-case scenario where nj,
moves exactly between its two adjacent neighbours. The PDF and CDF of
the individual link residual time for different values of neighbour separation
angle, 4,, are as follows.

Case I: 4, — /2 (Two neighbours)
The link residual time, is equal to R,,.. = r/vp and R, = 0 respectively
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movement. In this scenario the PDF of the destination link residual time,
Rp s, is determined by finding the CDF first, as follows:

Fry, ox(t) = Primax{Rsy < t}}

= Pr{(Rsx) < t)U (Rsn2 < t)}

= Fji\(t:vp). (6.21)

where R, and R, indicate residual times for the two closest neighbours.
Taking the derivative of (6.21) it can be seen that the PDF of the maximum

R, value is given by

Trpy sx(tivp) = 2Fpg (tivp) fren (B vp). (6.22)
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Figure 6.9: The CDF of the link residual time, for our scenario, where n5 moves
between two neighbours from (6.16), (6.18) and (6.20). The angle between the
direction of movement and neighbours varies from = /6 to 7/2 and the node moves

at velocity vp = 0.1r.

Now, we can calculate the cache residual time in our routing scheme by
calculating the CDF of cache residual time as follows

Fg e sn(tivsivp) = Pr{Rssy <t & Rp sy >t} + Pr{Rssn >t & Rp sy < t}
+ Pr{Rssy <t & Rpsy < t}

= Fre oy (tivs)(1

Frpsn(tivp)) + (1 = Fre oo (608))Fry, o0 (Bivp)

t+ Frg o (:0s)FR,, o (t:0D)

Ff o (tvs) + Fi (tivp) — FR,  (tvs)Fi. (tvp).  (6.23)
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Taking the derivative of (6.23) it can be seen that the PDF of the cache R, value is
given by

FReninesx (tivs,vp) = F R (£:05) fryy (t:vs)(1 = Fip (t:vp))

+ 2Fpey (Bvp) frey (tivp)(1 = FR,  (tivs)).  (6.24)

Fig. 6.10 shows a comparison of the PDF of the cache residual time when the
source MR caches random paths to destination with our routing scheme. The result
shows that the cache residual time is larger in our routing scheme for the same
number of paths. In addition, the cache residual time increases with the number
of paths. It can be seen that the cache residual time in our scheme cannot reach the
maximum cache residual time, 2r /v, since we considered the worst-case scenario
that the destination MR moves exactly between its two adjacent neighbours.

Cache Resdual Time Fora Multipath

===RN, o=5
——=RN, 628
~=SN o=5

SN ao=8

am

Cacrw Revdusd Time Xt

Figure 6.10: The PDF of the cache residual time, for randomly selected neighbours
from (6.12) and our routing scheme from (6.24) when the number of paths equals
to5and 8 and v = vs = vp.

6.6.4 Packet Arrival Time

Routes are only sought if n< actually needs a route to send a packet from ns to ny).
Packet arrival time, ¢, is generally modelled as having an exponential distribution,
with parameter )\, appropriate to the given network. We use this model here. The
PDF and CDF of arrival times are given by

fa(t) = Age™ 2o, (6.25)

Fu(t) =1 —e " (6.26)
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In this section we have presented a statistical model of the topology scenario.
In Section 6.8 we will use this model to develop an analytical model of the expected
overhead. First we estimate the hop count between the source and destination that
is necessary to calculate the expected overhead.

6.7 Path Length in Hops

In this section we calculate the expected hop count between the source and
destination MR. We use our model demonstrated in Chapter 5 to estimate the
hop count assuming the distance between the source and destination is Lgp.
Since the neighbour nodes are independent and identically distributed in the
sensing field, the expected distance between the source and destination is Lgp
when neighbour nodes are randomly selected. Thus, the expected hop count is
E{hop|Lsp}. However, the hop count is larger in our routing scheme since the
destination MR augments the routes to be through selected neighbours. The work
in [110] shows that when the sensor nodes are uniformly distributed in the sensing
field, the average distance between nodes is 2r/3. Thus, the number of extra hops
in our scheme is 2E{hop|2r/3}. In summary the hop count is given by

E{hop|Lg randomly selected neighbours,
iy = ¢ D eRiband ’ ¥ 6.27)
E{hop|Lsp} + 2E{hop|2r/3} our scheme.
Referring to Chapter 5, for a dense network, the expected hop count equals Lgp /r+
1 for randomly selected neighbours and the number of extra hops equals 10/3 for
our routing scheme.

6.8 Expected Overhead

In this section we consider the expected overhead with the occurrence of data-
packet requests and new route requests. The expected overhead is equal to the
cost of an individual route discovery process, multiplied by the probability that the
route is necessary. The probability of route discovery is determined by the topology
scenario and the caching strategy. We start with the expected overhead in single
path routing, then consider the overhead in multipath routing.

6.8.1 Single Path

In this case we assume that the cache at ng stores a single route for each ny. In
order to incur routing overhead, the route must have broken prior to the arrival
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is determined by (6.8). No route discovery process is incurred until the link to that
closest neighbour breaks.

Combining (6.8)(6.28) and (6.30), we can determine an expression for expected
overhead when multiple paths are cached.

E{OH|passive multipath}

max

(n+ E{h} —1) Z / ce Ml fp o (tvs,up)dt

o=0" I¢ min

d
=(n+B{h} - )| - P+ 3 —U'(d(” P - P
2 5l(d— o)

2r /v
. / ()4/\“[fl\’,.m-/,(r_[f,\‘ (f Vg, (7[))(1f:l ; (631)
0

Assume that the ng and n move at the same average velocity, v, then the expected
overhead is as follows

E{OH|passive multipath}

Rm 1X

= (n+ E{h} =1 Z / et f”"”f'/u'.[{,\'(f; v)dt

o=0" Ifmm

:(n+E{h}—1[ +Za,d_0 7(1 — p)t-o

21 [v
.20/ e el fp o (t0)(1 — Pran (GO PR ()2 — Fry, (5 u)”*‘m].
J 0O
(6.32)

where Fp (t;v) is from (6.12). In the special case where P = 1, then o = d.

che. RN
That is, ng stores one route to np through different neighbour node. We find that

the expected overhead when there are d paths in the cache is

E{OH|passive multipath}
e

=(n+ E{h} —-1) / e MetFp . (u)dt

3 [min
21 [V
— (n = E{h} — 1)2a/ el fp (t0)(1 — Frpy (t; ())F,‘f, '(f v)(2 — Frpy (t;0))4 dt

Jo
(6.33)

There is no closed form solution to either (6.32) or (6.33), so they must be calculated
numerically. Note that in both cases the expected overhead is now dependent on
the number of neighbours.
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6.9 Results
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Figure 6.11: Overhead as it varies with source and destination MRs velocities, for
passive and active multipath, (6.32) and (6.36), respectively. Lsp = 6r and d = 6.
Simulation results are depicted by markers while theoretical results are depicted
by lines.

effect on overhead. For passive multipath routing, the overhead decreases with
the number of paths for different MR velocities, since increase in the number of
paths decreases the number of route discoveries by providing alternative routes to
the destination. The high overhead for the passive routing when the probability
of getting routes is small is because there is significant probability that no path
actually exists in the cache, even though the expected number of paths is 2 or
3. However, the effect of the number of paths on overhead is less pronounced at
high velocity, since at high velocity the path residual time for all routes is very
small so that it has no effect on overhead. In practice the number of paths in
passive multipath is determined by the probability, P, of learning paths, which is
determined by the amount of traffic in the network.

Comparing the overhead for passive and active multipath routing, the results
show that at low and medium velocities, the overhead is lower for the active
multipath routing than the passive one for a small number of paths. However, at
high velocity, the overhead increases with the number of paths for active multipath
routing since, as the velocity increases, the number of route discoveries increases
which outweighs the reduction in overhead due to providing alternative paths to
destination.
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Figure 6.12: Overhead in a dense network as it varies with source and destination
MRs velocities, for randomly selected paths and our multipath routing scheme,
(6.36) and (6.37), respectively. Lsp = 6r and d = 20. Simulation results are
depicted by markers while theoretical results are depicted by lines.

The results also show that at high velocity and for a low number of paths
the overhead decreases with the number of paths, since alternative routes to the
destination decrease the number of route discovery processes. However, after a
certain number of paths, the reduction in overhead, due to providing alternative
paths, is outweighed by the route replies for each discovered path so the expected
overhead increases. We see from the results that the minimum overhead can be
achieved in our routing scheme when the source MR has six multipath routes.

6.10 Conclusion

In this chapter we considered multipath routing to provide an interaction between
MRs. Sensor nodes are used to provide routing paths between the source and
destination MRs via multihop communication. The number of paths in a multipath
routing protocol and the distribution of neighbouring nodes in the discovered
routes are studied when the source and destination MRs move in arbitrary
directions with various velocities. We considered passive and active multipath
routing mechanisms. We proposed an active multipath routing scheme for a dense
network where the source and destination MR select routes through appropriately
selected neighbours. An analytical model has been developed and verified by
simulation.

We show that the number of paths has a significate effect on the network
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Figure 6.13: Overhead comparison in a dense network as it varies with source and
destination MRs velocities, our multipath routing scheme, for randomly selected
paths and the Braided scheme [11]. Lsp = 6r and d = 20.

overhead for active and passive multipath routing. We show that at high velocity
and in a low-node density network the number of paths has less effect for passive
multipath while the overhead increases with the number of paths for active
multipath routing.

We show that our routing scheme improves the network overhead compared
with randomly selected neighbours and the Braided multipath routing scheme. In
addition the network overhead is dependent on the MRs velocity and the number
of paths corresponding to the neighbours of the source and destination MRs. For
low and medium velocity, the network overhead decreases with the number of
paths since that decreases the number of route discoveries by providing alternative
routes to the destination. For high velocity when the number of paths is too small,
the overhead is increased because of increased need for route discovery, otherwise,
the overhead is increased because of an increased number of route reply packets.
Thus the multipath routing can significantly reduce the network overhead. We
have shown that, in most cases, the network overhead is minimized when the
moving source and destination MR has six paths via appropriately distributed
neighbours.
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trajectory of the BS that balances the hop count between the BS and sensor

nodes within a specific time.
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Appendix

The PDF and CDF of L, ;

A.1 List of the PDF and CDF of the Remaining Distance
to the Destination, ., ;

We derive the PDF and CDF of L,; from (5.1). Recall that L, ; is a function of two
random variables ¢ = (6; — 0;) ~ U(0.7) and d,; is linear distributed with the
distribution f(d,) = 2d,/r*. Let b = % and ¢(z) = \//';f — L%,,sin?(z) then
the PDF and CDF of L, ; are given by

9

2
Lgp —1°

Casel: Lsp —r <, <

£ ()= I (L.s'nb — q(cos™ (b))
T arLspVI -8 12 LeprV/1— B
: /.(~u> L(b) LHI)('OS((,')) - (1(0)

(

Jo q(0)

do) (A.1)

1 cos (b) R -
Fr,. () = = / r“ — (Lsp cos(¢) — q(@))” do (A.2)
(

CaselIl: \/L%, —r? <l < Lgsp




Appendix A: The PDF and CDF of L, ;

i 1 ((LS[) cos(sin~! LI;D) — g(sin(£2-)))?

il = —— o
mLspy/1 = (£5) SD (z55)

) /sml(,j;“) 2, (Lsp cos(¢)) — q(o)
/, q(o)
1 Ir

a. + =
wLspy/1 — (Ltn )2 mLsprvl— b2

do

n L((LSD cos(sixf‘(r[“\’?)) + g(sin ! L{JD))Q - L, (Lspb + q(cos™1 b))?
2 ' ;prv/ 1 — b?
r2m LT (R Lsprv1—b
ssin 1 ( ‘I\f')) i e )
R / #sn) 2 (Lsp cos(@) + 99) 45) (A.3)
Jcos—1(b) ([((I))
1l 'Sinﬁl(ﬁ) 2 2
Fi, (i) = - r” — (Lsp cos(d) — a(¢))" do
Jo

1 ssin— L(—2% )

el 1% Lsp 7_2 b s (LSI) (-Qs(d)) == (]((b))Z do (=)

i Jeos—1(b)

Caselll: Lsp <. < Lgp +r

(= 1 (—l,-(Ls/)b + q(cos~'(b)))?
L o Lsprv1—b?
o /'7T 20, (Lsp cos(¢) + q(o)) b (A5)

, do) + :
cos—1(b) (I(O) 7TL5‘1)I'\/ 1 — b2

Fr ()= : /” (Lsp cos(p) + q(¢)dd)* + %('0371(1)) (A.6)

. 2
=T Jeos—1(b)
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Appendix

The PDF and CDF of Link

Residual Time

B.1 List of the PDF and CDF of Link Residual Time

We derive the PDF and CDF of R; from (6.3) and (6.4). Recall that R, is a function of
two random variables 0; ~ U (0, 7) and d,, ; is linear distributed with the distribution
fds) = 2d,/r?. Let s = sin~!(r/(tv)), ¢ = cos~L(tv/(2r)), w(t) = \ﬂr") — t2u?sin?(t)),
ay = 1/y/(1 — t>0?/(4r?)) and ay = 1/,/(1 — r%/(tv)?), then the PDF and CDF of R;

are given by

Casel:0<t< T

fRay (ti0)

18 )

Casell: | <t < ‘),—' cos T

fRan (t:0)

drw(s) cos(s) N

sin(2¢)
dt (B.1)
‘ / w(t) cos(t)dt (B.2)

v(l — /"“('IT)','_: + w(e))?)

'S (r2 — 2t2v2 sin?(t)) cos(t)

S (r2 — 2t202 sin®(t)) cos(t)

)

2ul'lll

(B.3)



Appendix B: The PDF and CDF of Link Residual Time

t2ue Dtur [ 2t [*
Frpn(tiv) =1+ 5 emiGest = w(t) cos(t)dt — — w(t) cos(t)dt
‘ 2 mr? Jo )
(B.4)
Case III: 2 cos T <t <
: v r(fi”_z —w(e)?® tw? |
(il = — T + — sin(2c
Fhpx (t:0) 2mra; 2mrdag T2 S
B le ¢ (r? — 26202 sin?(t)) ('os(t)dt (B.5)
= Jo ‘U'(f)
f2 2 i 2tv i
Frpytiv) =1+ ——sin(2¢) — —— w(t) cos(t)dt (B.6)
‘ 2mr= mre Jo
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