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Abstract 

This thesis discusses a new muhiuser detection technique for celhilar wireless 
communications. Muhiuser communications is critical in cellular systems as 
multiple terminals (users) transmit to base stations (or wireless infrastructure). 
Efficient receiver methods are needed to maximise the performance of these 
links and maximise overall throughput and coverage while minimising inter-cell 
interference. 

Recently a new technique. Interleave-Division Multiple Access (IDMA), 
was developed as a variant of direct-sequence code division multiple access 
(DS-CDMA). In this new scheme users are separated by user specihc interleavers, 
and each user is allocated a low rate code. As a result, the bandwidth expansion 
is devoted to the low rate code and not weaker spreading codes. IDMA has shown 
to have significant performance gains over traditional DS-CDMA with a modest 
increase in complexity. The literature on IDMA primarily focuses on the design 
of low rate forward error correcting (FEC) codes, as well as channel estimation. 
However, the practical aspects of an IDMA receiver such as timing acquisition, 
tracking, block asynchronous detection, and cellular analysis are rarely studied 
in detail. 

The objective of this thesis is to design and analyse practical synchronisation, 
detection and power optimisation techniques for IDMA systems. It also, for the 
first time, provides a novel analysis and design of a multi-cell system employing 
a general multiuser receiver. These tools can be used to optimise and evaluate 
the performance of an IDMA connnunication system. The techniques presented 
in this work can be easily employed for DS-CDMA or other nniltiuser receiver 
designs with slight modification. 

Acquisition and synchronisation are essential processes that a base-station is 
required to perform before user's data can be detected and decoded. For high 
capacity IDMA systems, which can be heavily loaded and operate close to the 
channel capacity, the performance of accjuisition and tracking can be severely 
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affected by multiple access interference as well as severe drift. This thesis develops 

acquisition and synchronisation algorithms which can cope with heavy multiple 

access interference as well as high levels of drift. Once the timing points have 

been estimated for an IDMA receiver the detection and decoding process can 

proceed. 

An important issue with ui)link systems is the alignment of frame boundaries 

for efficient detection. This thesis demonstrates how a fully asynchronous system 

can be modelled for detection. This thesis presents a model for the frame 

asynchronous IDMA system, and then develops a maxinnim likelihood receiver 

for the proposed system. 

This thesis develops tools to analyse and optimise IDMA receivers. The 

tools developed are general enough to be a[)plied to other multiuser receiver 

techniques. The conventional EXIT chart analysis of unequal power allocated 

nuiltiuser systems use an averaged EXIT chart analysis for all users to reduce the 

complexity of the task. This thesis presents a multidimensional analysis for power 

allocated IDMA, and shows how it can be utilised in power profile optimisation. 

Finally, this work develops a novel power zoning techniciue for multicell multiuser 

receivers using the optimised power levels, and illustrates a particular example 

where there is a 50% capacity improvement using the proposed scheme. 
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Notation 

IIaII Euclidean Norm of variable X 

a Estimate of random variable a 

a Soft information of random variable a. 

a{-) Continuous fimction a 

a[-] Discrete time function a 

A A priori log likelihood ratio 

a Pulse shaping filter roll-off factor 

Cfc The coded bits for user k 

Ck The block of coded bits for user k 

C Capacity 

dk The data bits for user k 

E A posteriori log likelihood ratio 

E { X } Expectation of random variable X 

Eb Energy per bit 

Eg Energy per symbol 

Ed Energy for a data bit 

Ep Energy for a pilot bit 

g{t) Square root raised cosine pulse shaping function 

hk Channel coefficient for user k 
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Channel coefficient of the Ith path for user k 

1 Imaginary unit ( N / ^ ) 

J{-) The J function 

Js{-) The Jg function 

k User identifier 

Total number of users/ user groups 

I'̂ k The number of users in user group k 

K The set of user groups 

Kt Total number of users 

^ prion log-likelihood ratio of component C for user k 

Extrinsic log-likelihood ratio of component C for user k 

M Over sampling rate 

u Constraint length of a convolutional code 

J\f{fi,a'^) Gaussian random variable with mean mu and variance cr̂  

Â o 2-sided noise spectral density 

Ng Number of chips per symbol 

0{-) Order of complexity 

u)n Natural frequency 

7r(x) Permutation function on the vector x 

Inverse permutation of 7r(-) 

The j t h pilot bit for user k 

Pf. Power level for user k 

Pi, .̂ Probability of bit error for user k 

r Received signal 



Rc Code rate 

Rg Raised Cosine pulse shaping function 

RZ,K Radius of a cell 

S Spreading code length 

Additive white Gaussian noise variance 

Damping factor 

Tc Chip period 

Ts Symbol period 

Tk Timing delay for user k 

Xk\j] The j t h interleaved coded bit for user k 

x'^" The real component of random variable x 

x^"^ The imaginary component of random variable x 

Var {X} Variance of random variable X 

Cfcb] The interference plus noise term of the j t h chip for user k 
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Chapter 1 

Introduction 

The demand for high performance wireless networks is imrelenting, and has 
triggered the design and development of cellular standards and technologies, 
such as the Third Generation Partnership Project's (3GPP's) High Speed Packet 
Access (HSPA) and Long Term Evolution (LTE) standards, and 3GPP2"s 
Evolution Data Optimised (EVDO) and Ultra Mobile Broadband (UMB). In the 
standardisation fonuns, the Wideband Code Division Multiple Access (WCDMA) 
technology has emerged as the most widely adopted third-generation air interface. 

This thesis explores the physical layer aspects of wireless conmiunications 
and specifically concentrates on a new multiple access technique called 
Interleave-Division Multii)le Access (IDMA). Recently, IDMA was developed as 
a variant of DS-CDMA. In the new scheme users are separated by user specific 
interleavers, and each user is allocated a low rate code. As a result the bandwidth 
expansion is devoted to the low rate code and not weaker spreading codes. As 
a consequence IDMA receivers generally have higher spectral efficiency than 
DS-CDMA receivers, operating at the same loading. The other advantage of chip 
level interleaving is that larger block sizes lead to larger interleavers which improve 
the time diversity of the system. IDMA uses a simple chip-by-chip interference 
:ancellation technique concatenated with single user forward error correcting 

(EEC) decoders for all users. IDMA inherits many advantages from Code Division 
Multiple Access (CDMA), in particular, diversity against fading and mitigation 
of the worst-case other-cell user interference problem. IDMA receivers are shown 
to have much higher capacity than single user CDMA receivers. Even when 
using much simpler sub-optimal interference cancellation (IC) techniques IDMA 
receivers support higher capacity than minimum mean squared error (MMSE) 
multiuser CDMA receivers. 

c 
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When operating at higher capacity with higher loading the received signal 
for an IDMA receiver will have a very low signal-to-noise ratio (SNR) before 
interference cancellation. Under these circumstances it is envisaged that the 
necessary receiver functions such as timing, frequency and channel estimation 
and tracking will be much more challenging than in conventional spread spectrum 
receivers. It is also crucial to have efficient power allocation to maximise the 
performance of the multiuser receiver and minimise interference. 

This thesis aims to design practical IDMA receivers with new and improved 
techniques for timing acciuisition, tracking and asynchronous detection. Generally 
carrier freciuency tracking can be combined with the timing tracking so we mainly 
focus on timing acquisition and tracking. We also aim to design and analyse 
frame asynchronous IDMA receivers, since frame asynchronous models are widely 
used in practical spread spectrum systems (such as the WCDMA air interface for 
HSPA). We then provide techniques and tools for analysis and power optimisation 
of IDMA systems. Finally, we aim to design and analyse a practical cellular 
system employing IDMA and develop a novel power zoning scheme, and show 
how it can improve system capacity. 

1.1 Practical IDMA Receiver Design 

Interleave Division Multiple Access is a multiple user connnmiication scheme 
that uses interleavers as a means to sei)arate users. By using low rate codes and 
large interleavers, IDMA can achieve near caj^acity performance with modest 
complexity. By using layering and low level modulation (typically BPSK or 
QPSK) high spectral efficiency can be achieved. IDMA has been proposed as 
a possible alternative future air interface wireless conmiunications standard. 

The primary advantage of IDMA over other multiple access techniques is 
its ability to devote the entire bandwidth expansion to FEC codes and then 
employ a low cost chip-by-chip interference canceller. A secondary advantage of 
the technique is the improved time diversity through chip interleaving of large 
blocks. Near capacity performance has been demonstrated for fully loaded and 
even overloaded systems, where traditional DS-CDMA nuiltiuser detection fails. 
The IDMA receiver uses a simple interference canceller with complexity linearly 
proportional to the number of users. The cost complexity of the IDMA receiver 
is mainly dependent on the complexity of the outer FEC codes employed. It has 
been shown theoretically that weak repetition codes are near optimal for multiuser 
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receivers operating in the high noise region. Under these scenarios IDMA provides 
an ideal sohition as it promises better performance than traditional DS-CDMA 
while having low complexity. IDMA has also been demonstrated in conjunction 
with orthogonal frequency division multiplexing (OFDM), orthogonal frequency 
division multiple access (OFDMA) as well as multiple-input multiple-output 
(MIMO) techniques incorporating the gains of these schemes as well as the 
performance benefits of IDMA. Due to the provision of low rate coding, as well as 
the detrimental effects of rnultipath interference, and timing and carrier frequency 
offsets, the practical design of IDMA systems is challenging. 

1.2 Literature Review 

1,2.1 Iterative Multi-user Detect ion 

In cellular mobile conununication systems with limited resources the division of 
access privileges is an ever increasing issue as the number and density of users 
and the data rates they demand increases. The basic approach to share resources 
is to divide the channel and multiplex the users such that only one user accesses 
a particular type of resource at any time. The chamiel can be divided in one of 
several ways: time division multiple access (TDMA), where all users transmit on 
the same frequency but users are assigned time slots during which they can share 
the same frequency; frequency division multiple access (FDMA) where each user 
is assigned a frequency band to use; and spatial division multiple access (SDMA), 
where smart antennae (phased array techniciues) are used to direct transmissions 
at the mobile user to maximise the gain in that direction. In traditional code 
division multiple access (CDMA), users share frequency and time, that is they 
transmit over the same frequency band at the same time, but are separated using a 
spreading code. The spreading code is a pseudo-random sequence that is unique 
to each user and the transmitted sequence occupies a wider bandwidth so the 
technique is known as spread-spectrum signalling. 

The conventional single-user CDMA receiver correlates the received signal 
with the spreading waveform of a particular user, treating the other users as noise. 
It is possible to remove the interference from other users if the interfering signals 
are orthogonal; in fact in this special case the conventional receiver is optimal. 
In reality, the spreading sequences are not orthogonal and in an asynchronous 
system there can be no guarantee that the codes are orthogonal. Therefore, in 
practice the conventional receiver suffers severe performance degradation. The 
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multiuser detector (MUD) was designed to cope with asynchronous transmission. 

Since muhi-access cellular networks were proposed, the problem of multiuser 
detection has been a subject of extensive research. In 1986, Verdu published the 
maximum likelihood sequence estimator (MLSE) [2]. This techniciue achieves 
optimum multiuser detection in an additive white Gaussian noise (AWGN) 
chamiel, but has prohibitively high complexity for even a small number of users. 

Large improvements in MUD were realised following the discovery that 
CDMA could be combined with chaimel coding and the receiver could iterate 
between the MUD and the channel decoders (one for each user) in an analogous 
fashion to turbo codes. This is known as iterative MUD (IMUD) where an a 
posteriori probability (APP) CDMA detector and a bank of single-user (SU) 
decoders (separated by an interleaver) form an iterative loop and exchange 
soft information. Coded CDMA was first proposed in [3-6], where different 
approaches for interference suppression were used. In [4], Moher used a large 
interleaver with a conventional detector and FEC to show IMUD could achieve 
near single user performance. In [3], Reed et al. used a CDMA maximum a 
posteriori (MAP) detector with FEC, and Wang and Poor described a minimum 
mean-square error (MMSE) filter to perform interference suppression in [5 . 
Alexander et al. proposed the use of a simple interference canceller (IC) in [6 
which subtracts an estimate of the interfering signals from the received (filtered) 
signal. Moher continued develoj^ment for a synchronous and asynchronous IMUD 
hi [7-9]. 

1.2.2 Interleaved Division Multiple Access 

Interleaved-division nniltiple access (IDMA) is a recent iterative multiuser 
detection scheme proposed by Ping [10-13], where users are separated by user 
specific interleavers. Such a system is a development of earlier spread spectrum 
multiuser detection techniciues by introducing chip-level interleaving as a means 
of mitigating burst impulsive noise disturbances, nniltiple access interference as 
well as intersymbol interference [14-16]. It is different from traditional division 
multiple access schemes as it is implicitly designed to be detected with an IMUD 
algorithm. IDMA differs from DS-CDMA since the entire bandwidth is devoted 
to a low rate code. Consequently IDMA was shown to l)e more bandwidth 
efficient than CDMA under similar operating conditions [17]. The low complexity 
iterative chij) by chip (CBC) detection algorithm for IDMA in [18] has complexity 
linearly dependent on the number of users in the system. As a consequence. 
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the complexity cost for an IDMA receiver for K users is moderately higher 
than the total cost of K single-user receivers (assuming iterative decoders are 
involved in both cases). While having superior performance to DS-CDMA, IDMA 
also inherits the advantages of CDMA, in particular diversity against frequency 
selective fading and mitigation of the worst-case other-cell user interference 
problem. IDMA has been proposed as a })ossible future standard for 3GGP 
and LTE projects [19, 20 . 

The performance of multiuser code-division multiple access (MU-CDMA) 
systems is mainly limited by multiple access interference (MAI) and intersymbol 
interference (ISI). A conventional CDMA system involves separate coding and 
spreading operations. Theoretical analysis [21, 22] shows that optimal multiple 
access channel (MAC) capacity is achievable when the entire bandwidth is devoted 
to coding. This suggests that combining coding and spreading using low-rate 
codes maximises coding gain [21, 23]. Considering that spreading codes are no 
longer viable in this circumstance, interleavers can be employed to distinguish 
signals from different users. The principle has been studied previously and its 
potential advantages have been demonstrated [15, 16, 24 29]. Moher and Guinard 
in [15] showed the possibility of employing interleaving for user separation in 
coded systems for the first time. Brannstrom et al. [24] proposed narrow-band 
coded-modulation schemes in which trellis code structures are used for user 
separation and interleaving is considered as an option. For wideband systems, 
the performance improvement by assigning different interleavers to different users 
in CDMA has been demonstrated in [25, 26]. Mahadevappa and Proakis in 
16] studied a chip interleaved CDMA scheme and a maximal-ratio-combining 

(MRC) technique for MACs with ISI. It demonstrated the advantages of chip-level 
interleavers. An interleaver based multiple access scheme was studied in 
[27-29] for high spectral efhciency for improved jierformance and low complexity. 
Interleave-division multiple access (IDMA) relies on user speciftc interleavers to 
distinguish signals for different users. IDMA inherits many advantages from 
CDMA, in particular, diversity against fading and mitigation of the worst-case 
other-cell user interference problem. 

1.2.3 Acquisition 

A necessary function in the receiver of a spread spectrum system is to determine 
the initial timing of the received replica of the transmitted signal. Before a 
receiver can begin detecting and tracking the user's data there must be an initial 
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estimate of the timing point to within half a chip. This process is generally 
termed acquisition. The acquisition process can be simplified to having two main 
processes: the searching strategy and the detector. The searching strategy is the 
procedure adopted by the receiver in its search through the uncertainty region. 
The detector evaluates multiple decision criteria at every step through the search, 
and deems whether the timing has been acquired. Once the initial timing has 
been acquired, the timing is continuously tracked l̂ y a tracking fimction such as 
a delay locked loop. 

There are numerous acquisition search strategies for spread spectnun 
receivers, including serial search techniques [30-32], sequential-estimation 
techniques [33-35] and maxinmm a posteriori probability techniques [36, 37 . 
Serial searching techniques are generally believed to be superior in low signal 
to noise ratio (SNR) channels, to sequential algorithms which suffer from 
deteriorating performance with decreasing SNR, while the MAP tec^hniques 
have prohibitive complexity. The performance parameter of greatest interest 
in evaluating the searching procedure is the total search time required to find 
the correct timing hypothesis. In order to determine whether the system is 
acquired (correct timing point), the detector must make a decision based on 
a specific statistical hypothesis test, i.e. Bayes [38], Neyman Pearson [39], or 
other. Minimising false alarms and missed detections is the primary goal of the 
detection process. 

It has been shown that acquisition in the presence of MAI can significantly 
reduce the capacity of a spread spectrum system [40]. In [41], Madhow and 
Pursley defined the capacity of multiple user while maintaining acceptable 
acquisition performance. In [40], Corazza and Degli-Espoti suggested a 
nmltiple-dwell solution consisting of search mode and verification mode; in [40 
the number of users was significantly fewer than the processing gain. Intuitively, 
the sensitivity of the acquisition unit is reduced to the MAI, which appears as 
noise like interference. In a highly loaded IDMA system with low rate coding, the 
MAI is expected to be quite severe, meaning that acquisition will be challenging. 
Therefore, it is necessary to study acquisition for low SNR environments. 

Previous work on timing acquisition in the presence of MAI includes [42], 
which studied acquisition performance in the presence of MAI and the near-far 
problem. The authors compared the performance of approximate maximum 
likelihood (ML), MUSIC, and correlator performance, where the number of 
users was only one third of the spreading factor. In [43], a constant modulus 
algorithm was jjroposed. However, the number of users was also always less 
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than the processing gain. In [44], an investigation into parallel acquisition in 

DS-CDMA systems with MAI and other effects was performed. In [45], an 

improved acquisition technique was introduced, which is useful for channels with 

low SNR or MAI. Glisic et al. treated the MAI as noise. Moon et al. [35] studied 

the effect of MAI and an acquisition approach where multiple users exist. This 

only considered a small number of users where the ratio of users to spreading 

factor was far less than one. 

In fully loaded systems with high levels of multiple access interference, poor 

acquisition performance can severely reduce the capacity of nniltiple user systems 

46], In [46, 47] the authors developed a model for acquisition using soft 

interference cancellation techniques for DS-CDMA. IDMA can be seen as a 

variant of DS-CDMA where the order of interleaving and spreading fmictions 

are swapped. Therefore we intend to apply acquisition techniques similar to 

those detailed in [46, 47] for the acquisition of IDMA users. In [48], we develop 

an acquisition technique for IDMA which uses interference cancellation and a 

correlating detection unit. This approach uses the soft estimates from the IDMA 

multiuser detector in order to acquire the timing of new users connecting to 

the base station. In [49] the authors show the performance degradation which 

sampling timing errors can cause in an IDMA system. 

1.2.4 Tracking 

Once receiver timing has been synchronised to within a fraction of a chip time, 

the estimate should be further refined to minimise timing errors. Furthermore, 

because of the relative motion of the transmitter and receiver and the instability 

of clocks, corrections nmst be made continuously [50]. This process is called 

tracking. Timing phase tracking consists of two distinct operations [51]: (i) 

estimation of the timing phase; (ii) utilisation of the timing estimate to correctly 

sample the received signal at the correct timing intervals. The former is 

referred to as timing error detection and the later as timing correction. Timing 

correction serves to provide the decision device with signal samples with minimum 

intersymbol interference. In the case of a digital implementation of timing 

tracking there are two broadly used configurations, namely, feedforward control, 

and feedback control. Oversampling is necessary in both schemes, where sampling 

is controlled by a fixed clock whose ticks are not locked to the incoming data. 

In practice the clocks sampling rate will be close but not equal to some rational 

multiple of the symbol rate. 
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Pulse shaping is generally performed by a combination of a transmit and 

receiver matched filter pair. A band limited pulse shaping filter which satisfies 

the Nytjuist criterion for zero ISI. is conmionly used in spread si)ectruni 

comnmnications [52], Bandlimited pulse shaping filters also have compact 

frequency spectrum thus they have better bandwidth efficiencies [53], Based 

on both of these factors, a square root raised cosine (SRRC) pulse shaping filter 

is employed as the chip waveform of DS-CDMA signals in third generation (3G) 

wireless systems [54], We adopt SRRC pulse sha[)ed IDMA for the reasons stated 

above. 

In the feedforward timing recovery scheme, the sampled received signal is 

matched filtered then timing estimation and correcting is performed before 

detection. In the feedback configuration, the timing error discriminator (TED) 

generates an error signal proportional to the difference between the actual chip 

timing and its current estimate. The error signal is then exploited to recursively 

update the timing estimates using feedback control. The central component of 

the timing recovery scheme is the TED. A variety of timing error detectors exist, 

either decision-directed (DD) or non-data-aided (NDA) [51, 55]. A synchroniser 

designed using a DD ML-based detector practically achieves the modified Cramer 

Rao bound (MCRB) [51]. Unfortunately an ML-based detector is complex to 

implement as it requires derivative matched filter in addition to the matched 

filter. Thus simpler solutions have been found. One of the most connnon TED 

is the early-late detector [56-58], which uses a simplistic approximation of the 

derivative matched filter. Some other timing error detectors of interest are the 

zero-crossing detector [59] and the Mueller and Muller (MM) detector [60]. 

Another prominent issue in timing recovery for an asynchronous multiuser 

receiver is the necessity for non synchronised sampling. In a fully digital 

implementation of the receiver, sampling is not locked to the incoming pulses. 

This is referred to as non-synchronous sampling. It is })ossible to have 

synchronous sampling for a single user receiver where a numerically controlled 

oscillator (NCO) can be used in conjunction with samj)ling such that the symbols 

are synchronous. However, for a multiuser receiver for IDMA this is not possible 

due to asynchronisni, and the fact that multiple users must be resolved from the 

received signal. As such, it is most practical that non synchronous oversampling 

be employed and interpolation be used to correct the fractional timing error. It 

is then possible to employ an independent tracking loop for each user. 

In this work, we mainly focus on decision directed feedback controlled 

tracking loops with non synchronous sampling and interpolation to estimate the 



1.2. Literature Review 

cliip timing for an IDMA chip sequence. As previously discussed we consider 
SRRC pulse shaping, and user asynchronisin as motivated by the 3G systems 
54], Conventional timing tracking/synchronisation techniques for DS-CDMA 

systems involve pilot aided timing recovery using code-locked loops which have 
been widely studied [50, 61]. It is conceivable that sever MAI can degrade 
the performance of conventional timing tracking algorithms, in a similar way 
that it affects conventional timing acciuisition, as described in [46, 47]. This 
motivates us to study tracking algorithms operating in low SNR scenarios. In 
62] the authors show that there is merit in maximum likelihood based iterative 

code-aided feedback phase tracking. A framework for iterative soft information 
based synchronisation techniques for turbo receivers is presented in [63]. Further 
developments in iterative synchronisation techniques, also referred to as turbo 
synchronisation, are presented in [64 72]. 

Although iterative timing synchronisation technicjues have been studied for 
single user turbo-coded systems [62, 63, 70- 72], they have not been ajjijlied 
to CDMA or IDMA systems, where they result in significant performance 
improvements for severe drift scenarios. The interference canceller in a heavily 
loaded IDMA system operates at a very low SNR due to the nature of the 
chip-by-chip processing required. It has been shown by experimentation that 
in fully loaded systems with high levels of multiple access interference, poor 
acquisition performance can severely reduce the cai)acity of multiple user systems 
48]. The severity of the multiple access interference is increased by the fact that 

pilot channel has much lower power than the data channel in most practical 
systems (for example 3GPP [54]). We have simulated and analysed a multiuser 
turbo synchronisation algorithm for an IDMA receiver for the first time in [73]. 

1.2.5 Iterative Decoding Analysis 

Hagenauer and Hoeher were the first to visualise the behavior of a soft-input 
soft-output (SISO) decoder in [74]. They considered the decoder as a filter which 
improves the SNR and derived a transfer function where the SNR of the decoder 
output is a function of the input SNR . This work was carried out before iterative, 
or turbo decoding was discovered. Several methods have since been derived to 
analyse the performance of convohitional and turbo codes. 

The Variance Transfer (VT) method was hrst proposed by Alexander, et al. 
in [6] and developed further in [75]. The variance of the output of a decoder 
can be analysed as a function of the input SNR. The V T technique essentially 
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determines by simulation the input-output relationship of the constituent decoder 
by comparing the noise variance in the a priori input to the a posteriori output 
noise variance, for a fixed Eb/No. VT analysis assumes the noise has a Gaussian 
distribution and as such has been applied extensively in CDMA receivers as the 
interference plus noise in a CDMA channel is Gaussian-like. In [76] VT analysis 
was used to model unequal power CDMA. The same technique can be easily 
applied to IDMA for analysis. 

A method known as density evolution (DE) was proposed indej^endently by El 
Carnal and Hammons in [77, 78] and Divsalar et al. in [79]. The authors analysed 
iterative systems by tracking the density, or SNR, of the extrinsic information 
exchanged between constituent decoders. The technique considers each decoder 
as an SNR transfer device, the input is the SNR of the a prion input and the 
output is the SNR of the a posteriori output. The work by Richardson et al. 
in [80] and [81] was significant in DE analysis of LDPC codes. DE is useful for 
optimizing LDPC codes and as in VT analysis, requires the assumption that the 
input and output of the decoder is Gaussian [77, 78]. 

Both V T and DE analysis have been used extensively and have been foimd 
to exhibit properties that make them especially suitable to particular decoders 
or receivers. In 1999, ten Brink proposed the use of mutual information (MI) 
as a metric for tracking the convergence of iterative decoding in [82, 83]. The 
method is known as Extrinsic information transfer (EXIT) analysis and considers 
the decoder as a MI transfer device. The transfer function is obtained through 
simulation and describes the change in MI between the input and the output 
of the decoder. This techniciue typically assumes a Gaussian distributed input 
signal. However, it has the advantage that no assumption needs to be made on 
the output. EXIT analysis is generally considered to be a superior technique for 
modeling iterative decoding [84] and in recent years nmch work has been done 
in the field of EXIT analysis. The relationship between capacity, code rate and 
EXIT functions, now known as the Area Theorem, was proven in [85, 86] and [87 . 
In [88] it was shown that EXIT and Density Evolution are equivalent (and exact) 
in the BEC case. The Generalised EXIT (GEXIT) function was proposed in [89] 
which yielded a closed-form EXIT function for BEC case for simple codes and in 
89] the authors derived a (tight) upi)er bound for the MAP threshold (threshold 

above which decoding can succeed). EXIT chart analysis was extended to parallel 
concatenated codes with three components by ten Brink in [90] and Brannstrom 
et al. proposed a method in [91]. 

Several other techniques have been proposed for convergence analysis of 
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iterative decoders and receivers. Belief propagation, otherwise known as the 
sum-product algorithm, was used to represent iterative nmltiuser joint decoding 
of CDMA signals by Boutras and Caire in [92] and [93]. They analysed the 
asymptotic performance of the decoding algorithms using DE. The convergence 
analysis tools mentioned previously assmne a large (infinite) block length. In 
practice large block lengths are not suitable for communications as they suffer 
from high latency so block lengths typically less than 5000 are used. Transfer 
charts become less reliable with decreasing block lengths. Lee and Blahut 
proposed the SNR transfer characteristic band (TCB) in [94-96] which is useful 
for finite-length turbo codes. In [97] Lee and Blahut proposed an analogous EXIT 
band chart for finite-length turbo codes and derived lower bounds for the BER 
performance. 

In [84], Tiichler et al. concluded that EXIT and fidelity transfer are most 
suitable for predicting the convergence behaviour of turbo codes. In consideration 
of the findings of [83] and [84] that EXIT charts are the most accurate tool for 
analysis of iterative receivers, they will be used exclusively in this thesis. 

1.2.6 Power Optimisation 

It is well understood that the maxinnmi sum-capacity of a nniltiple access 
channel (MAC) can be achieved by either unequal power allocation (PA) or 
unequal rate allocation (RA), and using successive interference cancellation (SIC) 
[98, 99]. Recent results [100, 101] show that with rate or power control and 
group stripping decoding, the optimal spectral efficiency of a multiple access 
channel can be approached using low level modulation (e.g. BPSK or QPSK). 
The analysis and optimisation of IDMA has been studied in [102], where the 
authors use the large system approximation along with signal to interference plus 
noise ratio (SINR) evolution for performance evaluation, they also consider power 
profile optimisation of an IDMA system to maximise its spectral efficiency. The 
large-system approximation-based SINR analysis method provides less accurate 
})erformance evaluation than the Extrinsic information transfer (EXIT) chart 
analysis. This is because of the Gaussian approximation made in order compute 
the interference plus noise variance terms in the SINR estimation process. 

Recently, it has been shown that for a system with equal power distribution, 
the capacity bound can also be achieved by adopting unequal rate allocation 
(RA) and successive cancellation, as long as the number of user rate groups is 
sufficiently large [103]. In a system with iterative soft onion peeling (SOP) and 
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unequal rate distribution, low-rate users converge faster than high-rate users and 
the operation of the iterative receiver is facilitated by using rate allocation. 

Power optimisation of coded CDMA systems using EXIT chart analysis 
has been studied in [104, 105]. In [105] the capacity optimisation criterion is 
constructed by averaging the EXIT function of the outer codes across all the 
users in the system. The authors do not construct the optimal power/rate 
allocation scheme in order to achieve the sum-rate capacity given by the rate 
region constraint for nmlti access channel defined in [98 . 

Rate optimisation of repetition coded IDMA systems using conventional linear 
programming techniques has been studied in [101]. However, the results show that 
the performance is 5dB away from the ultimate sum-rate capacity of the channel. 
The LP criterion is not constructed in an optimal fashion. 

1.2.7 Cellular analysis 

Most of the literature that investigate multiuser receiver design omit the effects of 
out-of-cell (intercell) interference. Newson et. al in [106] showed that in a typical 
urban environment roughly 33% of the receiver interference comes from users 
in other cells (intercell interference), the other 67% coming from users within 
the cell (intracell interference). Alexander [107] shows how intracell interference 
on the uplink can be can be mitigated using MU receivers at the BS, and that 
intercell interference can be partially mitigated using soft hand over (SH())[108]. 
As a result, huge signal to interference (SIR) gains with respect to conventional 
single user (SU) receivers can be observed. Dawy et. al in [109] propose relays 
at the edge of the cell to improve coverage and capacity while lowering the UL 
interference for cellular systems. In [110] the capacity and cell coverage by using 
successive interference cancelation along with service classes is used to show 
capacity and coverage gains over single user receivers. However, we believe that 
the average signal to interference ratio limitation due to intercell interference for 
the system in [110] must still conform to that given in [107], if the power levels 
are normalised. 

1.3 Motivation of Research 
The performance and complexity analysis of IDMA and its comparison with 
DS-CDMA has been evaluated in [1, 111, 112]. In [111] the authors evaluated 
both techniques by means of com{)uter simulations in various scenarios such as 
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user asynchronisin, multipath channel, near-far problem, and overloaded systems. 

In all the scenarios they evaluated IDMA performs better than or as good as 

CDMA despite its simplicity and lower complexity. In [1] the same authors 

provide a more comprehensive comparison of both detectors. The authors of 

1] performed comprehensive comparisons of IDMA and CDMA systems using 

three iterative linear detectors: the MMSE, rake, and soft rake detectors from 

practical complexity concerns. The three detectors were analytically shown to 

be equivalent for IDMA over flat channels for asynchronous users. It was then 

pointed out that the equivalence guarantees the MMSE solution for IDMA over 

fiat channels without computationally expensive matrix inversions and matrix 

vector nuiltiplications. This is not the case for CDMA systems in general since 

CDMA is sensitive to user asynchronisni. 

In the case of CDMA, it was observed that the performance degradation is 

severe for the rake and soft rake detectors as compared to the MMSE detector 

in most scenarios. For IDMA, the simplest interference canceller (or soft rake 

detector) performs nearly as well as the most complex MMSE detector in 

many scenarios except highly user-loaded scenarios or for a chamiel with poor 

frecjuency characteristics. Table 1.1 presents the simulation parameters used in 

[1]. Figure 1.1 shows the performance for the IDMA receiver as given in [1]. It 

can be seen that the simplest interference canceller for IDMA performs as well as 

the more complex MMSE detector for CDMA. It should also be noted that when 

using low rate coding as in [10, 13, 113] the performance difference between the 

MMSE and simple IC for IDMA would be negligible. For this reason we opt to 

use the simpler IC for IDMA rather than the MMSE detector presented in [1 . 

CDMA IDMA 

Information bits 1024 

Convolutional code Rc = 1/2, mem 4, 31,27]8, trellis is terminated 

Repetition code - 1/4 

Bit interleavers user-independent, miiform random 

Interleaver size 2056 8224 

Modulation QPSK (Gray labeling) 

Symbols 1028 4112 

Spreading codes length 4 -

Scrambling codes UMTS uplink long codes -

Table 1.1: Simulation parameters for IDMA system, from [1] 

Recently in [19, 114] IDMA has been proposed as air interface for 3G 
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Figure 1.1: BER performance of highly loaded CDMA (MMSE) and IDWA 

systems with K = 6, 8 users after 10 iterations on an AWGN chamiel, for 

parameters in Table 1.1. 

and 4G technologies. The literature shows that there are advantages of 

multi-layered, OFDM-IDMA systems whereby the systems can gain benefits from 

both non-orthogonal (IDMA) and orthogonal systems (OFDM). For example, in 

[17] the authors present the benefits of an asynchronous IDMA, being robustness 

in fading channels, inter-cell interference, and its flexibility in asynchronous 

transmissions, whereas OFDM has the main advantage of lower complexity 

equalisation for resolving multipath channels. OFDM-IDMA has been recently 

proposed as an alternative to plain IDMA in ISI channels [115, 116 . 

Spread spectrimi conununication techniques may have advantages over OFDM 

systems in ad hoc and self organizing networks. This is due to the robust, 

asynchronous nature of spread spectrum systems where users are uncoordinated. 

IDMA has been suggested as a practical system for ad hoc and self organizing 

networks in [112, 117, 118]. These properties of IDMA may deem it a 
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practical technology for femtocell [119] networks which are likely to rely on self 
organisation. 

1.4 Practical IDMA Receiver Design 
Challenges 

Practical IDMA receiver design has not been studied in any great detail in the 
literature. There has been considerable effort devoted to low rate coding, OFDM, 
and MIMO, as well as channel estimation for IDMA. However, the literature seems 
to be bare with respect to acciuisition (initial timing and frequency estimation) 
as well as continuous tracking (timing and frequency). Most research on the 
topic of IDMA considers frame synchronous receiver models where all users are 
known to be connected with the base station a •prion. Under heavily loaded 
systems with low rate coding and user layering, the operations of acquisition and 
tracking are potentially very challenging for the IDMA receiver. Asynchronous 
detection in the uplink is generally the norm in 3G standards as it reduces the 
complexity of the uplink by removing the recjuirement for closed loop timing 
synchronisation between users. Power allocation in practical cellular systems 
is important as it provides a number of benefits, being longer battery life in 
terminals, less interference onto the cell of interest enabling a combination of 
more connected users, higher data rates per user, connection robustness, and 
longer connection range. Cellular analysis of IDMA which incorporates inter-cell 
interference is important due to the reasons stated above. This thesis primarily 
focuses upon the practical implementation of an IDMA system operating in the 
ui)hnk. We understand that the design of the IDMA base station receiver, will 
require asynchronisni (as suggested above), as well as power control. As such 
the design of an IDMA receiver in the uplink provides a much more challenging 
problem to solve. It can also be envisaged that techniques i)ertaining to an uplink 
receiver could potentially be applied to a downlink receiver, however, this is out 
of scope of this thesis and isn't explored here. The design challenges we identify 
for an IDMA receiver in a base station are briefly sunnnarised below; 

Synchronisation Accurate synchronisation plays a central role in the efficient 
utilisation of any spread spectrum system. Typically the process of 
synchronising the incoming received chip timing with the source transmitted 
chip timing, is performed in two steps: first, timing acquisition, then 
tracking. 
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Acquisition The acquisition function is to determine the 
franie/symbol/chip timing to within a half a chip interval, such that 
the interleavers are synchronous with the user's data. Accjuisition is 
necessary not only to determine the initial timing point of a user, but 
in-order to determine whether a user is attempting to connect to the 
base-station for the first time. 

Tracking After the initial timing information for a user is known it is 
necessary to track the user's timing continuously in order to coherently 
detect the user's data. 

Asynchronous Detection After the timing, carrier frequency and channel 
parameters have been estimated at the receiver it is still necessary to detect 
the users asynchronously. We use the term asynchronous to mean that 
different users have different initial timing offsets respectively. 

Analysis and Optimisation Analysis of multiuser receivers allows for 
improved allocation of resources, namely, power or rate. Analysis is used 
to understand the convergence behaviour of the system and consequently 
allocate resources to users in an optimal manner. We mainly consider power 
allocation for the IDMA receiver (in the uplink), since it has the added 
benefit of reducing intercell interference ( resulting in improved cellular 
capacity). 

Cellular Analysis Cellular analysis is used to determine the capacity limits, 
we mainly focus upon the uplink capacity. Using the interference limits of 
multiuser receivers, and geometrical analysis the operating point of a cell 
can be determined analytically. 

Figure 1.2 illustrates a simplified diagram of an IDMA receiver. The received 
signal is passed through an acciuisition unit, which acquires users, as well as initial 
timing information. The timing synchronisation unit is used to track the timing 
and carrier frequency of all the users. The function of pulse-shape filtering and 
ADC down sampling is performed within the synchronisation unit, such that the 
output is the vector r = { r i , . . . ,rft-} where Tfc represents the timing point for 
user k. Note that all user's timing points are not necessarily the same, thus 
implying asynchronous detection. We do not investigate the channel estimation 
unit (as signified by the dotted line box) as this topic has been developed in 
the literature. However, we do assume that the chamiel parameters are passed 
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between the synchronisation, as well as interference canceller, such that both are 

coherent. The channel state information for all users is encapsulated in the vector, 

h = { / i i , . . . , /i^}. The interference canceller in the diagram is asynchronous in 

the sense that user's timings are not aligned. The output of the interference 

canceller is the vector of coded chips for all users denoted x = {x i , . . . ,xk}. 
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Acquisition 
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d^fn] 
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Figiue 1.2: Practical IDMA receiver 

1.5 Thesis Outline 

The flow of this thesis reflects, to a large part, the procedures of a practical IDMA 

system. The initial synchronisation needs to be established in the uplink via the 

acquisition process. We then concentrate on tracking of nniltiple users. Once 

accurate chip timings are determined we study the frame asynchronous detection 

of IDMA. Then we introduce analysis and optimisation tools for the asynchronous 

nniltiuser IDMA receiver. Finally, we present a nmlticell analysis for the power 

optimised IDMA scheme using a novel power zoning technique. The outline of 

this thesis is shown in Figure 1.3. 



18 Introduction 

C h . 1 

Figure 1.3: Thesis outline. 

Chajiter 2 introduces the mathematical modeling of the multiuser channels 

and the practical IDMA signals. We generally assume power controlled data 

charmels, along with pilot channels to aid the synchronisation and channel 

estimation process. The pilot aided synchronisation system model is loosely 

based upon the 3G standards [54]. We assume an asynchronous multiuser IDMA 

receiver is implemented, where user frames have different initial timing points. 

Chapter 3 describes a novel coarse timing acquisition algorithm. We 

propose an acquisition decision criterion which utilises soft information from 

the iterative multiuser detector in order to improve acquisition performance. 

Performance analysis and simulation results show that interference cancellation 

before acciuisition result in lower false alarm and missed detection probabilities. 

Chajiter 4 investigates an iterative timing tracking algorithm for pilot aided 

IDMA. We develop a timing error detector which combines timing estimates from 

the pilot channel and the soft data channel. Analysis and simulation results show 

that under severe timing drift there are significant gains from iterative timing 

tracking. 

Chapter 5 presents an optimal frame asynchronous IDMA receiver. We 

construct the maximum likelihood asynchronous IDMA receiver using a matrix 
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interpretation of the multiuser channel. The performance of the ML receiver 

is compared with a conventional approach which uses guard intervals between 

successive blocks. Although the practical implementation of the maximum 

likelihood receiver is not feasible, it does suggest ultimate performance bounds of 

the system. 

Chapter 6 introduces methods for modeling iterative receivers. LLRs and 

metrics for tracking convergence, such as MI, variance and fidelity are explained. 

EXIT chart analysis is introduced. The conventional EXIT chart analysis is 

then applied to analyse equal j)ower allocated IDMA systems. We then show an 

averaged EXIT chart analysis for unequal power allocated IDMA systems. In 

both scenarios we provide analysis and sinmlation results. 

Chapter 7 presents a new nmlti-diniensional approach for EXIT chart analysis 

of power allocated multiuser receivers. We define a low complexity mutual 

information tracking algorithm, and use it to predict higher dimensional EXIT 

charts. We show that there are marginal improvements in analysis from using 

multi-dimensional EXIT charts over averaged EXIT charts for power allocated 

systems. We then use the new EXIT analysis technique to construct a power 

optimisation technique. A power optimisation problem is constructed to minimise 

sum transmit power while guaranteeing quality of service. 

Chapter 8 presents a multi cellular analysis of IDMA systems. In this Chapter 

we develop a novel power zoning technique in which we incorporate the power 

allocation strategy designed in Chapter 7, along with geometrical zoning, in order 

to reduce intercell interference. We show that using power regions, where the 

higher power levels are allocated to zones closer to the base station, results in 

lower average intercell interference compared to uniform equal power allocation. 

We show that there is signiftcant capacity gains from using this technique, even 

when employing soft handover strategies. 

Chapter 9 concludes this thesis by sunnnarizing the original contributions. It 

reviews the new techniques we have proposed and their importance in the design 

of practical IDMA systems. We also discuss future work and highlight the open 

areas in this subject. 

1.6 Thesis Contributions 

The motivation behind the work in this thesis is to design, analyse and optimise 

practical IDMA receivers in the uplink. W'e develop novel techniques for 
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acquisition, tracking and analysis of multiuser receivers and then construct 

a framework for the design of practical I D M A receivers and compare with 

conventional approaches. We show practical design methods for acquisition 

and tracking algorithms operating in severe interference scenarios. We then 

focus upon power optimisation for IDJMA systems, developing new E X I T chart 

analysis techniques tailored for multiuser systems. Finally, we present analysis 

for nnilti-power niulti cellular I D M A systems, showing that power allocation can 

significantly reduce intercell interference, resulting in increased cellular capacity. 

• In Chapter 3, we develop an algorithm to improve the performance of 

acquisition in an IDMA system with significant MAI [48], We show that 

by using soft information from already acquired users we can significantly 

improve the performance of the acciuisition unit, by reducing the probability 

of false-alarms and missed-detections. 

• In Chapter 4. we develop timing tracking algorithms specifically for heavily 

loaded IDMA systems [73]. We propose an iterative pilot-aided tracking 

algorithm which uses soft information from the data chamiel as well as the 

pilot channel in-order to estimate timing error. We show that in severe 

drift scenarios this algorithm has significant performance gain over the 

conventional pilot-aided tracking algorithm. 

• In Chapter 5. we develop a frame asynchronous IDMA receiver. Frame 

asynchronism is the standard technique for 3G systems. We specifically 

construct a maximum likelihood IDMA receiver [120]. We compare the 

results with an IDMA receiver with a guard interval between successive 

blocks. Although the ML approach is computationally expensive it provides 

insight into the optimal asynchronous IDMA receiver performance for small 

block sizes and few users. 

• In Chapter 7, we develop a new nnilti-dimensional EXIT chart analysis 

technique for IDMA systems [121, 122]. We show that the analysis 

developed is more accurate than the averaged EXIT chart analysis found in 

literature. We then show how the analytical tool can be incorporated into 

the power/rate optimisation problem for practical IDMA systems. 

In Chapter 8, a novel power zoning techniciue is j^roposed for nmlti-cellular, 

multi-power IDMA systems [123]. The analytical results show that by using 

power zones where stronger users are located in zones close to the base 
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station, resnlts in significantly less inter-cell interference. As such there are 
two big advantages of such a power zoning scheme: (i) the optimal power 
optimisation with respect to intracell interference as described in Chapter 7; 
(ii) reduced inter-cell interference due to the geometry of the power zoning 
technique. 
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Chapter 2 

System Model 

2.1 Introduction 

Since iterative decoding was first presented in 1993 [124, 125], a focus in 

the literature has been on understanding how the technique achieves near 

optimal performance using a concatenation of suboptimal components. The 

turbo-principle can be successfully applied to many detection/decoding problems 

such as serial concatenated decoding, equalisation, coded modulation, multiuser 

detection and joint source and channel decoding [126]. In particular, a 

Turbo equalisation scheme is proposed in [127] for convolutionally coded digital 

transmission over an intersymbol interference channel. Using a similar paradigm, 

turbo-type iterative multiuser detection (IMUD) schemes have been extensively 

studied [3 6, 15, 75, 92. 128-133]. A framework describing the general multiuser 

receiver is first introduced in this Chapter. We then proceed to describe the 

Interleave Division Multiple Access (IDMA) scheme and define assumptions 

regarding chamiel parameters and system configuration. 

A discrete time mathematical model of multiuser DS/CDMA and IDMA 

systems is introduced. A baseband discrete time model is used (without loss 

of generality) to avoid more complicated notation due to asynchronism. This 

thesis considers asynchronous models for IDMA in Chapter 3, Chapter 4 and 

Chapter 5 , when necessary we provide an amended system model. As a method 

of introduction we provide details about the synchronous detection of IDMA [13] 

using the chip-by-chip (CBC) detector. We contrast the IDMA technique with 

the more popular multiuser CDMA schemes [5, G, 128]. Details of the forward 

error correcting (FEC) codes used with IDMA are given. Finally, we provide 

simulated performance results for the FEC coded IDMA systems described. 
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2.2 Iterative Multi-user Detection 
The traditional system model for a multiuser detection scheme is shown in 
Figure 2.1. The transmitter scheme shown in Figure 2,2 is natural when 
D S / C D M A is used as the mechanism for user separation. In [134], it is shown that 
the optimal decoding scheme for an asynchronous convolutionally coded CDMA 
system combines the trellises of both the asynchronous multiuser detector and the 
convolutional code, resulting in prohibitive computational complexity (0(2^'' ')), 
where K is the number of users in the channel and ly is the code constraint 
length. In [3, 4, 135] the respective authors show how a MAP multiuser detector 
can be constructed, and how soft information can be iterated between the MUD 
and the single user decoders. Note that the posteriori distribution ( P r j y J d j j 
in [3]) is a nniltivariate Gaussian distribution, due to the cross correlation of 
users spreading secjuences. Consequently, the projwsed MAP detection scheme 
has exponential complexity in the number of users (0(2^'+")). In [5] the authors 
present iterative soft interference cancellation and decoding for coded CDMA 
in a manner similar to turbo decoding where the single user decoders and the 
CDMA nmltiuser channel are separated by interleavers (as shown in Figure 2.3). 
In [5] a moderate complexity suboptinial SISO MUD is develoj^ed which is based 
upon soft interference cancellation and linear MMSE filtering. The complexity 
of the IMUD proposed is in the order of + 2"). Alexander et al. proposed 

the use of a simple interference canceller (IC) in [6] which subtracts an estimate 
of the interfering signals from the received signal. The suboptinial simple IC 
proposed in [6] exhibits close to SU performance even in highly-loaded systems 
with significantly lower complexity (in the order 0{K)) over the MMSE and MAP 
detectors. 

2.3 IDMA for multiple users 
The i)erforniance of nmltiuser code-division multiple-access (MU-CDMA) systems 
is mainly limited by multiple access interference (MAI) and intersymbol 
interference (ISI). A conventional CDMA system (as shown in Figure 2.3) 
involves separate coding and spreading operations. Theoretical analysis [21, 22] 
shows that optimal multiple access channel (MAC) capacity is achievable when 
the entire bandwidth is devoted to coding. This suggests that combining 
coding and spreading using low-rate codes should maximise coding gain [21. 23]. 
Considering that spreading codes are no longer viable in this circumstance, 
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Figure 2.1: A general system model for K user Multiuser detection scheme. 

I T x for user k | 

Figure 2.2: The transmitter structure for user k in a DS/CDMA system. 

Figure 2.3: The transmitter structure for user k in a DS/CDMA system with 
interleaving. 

interleavers can be employed to distinguish signals from different users. The 

principle has been studied previously and its potential advantages have been 

demonstrated [15, 16, 24-29]. In [15] Moher et al. showed the possibility of 

employing interleaving for user separation in coded systems. In [24] Brannstrom 

et al. proposed narrow-band coded-modulation schemes in which trellis code 

structures are used for user separation and interleaving is considered as an 
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option. For wideband systems, the performance improvement by assigning 

different interleavers to different users in C D M A has been demonstrated in 

25, 26]. In [16] Mahadevappa et al. studied a chip interleaved C D M A 

scheme and a maxinial-ratio-combining (MRC) technique for MACs with ISI. 

It demonstrated the advantages of chip-level interleavers. An interleaver based 

multiple access scheme was studied in [27 29] for high spectral efficiency for 

improved performance and low complexity. Interleave-division multiple access 

( IDMA) relies on user specific interleavers to distinguish signals for different users. 

I D M A inherits many advantages from C D M A , in particular, diversity against 

fading and mitigation of the worst-case other-cell user interference problem. 

The work in this thesis is based upon the system architecture proposed in 

27-29] illustrated in the Figure 2.4. We modify the transmitter structure by 

superposition of a pilot layer with the data bits. Motivated by the 3GGP 

standard [136] the quadrature channel of QPSK modulation is used as the pilot 

charmel. Throughout this thesis binary (or quaternary) modulation is used and is 

motivated by the concept of layering and superi)osition coded modulation (SCM) 

[19, 20, 137 140]. Hoeher et al. has published numerous papers suggesting IDMA 

as a possible standard for 40 wireless connnunications [19, 114, 141, 142], in all 

of these references binary data streams with layering is used. The authors of 

20] suggest that binary data streams are sufficient in order to approach channel 

capacity (Section 5 in [20]). The main advantage of binary data streams is 

real-valued processing at the receiver side. Binary data streams are less vulnerable 

with respect to linear and nonlinear interference, phase jitter, fast fading, etc. 

The detection of SCM can be implemented with linear complexity with respect 

to the number of layers (users) [137, 140]. The pilot channels for all users employ 

pseudo-noise (PN) sequences known a prion at the receiver. The Figure 2.5 

illustrates the pilot aided I D M A transmitter for user k. The pilot aided IDMA 

system is used in Chapter 3 for timing acquisition and Chapter 4 for timing 

synchronisation. Pilot aided channel estimation for I D M A using a similar system 

model has been illustrated in [143, 144]. 

The proceeding subsection of this Chapter provides a l)rief overview of the 

basic I D M A scheme developed in [27-29]. Several low-cost detection algorithms 

for the interference canceler (IC) are presented for different channel conditions, 

namely, real-single-path and complex-multi-path channels. 
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Figure 2.4: The architecture of an IDMA system for K users 

Figure 2.5: IDMA transmitter structure with pilot layer 

2.4 I D M A Transmitter and Receiver Principles 

The upper part of Figure 2.4 shows the transmitter structure of the 

nmltiple-access scheme under consideration with K simultaneous users. The 

data bits for user k, dk, are encoded with a low rate code C, generating a 
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cocied sequence, c^ = [cfc[l]. . .Ck[J]f , where J is the frame length. The coded 
r bits are permuted by an interleaver TTfc, producing vector x^ = [xk[l]. -.XkiJ]] 

We refer to elements in Xk as chips. Users are solely distinguished by their 
interleavers, hence name iuterleave-division multiple access (IDMA). We assume 
that interleavers are generated independently and randomly. These interleavers 
make the chip sequences for different uses such that they are approximately 
uncorrelated and independent. This allows for the simple chip-by-chip detection 
mechanisms developed below. 

A suboptimal iterative receiver is adopted as illustrated in Figure 2.4, which 
consists of an interference canceler (IC, which is termed an elementary signal 
estimator (ESE) in [13]) and K single-user a posteriori probability (APP) 
decoders (DECs). We treat the DECs for all users as standard soft input soft 
output (SISO) decoders for the particular EEC used. The information transferred 
between the IC and DEC modules are extrinsic log-likelihood ratios (LLRs) about 
{xk[j]} defined, 

^ In 
Pr{x,[j] = +l|r[j]} 

= -mm (2.1) 

These LLRs are distinguished by superscripts, i.e. A^^. and A^^* ,̂ depending 
on whether they are generated by the IC or DEC. A global turbo-type iterative 
process is then applied to process the LLR generated by the IC and DECs [27], 
as detailed below. 

2.4.1 The Basic IC Function 

We first assume that the channel has no memory. After chip-matched filtering, 
the received signal from K users can be written as. 

j ] = hkXk[j] + n [ j ] , j = 1, 2 , . . . , J, (2.2) 

where hk is the channel coefficient for user-A; and {n[j]} are samples of an AWCN 
process with variance a^ = where No is the power spectral density of the noise. 
We assume that the channel coefftcients are known a priori at the receiver. Due 
to the use of random interleavers {vr/t} the IC operation can be carried out in a 
chip-by-chip manner, with only one sample r[j] used at a time. Rewrite (2.2) as, 

r[j] = hkXk[j] + Ck[j], (2.3) 
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where 

Ck[j] = r[j] - hkXk[j], 

= h'Xk[j] + n [ j 

(2.4) 

(2.5) 
/c'/fc 

is the interference phis noise in r[j] for nser-fc. Using the central limit theorem, Cfc, 
can be approximated as a Ganssian random variable, and r[j] can be characterised 
by a conditional Ganssian probability density function (PDF) conditioned on the 
kth. user. 

Pr {r[j]\xk[j] = ± 1 } = 
1 

v/27rVar{a[j]} 
exp j ] - { ± h + E { C k [ j ] } ) ) 

2\ 

\ 2Var {a [ j ] } 
(2.6) 

where E { - } and Var{ - } are the mean and variance functions respectively. 

The goal of the IC is to cancel interference for user A: from all users k' ^ k 
based on estimates from previous iteration of Xk- We can determine the average 
of the noise plus interference term Cfcb], 

k'^k 

(2.7; 

The variance of the interference term can be calculated in a similar manner, 

k'^k 

(2.8) 

We can simplify the IC by computing E {r [ j ] } and Var {r [ j ] } and then subtracting 
the contributing terms for user k. Since E { r [ j ] } and Var{r [ j ] } is user 
independent this process reduces the number of computations significantly. 

i 

(2.9) 

The terms (2.7) and (2.8) can be rewritten. 

E { a [ j ] } = E { r [ j ] } - / i , . E { x , . [ i ] } , 

Var { a m = Var {r [ j ] } - ||/i,.|pVar {xk[j]} . 

(2.10) 

(2.11) 
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III order to treat the IC as a SISO module it needs to output an extrinsic LLR 
of using the Gaussian approximation, it is easy to determine LLR of Xk[j 

K^AMj]) = ^h 
{r[j]-E{C,[j]}) 

V a r { a [ j ] } 
(2.12) 

The cost of computing E { r [ j ] } and Var {r[ j ] } , are shared by all users and 
costs 3KN multiplications and ( 2 A ' - l)iV additions, where N is the block length 
and K is the total number of users. Overall the IC uses 7KN multiplications and 
(5A' — additions to process a block, thus having hriear complexity (O(A')). 
The cost per information bit is linearly dependent on the number of user K. This 
is considerably lower than that of other alternatives. For example the well-known 
MMSE in [5] has complexity of 0{K^). 

2.4.2 The IC for complex multipath channels 

We now extend our description to complex multipath channels. We will user 
either the superscripts and or function notations Re{-} and Im{-} 
to indicate real and imaginary [)arts respectively. We primarily consider QPSK 
signaling in this thesis as, 

(2.13) 

where i = y/^, and x'fj"[j] are two coded bits from c^. We now adopt a 
multipath complex channel which is L chips long. 

K L-l 
i j ] = J 2 Y 1 - + J = 1 , . . . , iv + L - 1. (2.14) 

k=l 1=0 

We write. 

J + I] = hk,iXk[j] + CkAJ (2.15) 

where. 

CkAJ] =r[j +I]- hk,iXk[j (2.16) 
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We expand (2.14), 

= E E - - -
fc=i /=] 

+̂  E E - + - '0+ (2.17) 

where samples of {n[j]} are samples of a complex AWGN process with variance 
per dimension. Denote h k / the conjugate hk̂ i- The phase shift due to h .̂i is 

canceled out in hk/r[j + /], which means that lm{hk/r[j + /]} is not a function 
of Therefore the detection of xĵ '̂lJ] only requires, 

Re{h,/r[j + /]} = + R e { / i , / C u [ j ] } . (2.18) 

Algorithm 1 below outlines the procedure to estimate based on 
(2.18). 

It can be verified that in (2.20) is the covariance of and 
It is introduced for cost saving since it is shared by all users, costing 

2LKN multiplications and (L - 1)(A' - 1)A^ additions. If the cost of 
is ignored, the complexity of the Algorithm 1 is approximately, 2L[1KN) 
multiplications and 2L{5KN) additions, giving linear complexity (0(K)). A 
similar i)rocedure to Algorithm 1 can be used to estimate based on 
{Im(hu*rlj + l]),/ = 0,...,L-l}. 

2.5 Forward Error Correcting Codes 

In [13] low rate turbo Hadamard codes [145] and in [146] low rate turbo codes 
have been applied in order to illustrate near capacity achieving performance of 
IDMA systems. The approach that was taken in both cases was to design the 
best possible single user code and apply it to multiple IDMA users. The optimal 
code design for concatenation with soft IC receivers such as IDMA, is still an open 
problem [147, 148]. However, in [147, 148] the authors show that in the high noise 
region the weak repetition code has close to optimal performance. In [149] the 
authors compare low rate turbo codes for IDMA [146] with a number of LDPC 
coding schemes. The resTilts of [149] show that the extremely weak single-user 
codes perform much better under heavily loaded scenarios. This observation 
conforms with the theory developed in [147] since a heavily loaded IDMA system 
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Algori thm 1 Chip-by-Chip Detection in a Complex Mnlti-Path Channel 
Step(i): Est imation of Interference Mean and Variance 

E { r ' - m = E {hfjE { x ^ i j - /]} - { x ' r i j - / ] } ) , 
k,i 

E w-^m = E ( '^me {x'aj - / ] } + { x f [j - / ] } ) , 
k,l 

Var = J ] ( { x f [j - /]} 
k,l 

Var { r ' ^ i j ] } = J ] { x ' r [ j - /]} 
k,i 

^[J] = E (Var { x f [j - /]} - Var - / ] } ) . 
k,i 

(2.19a) 

(2.19b) 

(2.19c) 

(2.19(1) 

(2.20) 

+ + /]} - WhWE { x f [j]} , (2.21a) 

+ + - | | / i , rVar { x f [j]} . (2.21b) 

Step(ii): LLR Generation and Combining 

Var{Re(/ifc/Cw[jl)} 

1=0 

(2.22a) 

(2.22b) 

is effectively eqnivalent to operation of the IC in the high noise region. In [150 
the authors show how using FEC allocation to different user groups along with an 
VT chart based optimisation can be used to improve the performance of IDMA. 

Throughout the work in this thesis we avoid the issue of designing optimal 
FEC codes for IDMA. we mainly focus on practical implementation issues of 
IDMA which are essentially independent of the choice of FEC code. For this 
reason we choose the simplest FEC codes for IDMA, being, convolutional or turbo 
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Output 

Input 

Figure 2.6: A rate 1/2, constraint length 3, non-recursive, non-systematic 
convolutioiial encoder (07,05). 

codes concatenated with repetition codes as connnonly used in [12, 13, 28, 151 

or just the repetition codes. One advantage of using F E C concatenation with 

repetition codes is the ability to lower complexity by dynamic scheduling of the 

soft information transfer between the soft repetition decoder and F E C decoder 

105, 152]. 

2.5.1 Convolutional Codes 

In a CC the information sequence d is fed sequentially into a shift register 

with rn memory registers. The constraint length of a code is defined as rn + 1 

and the memory elements (shift registers) are usually initialised to zero. The 

encoder has a number of modulo-2 adders and their configuration determines 

the characteristics of the code. The configuration of the adders is described 

by the generator polynomial of the code, which is usually expressed in octal 

notation. The generator polynomial is G = ( g i . g 2 , . . . . g r ) , where the encoder 

has r outputs. Each m + 1 bit vector g, represents the binary coefficients of a 

modulo 2 convolution operation. The zth bit of the output sequence is calculated 

by modulo 2 convolution of gi and the m + 1 information bits in the memory shift 

registers. Figure 2.6 shows a (07,05)8 code where g i = [1,1,1] and g2 = [1, 0 ,1 . 

The code rate is defined as R,. = l/r. 

If the input is included in the output, a CC is said to be systematic, and 

one of the outputs in the generator polynomial is equal to one. Furthermore, 

if one of the outputs is fed back to the input, the code is named a recursive 

systematic convolutional (RSC) code. In recursive codes the generator polynomial 

has a fractional element {gf/gb) where gj and gi, are feed-forward and feed-back 

connections respectively. Figure 2.7 shows a RSC with generator polynomial 

G = (1,07/05). 

The data is encoded by passing the input sequence x sequentially into the 
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Output 

Input 
mo mi mo mi 

Output 2 

Figure 2.7: A rate constraint length 3, recursive systematic convolutional 
encoder (1,07/05) 

encoder. The adders specify which elements of the shift register are modulo-2 
added, and the result of the additions for each generator vector ĝ  become the 
output of the encoder, and for the recursive encoder the output of the feedback 
vector Qf is fed back as illustrated in Figure 2.7. The registers are then right 
shifted by one bit and the next information bit is passed through the same process 
again. If there are no more information bits then encoding can be finished by 
terminating the trellis, where the memory registers are all retm'iied to the zero 
state. 

2.5.2 Turbo Codes 

Turbo codes were first described by Berrou et al. in [124] and have achieved 
performance within a fraction of a decibel of the fundamental limits of 
communications described by Shannon [153]. A turbo code is constructed 
by the concatenation of two or more CCs and separating them with an 
interleaver. The concept is that the interleaver spreads the coded bit errors 
between the constituent decoders[154, 155], thus allowing for a coding diversity 
gain. One of the major results of this is that two relatively weak codes 
can be combined in order to construct a very strong code, in a "divide and 
conquer" type approach. CC encoders can be concatenated serially or in parallel 
[124, 156]. A serially concatenated turbo code encoder is shown in Figure 
2.8 and Figure 2.9 shows a parallel concatenation of two RSC encoders. The 
code rate for a serial concatenation is Rc = n f = i the parallel case 

where R j is the code rate of code j . 
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Figure 2.8: Serial concatenated tnrbo code encoder 

Fignre 2.9: Parallel concatenated turbo code encoder. 

2.6 Decoder 

In this thesis we mainly consider performance of either a CC or a turbo code 
concatenated with a repetition code. The use of repetition codes is recjuired 
in order to make a low rate outer code. IDMA can be shown to have poor 
performance when low rate FECs are emi)loyed due to um-esolvable nniltiuser 
interference. In the proceeding subsections we present the decoding algorithms 
for the soft repetition code, convolutional code and the turbo code, respectively. 

We assume perfect bit synchronisation and we let Cnj = c[jN + n] represent 
the n-th cofled bit at uncoded bit time index j , where N = l/R,.. The uncoded 
bit at time index j is d[j]. The received sequence is = [rg, . . . . r^ .J^, where 
Fj = [c[jyV],. . . , c[jN + TV - 1]] + Hj and the information block length is £. The 
elements of the noise vector nj are i.i.d and normally distributed with mean 0 
and variance cr̂ . 

2.6.1 Convolutional Decoder 

The BCJR algorithm [157] is commonly used in modern digital communications 
systems as it is the optimal convolutional decoder which minimises the BER. 
However, the cost is high complexity, which is why the Viterbi [158] algorithm is 
used where the complexity of the BCJR algorithm is too high or close-to-capacity 
performance is not required. All work in this thesis utilises the BCJR algorithm, 
which will be briefly described below. 
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The decoder is designed to estimate the a posteriori probabihties ( A P P ) of 

the channel bits Pr { c „ j | ro "^ } . By maximising this probability we produce a 

maximum a posterior ( M A P ) output. The A P P probability for coded bit n at 

time index j can be expressed, 

Pr{c„,, = c|ro^-i} = J ] J ] Pr {S,.,=rn',S, = m\Tt'}, (2.23) 

m' " I 
C „ , j = C 

where coded bit = c is possible for state transition (5j_ i = m') {Sj = m). 

The A P P probability for information bit at time index j can be expressed 

Pr {rf [ j ] = = = m\d[j] = d\rt'} , (2.24) 
m' 

= E E = = } ' (2.25) 
m' m 

where d[j] = rf is the information bit hypothesis which may cause state the 

transition m' —)• m. 

The decoder calculates the A P P probability (2.24) by evaluating the joint 

probabilities using Bayes theorem, 

, 1 P r — m', 5 , -= m. Fn^^) 
Pr = m', = r n \ r t ' } = ^ ' \ / c - n (2-26) 

^ r U o I 

where Pr { t q^^ } is independent of d[j] and can be dropped. It can be shown that 

the joint probability Pr { 5 j _ i = m', Sj = rn. Tq } can be rewritten, 

Pr = m \ S j = = Pr = m', } Pr { 5 , = = m ' } 

x P r { r f - / | 5 , = m } , (2.27) 

where simplification is possible due to the Markov property of the state of the 

convolutional decoder. 

We can define the forward state probability function, 

a , ( m ) = P r { 5 „ H o } , (2-28) 

and the reverse state probability function, 

l3,{rn) = Pv{rf^l\S, = m}. (2.29) 
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The state transition probabilities are defined as, 

7j (m' , m) = Pr {Sj = rn. rj |5j_i = m ' } . 

Now (2.27) can be rewritten, 

Pr = m , S j = m . r ^ - i } = m)/?^! rn). 

(2.30) 

(2.31) 

Due to the Markov property, the forward and reverse state probabihties can be 
derived recursively, where the initial and final states of the trellis are known due 
to termination. The state transition probability can be rewritten as, 

7 , (m ' , rn) = Pr { 5 , = = rn'} Pr { r ,|c[ j ] } , (2.32) 

where Pr = m|5j_i = m'} is the state transition probability. The transition 
metric can be rewritten. 

7 , (m ' , m) = Pr { 5 , = = m ' } T T Pr , (2.33) 
n = l 

For a Gaussian channel the conditional probability metric equals. 

Pi- { r -n j cn j } = — ^ exp 
V2 na^ \ 

2^2 

With a prion input the transition probability is. 

Pi = Pr {S. = rn\Sj-i = m'} = — , ^ . ,r ixx > ' ' l + exp(A^((i[ j ] ) ) ' 

for t e { - 1 , + ! } . Using (2.35) and (2.34), (2.33) becomes. 

YArn', m) = p^ exp 
2^2 

(2.34) 

(2.35) 

(2.36) 

where the i superscripts represents the information bit hypothesis for the 
transition from m' to m on bit j. The APP LLR of bit d[j] can be computed, 

Ao id i j ] ) = In (2.37) 
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Substituting (2.36) into (2.37) it is possible to break down the APP information 
into, 

Aoidij ] ) = In 

+ ln 

\P-iJ 
+ ln 

\exp ilM+^i.j)^ 2(72 
-A' 

/ 

\ 

(2.38) 

where the first term on the right hand side is the a prion input A^, the second 
term is the channel input Ac since the coded bit Cij is the systematic bit 
( c i j = d[j]), and the third term to extrinsic information A^. Therefore (2.38) 
can be rewritten as, 

Aoidij]) = AA{d[j]) + Ac{d[j]) + AE{d[j]), (2.39) 

which is the connnon representation for the output of a soft input soft output 
(SISO) decoder. 

2.6.2 Turbo Decoder 

As discussed in Section 2.5.2, turbo codes can be constructed with a serial or 
parallel concatenation of CCs. In a {parallel turbo code decoder, all decoders 
have two inputs - a channel input and an a prion input from the other 
decoder as in (2.39). In a serial turbo decoder, only the inner decoders have 
two inputs, the outer decoder has a single input form the connecting decoder. 
In this case the a priori input can be considered to be zero and therefore, 
Ao((i[j]) = Ac{d[j]) + AE{d[j]). The IMUD receiver scheme illustrated in Figure 
2.4 can be considered to be a serial concatenation of a FEC code and the multiviser 
channel. 

Parallel Concatenated Turbo Code 

A TD with two parallel concatenated CC codes is shown in Figure 2.9. Since 
the encoders/decoders are separated by an interleaver the constituent decoders 
in the TD share information only on the systematic bits which are the same 
as the information bits. In the TD the a priori (A^((i[j])) input contains soft 
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Figure 2.10: Parallel concatenated turbo decoder. 

information on the systematic bits. The parity check bits are input separately for 
both constituent decoders using a multiplexer. The systematic bits ri j are shared 
by both decoders whereas when n > 1, rj '̂] represent the parity bits for decoder 

(2) ' 1 and represent the parity bits for decoder 2. The extrinsic information 
output from Decoder 1 (DEC 1) is interleaved and passed to Decoder 2 as a 
priori information for the systematic bits. Similarly Decoder 2 (DEC 2) passes 
extrinsic information as a priori information for Decoder 1. In this way both 
decoders enhance extrinsic information on each iteration and thus improve the 
performance of both decoders. After a predetermined number of iterations the 
LLR of the outer decoder (DEC 2) is passed through a hard decision unit in order 
to estimate the original uncoded bit sequence {d[j]). 

2.6.3 Soft Output Repetition Decoder 

A low rate repetition code is connnonly used in concatenation with a more 
powerful EEC in IDMA systems [10] in order to achieve low rate coding which 
is necessary to separate different users. It has also been shown that the use 
of repetition codes along with optimal power allocation for IDMA can achieve 
channel capacity at high Eb/No [159]. Another advantage of concatenation of 
repetition codes with a stronger code is the ability to have a dynamic activation 
ordering of the decoder components which allow for complexity saving. It has 
been shown recently that for interference cancellation systems, that the low rate 
repetition code approaches the limit of the optimal symbol estimator in the 
high-noise regime [147 . 

We consider the rate l/N repetition code which uses a masking sequence 
Si = ±1 , for i = 1 . . . A .̂ Mathematically the repetition coded bit for data bit 
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d[j], can be surmised, 

Cij = s„d[j], fori = 1, . . . ,iV, (2.40) 

where we adopt the same notation for coded bits from the previous subsection. 
Now the received signal through an AWGN channel is, 

^ij = +n[jN + i (2.41) 

where the elements of n[-] are i.i.d and normally distributed with mean 0 and 
variance a . 

The APP of the soft output repetition decoder can be fornmlated, 

In Pr{d[j] = + l | r } 
Pr {d[j] = - l | r } = In 

In 

/ P r { r | d [ j ] = +1} 
Pr{r|rf[j] = - l } y 
Pr{d[j] = +l} 
Pr{d[j] = - 1 } (2.42) 

Now assimiing that Pr{f/[j] = +1} = Pr = - 1 } = and since the samples 
of r are i.i.d Gaussian distributed, i.e; 

1 

V 2 ^ exp 
n2\ 

2(T2 (2.43) 

where {rij\d[j] = 1} is normally distributed such that ~ J\f{si,a'^). The 
LLR output of the CBC detector derived in (2.12) and (2.22) make the Gaussian 
approximation due to the law of large numbers validating the assumption that 
input into the rei)etition decoder is approximately Gaussian distributed. It can 
be shown that (2.42) can be computed as, 

N 

2 = 1 
N 

= ^S^AD{Cij) (2.44) 
i=l 

In the IDMA scheme shown in Figure 2.4 the decoder passes the extrinsic LLR 
of the coded bits (Af^^ ) back to the IC in the next iteration. Therefore it is 
necessary to compute the extrinsic information of the coded bits, AE{cij). The 
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extrinsic LLR for a coded bit c „ j within s^d[j] is defined by, 

= f P ' ^ f r = _ (2.45) P r { Q j = - l | r } 

We notice that Cij = +1 if Sj = d[j] and q j = - 1 otherwise. Therefore we have 
[16], 

= s,Ao{d[j]) - (2.46) 

2.7 Coded System 

In this Section we show simulation results of the described IDMA system, 
operating with two different FEC coding schemes, namely, a repetition code 
and a convohitional code concatenated with a repetition code. The performance 
results are demonstrated on an AW'GN channel where the total number of users 
is K = 16 and the outer code rate is 1/16 in each case. The performance of an 
IDAIA receiver using a rate 1/16 repetition code is shown in Figure 2.11. The 
BER result for the rate 1/8 repetition code concatenated with a rate 1/2 (7,5)8 
CC code is shown in Figure 2.12. The bit error rate (BER) performance after one, 
five and ten iterations is shown in each case. The power of the IDMA receiver 
is evident from the figure, the fully loaded multiuser scheme is compared to the 
single-user bound (where A' = 1). Thus the principle of IDMA is demonstrated. 
The results show that users are able to share cellular system resources without 
performance degradation. 

2.8 Summary 
This Chapter described in detail the general system model used in this 
thesis. We first described the basic model for iterative multiuser detection. 
Interleave-division multiple-access was introduced and contrasted with the 
traditional multiuser DS/CDAIA receiver technique. The receiver teclmiciue for 
IDMA was developed in detail. The FEC coding schemes utilised with IDMA in 
this thesis were described in detail. We mainly focused upon the CC and turbo 
codes concatenated with repetition codes. Finally, the performance results for 
IDMA receiver utilising the afore-mentioned codes were presented. 
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Figure 2.11: Performance results for rate 1/16 repetition coded IDMA system 

Figure 2.12: Performance results for IDIMA using concatenated rate 1/8 repetition 
code and (7, 5)8 CC 



Chapter 3 

Timing Acquisition 

3.1 Introduction 

Efficient timing acqnisition in Interleaved Division Multiple Access ( IDMA) 
systems is essential for the IDMA detection schemes presented in literature [10-12] 
are typically chip synchronous. Timing is the first parameter that needs to be 
estimated in a receiver. The objective of any acquisition function is to determine 
the chip timing to within a half a chip interval, such that a tracking unit can refine 
the estimated chip timings. Minimising false alarms and missed detections are 
also important functions of the acquisition imit. In fully loaded systems with high 
levels of multiple access interference, poor acquisition performance can severely 
reduce the capacity of nmltiple user systems [46]. Timing acquisition techniques 
for D S - C D M A systems have been widely studied. In [40. 41] the authors define 
the capacity of multiple access C D M A systems while maintaining acceptable 
performance. However, these studies often assume low levels of multiple-access 
interference. In [46, 47] the authors develop a model for acquisition using soft 
interference cancellation technicjues for DS-CDMA. IDMA can be seen as a 
variant of D S - C D M A where the order of interleaving and spreading functions 
are swapped. Therefore we are motivated to apply acquisition techniciues similar 
to those detailed in [46, 47] for IDMA acquisition. 

In this Chapter we develop acquisition techniciues for IDMA that operate in 
high interference scenarios. The situations of interest are those in which the 
immber of users equals the bandwidth expansion factor (inverse of the FEC 
code rate). Since IDMA has been shown to outperform C D M A under high MAI 
scenarios [10], we expect that acquisition techniques for IDMA using interference 
cancellation will outperform those for C D M A [47], in terms of probability of false 
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alarms and missed detections for the same Eb/No and system load. 
We describe here a data directed accjuisition system where the intermediate 

decoding information is used to assist detecting new users. This method is 
commonly known as soft interference cancellation. The method is indei)endent 
of the specific acquisition technique [47], however for analysis and simulation in 
this Chapter we use the simple correlator techniques [160]. 

3.2 System Model 
We employ a repetition coded IDMA system [10, 12] where K users transmit 
QPSK symbols (ik[n]. In the model user k is allocated the random interleaver 
TTfc. The model assumes that a new user attempting to connect to the system, 
transmits a known preamble of N chips (as in 3GPP [136]). Now we are 
interested m two scenarios ol operation^ (i) the on-time point where the new 
user is transmitting a preamble and the receiver's correlator is synchronised with 
the transmitted preamble, and (ii) the off-time points, where either there is no 
user attempting to comiect, or the new user's preamble is not synchronised with 
the receiver correlator. 

In the on-time the sum of all users transmitted signals at chip interval j 

according to the amended IDMA model of (2.3) is then, 

K 

yon[i] = + hK + lXK + \[j\., ( 3 . 1 ) 
k=l 

where Xk[j] = xf'^lj] -K i.T['"[j], 

(sk+I[J] + ISK+M 1 < J < A ^ , 
XK+i[j] = < , (3.2) 

0, otherwise, 

is the preamble for user K -I- 1 and is a complex unique spreading sequence where 
SK+i[j] £ ^^ assume that uniform power control (as is conmionly the case 
in 3GPP systems [54, 136]) is employed for users connected to the system such 
that hk = 1, Vfc G { 1 , . . . , A ' } and Iik+i = + is the channel coefficient 
of the new user's channel. 

During the off-time points we make the general assumption that the preamble 
xk+i has a negligible autocorrelation function compared with the MAI i)lus noise 
at the receiver. Furthermore, it is expected that the time duration over which 
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there is no new user attempting to connect to the system is far greater than 
the duration of the asynchronous preamble being received. Therefore during the 
off-time the new user's preamble can be ignored and the smn of transmitted 
signals is then, 

K 

y A j ] = ^ h k X k \ j ] . (3.3) 
k=\ 

The channel model described in (2.14) adds zero mean complex white 
Gaussian noise (AWGN) with variance a'^ = Nq/2, where Nq is the single sided 
noise j^ower spectral density. The channel output during the on-time is therefore, 

K 

^on[j] = + hK+lXK+l[j] + n[j 

k=l 

= CK+l[j] + hK+lXK+l[j], ( 3 . 4 ) 

and during the off-time is, 

K 

^off[i] = J ] Xk\j\ + n[j\ 
k=i 

= CK+I[J]- ( 3 . 5 ) 

The first term in (3.4) describes K interfering users where the MAI plus 
noise is ("/\'+i[j] (defined in (2.4)) and the second term is the signal of the new 
user, whereas (3.5) is only the MAI plus noise. Without loss of generality 
synchronous chi{) timing is assmned. therefore square chip pulses are used. As 
random spreading codes are used the same result would be expected for a symbol 
asynchronous system. We assume that the effects of carrier frequency offset are 
negligible over the period of the preamble sequence, as this is generally the case 
for practical frequency offsets. The system model also assumes no multipath, 
however, assuming the system is power constrained and because of the use 
of random codes, the interference levels would be similar [47], therefore little 
difference would be expected in the performance results. The system assumes 
no time variation during acquisition, such as time drift or change in channel 
conditions, as the effects of these would also be negligible over the duration of 
the preamble sequence. The model also assumes that users already comiected 
to the system (user's with index, k = 1 , . . . , A ' ) have synchronised timing and 
carrier frequency, as they can be continuously tracked after the initial acquisition 
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process. 

3.3 Acquisition with Iterative MUD under High 
MAI 

In conditions where the number of users (A') equals the spreading gain (A^) 
traditional code acquisition techniques based on correlating techniques fail [40]. 
This is because the MAI is too severe, resulting in low cross-correlation between 
the correlator and the desired signal. As a direct result acquisition jjerformance 
suffers from noise and interference from other users. In the uplink of a mobile 
cellular system the base station receiver is assumed to use an IDMA multiuser 
receiver [10]. The conventional IDMA receiver computes soft information of all 
users being detected. These signals cause the MAI in the acquisition module, 
which is looking for users not yet known to the receiver. 

Initially the base station is turned on and no terminals are connected, over 
time users connect and disconnect. The receiver estimates the transmitted signals 
from all connected users, using the known channel state information. If the 
receiver cancels estimated data of all connected users from the received baseband 
signal, what is left is system noise, residual interference, and signals from unknown 
users. The received data from connected users must meet frame error rate 
requirements, therefore their data estimates are accurate enough to be used for 
interference cancellation. If this was not the case then the user would be dropped 
as part of the Radio Link Control functionality [47 . 

We assume the received spread signal, r[j], now consists of both signals that 
are being tracked by the receiver E {CA'+i[j]}, and during the on-time, the desired 
user's signal, XK+i[j]- The decision directed approach then computes a residual 
term during the on-time, 

/̂on,A-+l [j] = ron[j] - E {Ck+1 [j] } , (3.6) 

or during the off-time the residual term is, 

riofi,K+i[j] = rotf[j] - E { C A - + I [ j ] } • ( 3 . 7 ) 

Note that the chip values of 7]K+i[j] during the on or off times, are taken over 

the length of the preamble, N. 
The added complexity of computing either r]on.K+i[j] or r?off,A-+i[j] is very low 
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due to the use of an IDMA IMUD. Figure 3.1 shows the implementation of the 

IDMA acquisition unit. Essentially the idea is that soft information from the 

IMUD, which is the estimate of the MAI is subtracted from the received signal. 

If the receivers estimation is perfect the remaining signal only contains noise and 

signal from new users. A correlator can then be used to acquire these signals. It is 

clear that the performance of the system relies heavily on the performance of the 

IMUD. Figure 3.1 also highlights the need for a delay between input signal and 

the cancellation process. This is because the IMUD requires a certain amount of 

time to determine its estimate of the received signal. 

Figure 3.1: IDMA Receiver with Acquisition unit 

In the correlator, the residual term given in either (3.6) or (3.7) is correlated 

with the desired user's signal, such that the timing position can be determined. 

This method enhances the conventional correlation approach by use of soft 

information. The resultant on-time signal can be written (Assuming that it is 

intended to determine the starting position of the preamble, x/c+i), 

N 

Ton.p = + + 

J = l 

and during the off-time the correlation can be written as, 

N 

roff.p = 

(3.8) 

(3.9) 
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3.4 Analysis 

In this section the goal is to analyse the performance of the proposed system 
in terms of false alarm and missed detection probabilities. The false alarm 
probability (P/a) is defined as the probability of the signal level being above the 
threshold where the timing point is incorrect. The missed detection probability 
{Pmd) is defined as the probability of the signal level being below the threshold 
when the timing point is correct. This resnlt is parameterised on the number of 
users, processing gain, noise variance and the cancellation factor of the system. In 
10] the IDMA detector performs soft computation of the first and second order 

statistics of the interference. This technique can be applied in the realisation of 
the above mentioned acquisition unit. In this section we take this result one step 
further and analytically determine the probability density functions of the cross 
correlation terms (3.8) and (3.9), respectively. 

To start with we need to determine the first and second order statistics of 
the residual term during the on-time (3.6). It is sufhcient to consider only the 
distribution of the real metric. 

k=l 

E {v^IkAJ]} = -

Var = E ll^'.blf E { ( x f [j] - f f [ j ] )^} + 

n 

k=\ 

= Kal + 
2 2 (3.10) 

where xf® is the soft information of a'j = j^al, is the symbol variance 
function, since the coded chips {xk) are encoded using a rate l/N repetition 
code. 

Thus, the distribution of the on-time residual term given in (3.6) 
can be approximated by a complex Gaussian distribution with mean, 

= ( / 4 + 1 + + and variance, 
= + (T̂  in each dimension. 

We can apply a similar technique to determine the statistics of the off-time 
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residual term given in (3.7), 

K 

k=\ 

K 
(3.11) 

3.4.1 Analysis of OfF-time Density 

We now develop a method to determine the density of the off-time signal, that is, 

where the correlator sequence is not time matched with the transmitted sequence 

or when there is no transmitted preamble. We know that the distribution of 

rioSK+Aj] i® ^ complex Gaussian distributed random variable. Now we wish to 

determine the statistics of the cross correlation term (3.9). According to the 

central limit theorem, r̂ ŝ p, can be seen as a complex Gaussian random variable. 

We first determine the distribution of the term r^^^ by computing its mean and 

variance, 

N 

E = E |Re 

= 0, 

1 

N 

Var = J ] Var {Re { x^+ i [jVhf^.K+i[j]} } , 
j=i 

2 + (T . 
N " 

(3.12) 

Thus, the real valued distribution is given by, 

: exj) 
/ 2 \ 

.e V 2 ^ / 
(3.13) 

where (t^r, = Var and the imaginary distribution fr l '^Jr) is given by a 
'off.p 

similar density function. Utilising a result in [161] the term \\rotfJ\ is given by a 

Rayleigh distribution, with parameter, a^^ = a^ 

r.2 \ 

(J. 
exp 

off 2a! o f f / 

(3.14) 
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We have now developed the so-called "off-time" density as a fimction of the 

number of users, K , the spreading factor N, the noise variance cr̂ , the variance 

of the soft output estimator cr̂  and a threshold value of r^. This density will be 

later used to determine the false alarm probability (P/a)-

3.4.2 Analysis of On-time Density 

We now derive the on-time density. The real valued Gaussian distribution of the 

peak correlation function during on-time is given in (3.16). The first and second 

order statistics of r^^^ can be computed as, 

N 

E = E R e non,K+i [ j ] x k + i [ j ] 

N 

V a r { < p } = J]Var{Re{x/c+i[i]r/on,/c+i[j]}}, 

Therefore, the term r^^ has real-time density function given by, = : exp 
2a2 .Re on,p 

(3.15) 

(3.16) 

where =Var{r^„^ }. 

This density represents the random variable in the real axis, a similar density 

function can be found for the imaginary axis as, 

: exp 

Im \ \ 2 \ 

(3.17) 

where aL , = ct^r, . 
'on,p 'on.p 

To convert this to a density which represents the absolute value of the signal we 

utilise a result the Rician distribution [161]. Therefore the "on-time" distribution 
IS, 

/ikon,p II ( 0 = 
(T^ 

exp 
2aL 

/ 

lo 
rs 

(3.18) 
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where = ^ + 2\\hK+if and In (•) is the zero order modified Bessel 
function of the first kind. 

3.4.3 False alarm / Missed Detection probabilities 

Now we have derived the probabihty densities we wish to integrate these functions 
to determine the probabihties of the missed detection and false alarms. This 
means we need to integrate (3.18) from 0 ^ a to determine the probabihty of 
missed detection, where a is the detection threshold used to accjuire a new user. 
Similarly, we need to integrate (3.14) from a ^ do to the determine probabihty 
of false alarm. Starting first with (3.18), 

Vmd = Pr (0 < i? < a), 
r 

0 cr̂ n \ 
exp 

r + s 2 \ rs 
(7.2 on 

lo ^ dr. (3.19) 

The probabihty of missed detection is therefore the CDF of the Rician density 
given (3.18) which is given in [161] as, 

Pmd = 1 - Qi f — . — V a > 0, (3.20) 

where Qi( ') is the generalised Marcum's Q function where m = | = 1 as the 
degrees of freedom is n = 2. We now derive the probabihty of false alarm by 
integrating the Rayleigh distribution from (3.14), therefore 

P/„ = P r ( i ? > a ) , 
a2 \ 

3.4.4 Determining Residual Interference 

The residual interference from the IMUD receiver will determine the performance 
of the acquisition unit. The purpose of this section is to determine a typical 
residual interference level (aj), in order to achieve the expected performance of 
the system. The typical frame error rate (FER) that maximises capacity in a 
cellular environment has been arguably shown to be approximately FER=0.1 
1361. W'e assume that the bit error rate is equal to or lower than 10"'̂ , based on 

a block size of 1000. We represent the soft values prior to a decision as Gaussian 
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distributed random variables, where P r ( 4 [ n ] < 0|4[n] = +1) = Pg = BER. We 
now wish to determine a j in terms of P^ using the assumption above and that 
IDMA achieves single user performance. We know from [161] that, 

Therefore for a probability of error, Pg = 3.87 x 10"® the variance estimate is 
a j = 0.05 for an Eb/No = lOdB, and for a Pe = 7.27 x 10-^ the variance estimate 
is fT̂  = 0.1 corresponding to an Eh/No = 7dB. From simulation we validated the 
theoretical computation of a^ in (3.22) as compared with the cancellation factor 
{ad) during simulation. This is expected under good channel conditions where 
the IDMA IMUD achieves near single user performance. We will utilise these 
figures to determine expected performance of the acquisition approach defined. 

3.5 Analytical and Numerical performance 
results 

In this section we show results from both our analytical development and from 
our simulation. The simulation consists of transmitting 2000 blocks where the 
codes/inter leavers for the multiple access interference are randomly selected for 
each user. In all cases the spreading gain was chosen to be N ^ 16 and the IDMA 
receiver was run for 10 iterations. However, it has been shown that IDMA has 
ecjuivalent or better performance as N increases due to the increased interleaver 
lengths (resulting in better turbo decoding performance). The system is chip 
and symbol synchronous and we normalise the energy of the channel for user 
K + 1 such that = 1- Note that it is possible to simulate the results for a 

Rayleigh fading channel by marginalising the probabilities of missed detection and 
false alarm in (3.19) and (3.21), over the distribution of HK+I- For the purpose of 
illustration we deem that it is sufhcient to consider a normalised chamiel power, 
i.e. \\hK+,f = l. 

Figure 3.2 shows the on and off-time distributions for three different scenarios 
at an Eb/No = 7dB. The first plot is the single user(SU) scenario, here the 
on-time density is centered aromid y/2 and is Rician distributed while the off-time 
distribution is centered around ^ and is Rayleigh distributed. For the single 
user case there is a distinct separation between the two densities, for example, a 
threshold set around a = 0.85 would provide both a low false alarm probability 
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and a low missed detection probability. In practical systems the threshold is 
determined for a particular Pfa, this sets the amount of time the receiver will be 
occupied processing false alarms. The choice of a determine the trade-off between 
false alarms and missed detections. 
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Figure 3.2: On-off densities for different scenarios 

In the last subplot the densities for the full interference(FI) case with K = 16 
users in the system is shown. The full interference case is where no soft 
information is used for interference cancellation {dK+i[n] = 0 ) . As such the 
acquisition unit suffers from severe MAI. It is clear that a logical threshold point 
is not achievable as the on and off-time densities are not separated, this will 
also be seen later in Figure 3.3. In the second subplot the densities for K = 16 
are shown, however partial cancellation (PC) is used where crj = 0.1. It can be 
seen that the resultant densities are significantly improved such that they are 
equally as distinct as the single user case due to the near single user performance 
of the IDMA IMUD [10], This is where an IDMA IMUD outperforms CDMA, 
resulting in better IC (better cancellation factor a^) for heavily loaded multijile 
user systems. For the same reasons it is expected that it is possible to perform 
acquisition (with near single user performance) for overloaded systems using the 
IDMA IMUD. 

In Figure 3.3 we show the performance of the full interference and two partial 
cancellation cases {aj = 0.1 and a j = 0.05). We compare the analytical result 
(solid line) to the simulation results (points). The plot is for an integration period 
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of 1 symbol, with Efe/No = 7dB for aj = 0.1 and Eb/No = lOdB for aj = 0.05. As 

can be seen the performance of the partial cancellation scheme is substantially 

better than that of the fully loaded system without cancellation. For example 

fixing = 10-4 the partial cancellation results are P^d = 0.03 and Pmd = 0.5 

for a^ = 0.05 and a J = 0.1 respectively. In comparison to the fully loaded system 

where P^d = 1, i.e. 100% of detections would be missed. 

Figure 3.3: Performance of the Acquisition unit 

3.6 Summary 

In this Chapter we have investigated an acquisition technique based on soft 

interference cancellation applied to IDMA. This has been performed under severe 

multiple access interference. 

We derived density functions to represent the so-called on-time and off-time 

random variables and comi)ared these densities to simulation results. These 

densities are functions of the number of users, the processing gain, the cancellation 

factor and the noise variance. We integrated these densities to determine the 

probability of false alarm and probability of missed detection, as a function of 
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threshold vahie. We compared both analytical results and simulation results for 

Pfa vs. P^rf for K = 16 users with partial cancellation from the IDMA receiver. 

The results show that acquisition using conventional correlation techniques for 

CDMA is not practical when the number of users equals the spreading gain, 

however, when utilising the IDMA IMUD good performance of a conventional 

correlator for acquisition is possible. 

It is demonstrated in this Chapter that for high performance multiuser 

detection, information sharing between the correlator unit and the receiver is 

essential to perform acquisition of new users. Depending on the reliability of 

the information from the IMUD, this technicjue improves the system capacity by 

reducing the amount of time spent processing false alarms and the number of 

missed detections. 
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Chapter 4 

Timing Tracking 

4.1 Introduction 

Heavily loaded IDfvIA systems, where the number of users (or layers) is much 
greater than the spreading gain are necessary in order to acconnnodate the need 
for higher data rates and increased capacity of futm'e wireless broadband systems. 
The performance of accjuisition algorithms can be severely degraded by the effects 
of severe nmltiple access interference. Efficient accjuisition and tracking of the 
timing information for each user is essential for the IDMA detection to work. 
The synchronisation function is essential to track the chip timings, such that the 
interleavers for each user are synchronous with the user's data. 

Conventional timing tracking/synchronisation techniques for DS-CDMA 
systems involve pilot aided timing recovery using code-locked loops which 
have been widely studied [50, 61]. Although iterative timing synchronisation 
techniques have been studied for single user turbo-coded systems, they have 
not been applied to CDMA or IDMA systems, where they result in significant 
performance improvements for severe drift scenarios. To the best of our knowledge 
timing tracking for IDMA systems has not been simulated or analysed before. 
The interference canceller in a heavily loaded IDMA system operates at a very 
low SNR due to the nature of the chip-by-chip processing required. It can been 
shown by experimentation that in fully loaded systems with high levels of multiple 
access interference, poor accjuisition performance can severely reduce the capacity 
of multiple user systems [48]. The severity of the multiple access interference is 
increased by the fact that pilot channel has much lower power than the data 
channel in most practical systems (for example 3GPP [54]). 

In this Chapter we develop a theoretical framework for soft data aided 
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turbo synchronisation techniques for multiuser IDMA systems that operate in 

high multiple access interference. We construct an iterative soft data aided 

synchronisation system for IDMA where the intermediate soft information is 

used to assist the task of synchronisation on each iteration. We use MMSE 

combining to fuse timing estimates from the pilot and data channels respectively 

in order to construct the optimal timing error discriminator (TED). We justify 

our analysis by providing simulation results for an IDMA receiver where there is 

a very large timing drift at the receiver. We compare the iterative approach with 

a conventional single-shot timing recovery circuit. 

4.2 System Model 

In order to design the tracking algorithm we provide an amended transmitter 

model to the one given in Chapter 2. In this Chapter we consider a chip 

asynchronous IDMA model where each user uses QPSK modulation. The 

quadrature carrier is a dedicated pilot channel used for synchronisation of the 

carrier frequency and timing respectively. \Mthout loss of generality, we assume 

that the channel phase, channel amplitude, and carrier frequency are perfectly 

known in the model and we focus upon timing synchronisation. The amended 

transmitter model for a particular user (user k) is shown in Figure 4.1. For 

simplicity the FEC used is a repetition code with a scrambling mask (alternating 

±1)[12], although the technique is essentially independent of the FEC code 

used. A user specific interleaver is applied to the chip sequence resulting in 

the interleaved chip sequence A user specific random sequence of pilot 

chips {pk[j]) is superimposed with the data chip sequence using the quadrature 

carrier. The combined signal is given by. 

x,[j] = y ^ x f [j] + i (4.1) 

where y/E^ denotes the power of the pilot chips and V ^ the power of the 

data chips respectively. After this the signal {xk[j]) is up-sampled by a rate of M 

samples per chip and pulse shaped using a square root raised cosine pulse shaping 

filter g[m] with roll-off factor, Q. as proposed in the 3GPP standards [53. 54]. The 

pulse shaped signal for user k, {zk[m] = a/,[m] -h i6fc[m]), is transmitted through 

a frequency flat complex AWGN channel with channel coefficient h/,. In this 

Chapter the index m is used for signals sampled at the sample rate whereas 

index j is used for signals sampled at the chip rate. We assume that fast power 
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control is employed such that each users channel has equal power, nominally 
\\hk\\ = 1. Each users signal is subjected to a different timing drift {Tk { t ) } . All 
the users signals are superimposed and then AWGN noise, n{t), with single sided 
power spectral density Nq/2 (and variance a^) is added to the received signal, 

it) = Y,hkZk{t-rk{t)) + n{t), (4.2) 

where Zk{t) = ^nXk[ j ]g { t — jTc) , and the SRRC pulse shaping function is given 
by, 

sm I ^ ^ ^ ^ ) + 4a<cos / T , 

TTt 
^ / N 2\ 

(4.3) 
/Tc 

The matched filtered pulse shape denoted as, Rg{t/Tc) = g{t/Tc) * g{—t/Tc) is 
written as, 

sin(7rt/rc) cos{aTTt/Tc) 
Ro 

\TcJ nt/Tc l-{2at/Tc)^' 
(4.4) 

FEC TTfc 

s/^d 
hk 

X 
Re M g[m] 

n{t) 

Zkit) 

Figure 4.1: The IDMA transmitter for the A;th user 

In this Chapter we consider two synchronisation techniciues: (1) conventional 
timing recovery where the timing of the chips of each user is estimated once; 
(2) iterative timing recovery where the timing for each user is refined after 
every iteration of the decoder. In the first approach the timing of each user 
is tracked once only, the timing information for each user is then passed to the 
chip asynchronous IC as seen in Figure 4.2. In the second approach the timing 
information is renewed after each iteration of decoding as can be seen in Figure 
4.3. Both techriicjues essentially pass chip timing information to the IC in the 
same manner. Considering that each user is chip asynchronous it is important 
that the IC be chip asynchronous, which takes as input the chip timing vector 
{ffc}. We dedicate the proceeding Section to the chip asynchronous IC, and then 
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the following Section to the timing synchronisation algorithms. 

Throughout this Chapter the rounded brackets denote contiinious time 
indexing of a signal and scjuare brackets denote discrete time indexing 
respectively. 

DEC 

Tfc -f— -V Tfc 
Rn\m] Edec{^ hi l } 

Figure 4.2: The IDMA receiver for the kth user with chip asynchronous IC and 
one-shot conventional timing recovery 

r(t) X_ A K r ' H 
ADC f \ 

sM 
DEC 

h •^k —V •^k 
R,\m] EoEcix^' j]} 

Figure 4.3: The IDMA receiver for the fcth user with chip asynchronous IC 
iterative timing recovery 

4.3 The Chip Asynchronous IC 

The received signal given in (4.2) is oversampled at a rate of M samples i)er chip, 
and then match filtered with the Square Root Raised Cosine (SRRC) pulse shape 
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filter as ilhistrated in Figures 4.2 and 4.3 respectively. The oversampled received 

signal is, 

^ (4.5) m = ^ hkzl[m] + w m 

where, 

3 
M 

- jTc - Tk[j] 

= Oi. m 

(4.6) 

(4.7) 

and w[Tn\ = n[m] * g[m . 

The modified IC cancels multiple-access interference for each user at the 

sample level. On each iteration the IC computes the statistical information about 

the match filtered signal m ). These statistics are sampled using the timing 

information to construct the likelihood metric [10, 12], Let, the channel coefficient 

be represented as h^ — hf'^ + and we denote hi as the conjugate of hk- In 

order to compute the log-likely hood ratio (LLR) for the coded bit secjuence 

we are reqinred to determine statistical information about the term, 

(4.8) 

where Cfc["i] = f''[m\ — h^z'^^m] is the residual interference term. The mean and 

variance of the desired signal for user k (a'̂ .[m]) are computed at the sample level 

by j)ulse shape filtering the soft outputs from the decoder (DEC) on the previous 

iteration (as depicted in Figures 4.2 and 4.3 respectively). 

E { 4 H } = E 

mT \ 

' -jTc-h[j]]EuEc{xnj]}. 
M 

( r r ^ 

mirn]} = E ( V ~ ^^^ ~ 

J 

Var{6fcH} -

, rriT \ 

' ' VaroEcK^l j]} , 
/ 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

where EoEcla^fc^b]} is the estimated soft information of the data chips from the 

outer decoder (DEC) and VarDEc{a;fc''[j]} = 1 - is the variance of 

the soft information. These two values are generated from the previous iteration 
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of the outer decoder in Figures 4.2 and 4.3. 

In order to improve the estimate of a particular user's data and pilot signals 

(E{a^[m]} and E{b'^[m]}) the IC reconstructs the interference from all other users 

by first computing the statistics (mean and variance) for and r"'"[m] 

respectively. The Algorithm 1 is amended using (4.9)-(4.12) as follows, 

k 

k 

k 

V a r { r ' - H } = J ] ((/iL-)^Var{al,H} + ( O ^ V a r { 6 ' , H } ) + 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

The statistics of the nmltiuser interference are now computed using (4.13-4.16). 

The covariance between and r"'"[m], denoted vl/[m] is rewritten as, 

^ ' H = E hfh\-{Y^v{a',[m]} - Var{6' ,H}), (4.17) 
k 

- \\h\\'E{a',[m]}, (4.18) 

Var{Re{/i*a[m]}} = + {h[!"fViir{r""'[m]} 

+ - ||/i,rVar{4[m]}. (4.19) 

The statistics of the interference for the imaginary component of hlr'[m] 

for the fcth user can be computed in a similar manner, resulting in the terms 

E{Im{/i^Cfc[m]}} and Var{Im{/i^CfcM}} respectively. Finally, the interference 

canceled signal for the real and imaginary components of ^ [ m ] are computed 

using (4.17)-(4.19), giving, 

a,[rn] = Re{hlr'[rn]} - E { R e { / 4 a H } } , 

f],[m] = lm{hlr'[m]} - E { I m { / i ^ a H } } , 

E { 4 H } = " f c H + • 

(4.20) 

(4.21) 

(4.22) 

Using the law of large numbers ak[rn] can be approximated as Gaussian 

distributed random variables with mean and variance Var{Re{/i^Cfc[m]}}. 
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Respectively I3k[m] can be approximated as a Gaussian random variable with 
mean b'^[m] and variance Var{Im{/i^Cfc[m]}}. The Code Locked Loop (CLL) 
in either Figure 4.2 or Figure 4.3 is used to resample ak[m] and /3fc[m] at the 
correct timing points. Using the afore mentioned Gaussian approximation and 
resampling technique the extrinsic LLR values for the coded chips and 
pilot chips {pk[j]) can be computed, 

Alc ^^Rer.ix _ Oiu. II2 afc(jTc + -rfc[j]) 

= (4-24) V'^i-ilmihiaUTc + Mj])}}' 
where Tk[j] is the estimate of the timing drift for chip j . The expectations of 
^fc^b] Pk[j] are computed as, 

Eic {^^^fbl} = tanh(A^c , (x f [ j ] ) /2) , (4.25) 

Eic {Pk[j]} = tanh(Aic , (p, [ j ] ) /2) . (4.26) 

Equations (4.9)-(4.26) are computed on every iteration of the IC. The DEC unit 
in Figures 4.2 and 4.3, follows exactly from the soft repetition decoder given in 
12] which computes the extrinsic log-likely hood ratios for the coded chips 

4.4 Timing Tracking 

In this Section we describe the two aforementioned timing recovery schemes for 
the receivers shown in Figure 4.2 and Figure 4.3, where the chamiel output 
is described by (4.2). In the following two subsections we describe the two 
alternative timing recovery schemes. Firstly, we consider the conventional code 
locked loop (CLL) adapted from the conventional CLL algorithms in [51]. The 
CLL can be easily adapted to a CLL for IDMA since the pilot channel for each 
user given in (4.2) is simply a spread spectrum pseudo-noise sequence. This is 
similar to the CLL mechanism for DS-CDMA systems in [50]. The main technique 
for mitigating MAI and MPI in the traditional CLL is by utilising spreading gain. 
This is useful for timing estimation since practical timing drifts are very small 
compared with realistic symbol/block sizes for spread spectrum conmimhcations. 
As such it is often possil)le to utilise a relatively long spreading codes in the pilot 
channel, and thus mitigate the effects of severe MAI. 

In the second subsection we describe how timing recovery can be incorporated 
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into the iterative interference cancellation process. We describe an iterative 

approach to synchronisation where the timing is estimated on each iteration. 

We implement iterative timing recovery by having separate MAI cancelation and 

timing estimation stages within one iteration. First the IC cancels MAI at a 

sample level using the decoders output soft information and timing estimates 

from the previous iteration. Then the signal is passed through a digital delayed 

locked loop which uses the pilot channel with the helj) of the soft information from 

the data channel to estimate the timing information. The new timing information 

is used to re-sample (involving interpolation) [162] the data and pilot channel for 

each user. 

4.4.1 Conventional Timing Recovery 

In this subsection we describe the conventional CLL which is shown in Figure 4.4. 

We first describe the timing error discriminator (TED) in Figure 4.4, and then 

proceed to describe the dynamic behaviour and performance analysis of the CLL 

using well known control theory [51, 55]. We employ a code-locked loop for each 

user where the pilot chamiel uses random PN sequences of length Ng. From the 

perspective of timing error detection it is sufficient to only consider the power 

transmitted by the pilot channel of the desired user (user k) and regard the data 

and pilot chamiels of other users as interference. We choose the well known 

Mueller and Mueller timing error detector (MM TED) [60], due to its simplicity 

and powerful performance. Under steady state tracking conditions it is easy to 

show that the MM TED (where symbols are Nycjuist pulse shaped) is inunune to 

self noise (or ISI), for this reason it is easy to analyse its performance. We adapt 

the basic MM TED scheme presented in [51], in order to construct a CLL. 

For simplicity of analysis we construct the MM TED using only the received 

pilot secjuence b'ĵ [m] in (4.6), and we ignore the effects of the channel, i.e. 

hj. = 1, yk. Furthermore, we assume that the continuous time pulse shaped 

waveform b'ĵ {t), can be perfectly reconstructed from the sampled signal b'î [rn] 

using interpolation. Therefore we write the signal b ' f , { t ) in Figure 4.4 as. 

K i t ) = y % P k m s i t - j T c - r , [ j 

3 

+ E E it - j'Tc - MJ'\) + W{t) (4.27) 

k ' ^ k j ' 
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T'klU\ 
Control 

pM 

Loop 
Filter 

INTERP 

z' -1 

Pk P k l j - l ] 

MM TED 
ATe 

E 

b ' , { { j - l)T, + T,[i\) 

Figure 4.4: The single-shot timing recovery loop for an IDMA system. 

where Ep = l/Ns, and w{t) = n{t) * g{t). 

Now the MM TED for the CLL can be easily constructed as, 

(n+i)Ns + l 

e f c [ " ] = J ] ( \ ^ p P k \ j - 1 ] b ' , U n + h 

j=nNs + l 

(4.28) 

where n is the pilot symbol index and for practical timing drifts the change in 
timing error is essentially static during one symbol, i.e Tk[j] ~ Tk[j - 1]. Note 
that the TED fvmction is sampled at the symbol rate using the index n. 

For the purposes of analysis we define the timing error term as the difference 
between timing offset and the estimated timing offset, 

^ k [ n ] = Tkln] - fk\n]. (4.29) 

The MM TED discriminator function, or S-curve, can be computed as the 
expectation of the error function (4.28), conditioned on a static timing error, 

mathematically this is written as, 

5(<l>,[n]) (4.30) 

Substituting (4.27) into (4.28), and evaluating the expectation in (4.30) yields 
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the S-curve for the MM TED as, analytical solution for the TED 

SMM{'i>k[n]) = Rg (T, - - R^ ( - T , - n (4.31) 

Figure 4.5 shows the S-curves for the MM TED obtained by simulation. We 
use the raised cosine pulse shajie with 22% rolloff in all cases. For the purposes 
of illustration we use no spreading gain {N^ = 1) for the pilot sequences since 
the S-curve function in (4.31) is independent of TV̂ . We show the TED function 
operating under two different Es/Nq values. 

1.5 

- 0 . 5 

- Theory 
-EJNo = OdB 
-EJNo = lOdB 

jV, = 1 

Figure 4.5: S-curves for the MM TED. 

For practical timing drifts/offsets the TED operates within the linear region 
of the S-curve and thus the control loop of Figure 4,4 is linear. The TED error 
function in (4.28) can be approximated as, 

ek[n] = S{^k[n]) + N[n], 

~ A^kW] + A^fn], 

(4.32) 

(4.33) 

where N[n\ is the noise term defined as, N[n] = ek[n] - 5 ($fcN)- For the 
MM TED the slope of the S-curve at the origin can be calculated by taking 
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the derivative of (4.31) as follows, 

d 

2 cos(Q;7r 
<I>->0 

(4.34) 

It can be readily shown that the noise term (A [̂7i]) in (4.32) is white Ganssian 
noise, i.e. N[n] ~ A/'(0, Var {iV[n]}), with antocorrelation function. 

Var{iV[n]}, 5 = 0 

(4.35) 

(4.36) 

By expanding (4.27) the variance of the noise term iV[n] in (4.32) can be 
computed. 

Var{7V[n]} = 2 < + 2 , 2 , 1 Rl{r)dT 

~ 2al + 1.89 
(A- - 1) 

N 

(4.37) 

(4.38) 

where we assume T = t^ — r̂ / is a uniformly distributed random variable over 
the range (0,7^), i.e. T ~ U{i),Tc), and noting that E^ = 1. 

The standard method to coi)e with timing drift (as opposed to a constant 
timing offset) is to use a second-order loop filter which contains an integrator. A 
widely used scheme is indicated in Figure 4.6. By inspection it is seen that the 
governing equations are, 

fk[n + 1] = Tk[n] + 

CfcW = - 1] + 7(1 + P)ek[n] - 7efc[n - 1], 

(4.39) 

(4.40) 

where p is a positive constant. 

The influence of the second integrator on the static phase error may be 

assessed as follows. First, we rewrite (4.39) in terms of <^k[n], 

-f- 1] = '̂ k[n\ + IdTs - • (4.41) 

Next, assmning that a steady-state condition has been achieved, say <I>fc[n] = 
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ekW 1 SU'l Tk I'J 
— 1 2 

Figure 4.6: Second-order loop filter. 

from (4.41) it follows that ^^[n] must be constant: 

^ss — fdTs-

Then, from (4.40) it is seen that, 

eJn] -

(4.42) 

p 

whose steady-state solution is zero (for p > 0). Thus letting Nk[n] 

yields, 

(4.43) 

0 in (4.32) 

= 0 , (4.44) 

and by using (4.31) it is concluded that, (f^s = 0. and consequently static timing 

errors have been eliminated. 

From the above derivation it appears that a second-order loop will eventually 

lock on the incoming carrier with no static error, whatever the value of p. In 

practise this is only true with very small values of fd (on the order of the loop noise 

bandwidth). Furthermore, even in these conditions, the system response does 

depend on p and, therefore, it is of interest to look for p values that correspond 

to relatively short settling times. This problem is approached here under the 

assumption that the loop noise bandwidth is small compared with the symbol 

rate. Under these circumstances the variables and ek[n\ are slowly 

varying in time and the digital loop can be approximated by an analog system 

for which a well-established theory is available. 

The analog system is arrived at postulating that its state variables ik{t) 

and ek{t) are related to $/c[n], ^^[n] and e/t[n] by relations of the type, 
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d<i>k{t) + 1 ] -

dt T. 

(4.45) 

(4.46) 

for riTs + Tk[n] < t < {n + l)Ts + Tk[n]. Making these approximations in 

(4.40)-(4.41) and letting, 

after some manipulations it is found that, 

dt 

(4.47) 

(4.48) 

(4.49) 

(4.50) 

A solution for <I>/c(t) is now derived by Laplace transform methods, setting to zero 

the initial conditions. This yields the Laplace transform for 

^-.fs) = 
/d 

where the parameters ^ and Un are defined as, 

(4.51) 

^ A + 

A 
UJ„. = 

V W p 

(4.52) 

(4.53) 

In the parlance of servomechanism theory, is the damping factor and the 

natural frequency of the loop. Next, the inverse Laj^lace transform of (4.51) is 

obtained from transform pairs. Figure 4.7 illustrates the effect of the damping 

factor on the response to a step in the frequency error. It is apparent that, as 

time increases, tends to zero anyway. Short transients are observed with 
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Figure 4.7: Transient timing estimation error due to a frequency error step. 

damping factors in the range 0.6 < < 1.0. These are the q vahies that are 

commonly adopted in practice. 

Returning to the loop filter, we need to choose p so as to properly control the 

integrators action. This problem can be addressed considering the loop tracking 

performance. Briefly, let us start with the loop model as summarised by the 

equations 

+ 1] = - CfcN 

CfcN = - 1] + 7(1 + p)ek[n] - 7efc[n - 1] 

eJn] = Â J>k[n] + Nk[n 

(4.54) 

(4.55) 

(4.56) 

In writing (4.54) we have dropped since frequency errors are compensated 

in the steady-state. From these equations is found as the response to Nk[n 

of, 

H n ( ^ ) = -

7[(1 + p)z - 1 
{z - I f + -fk[{\ + p)z - \ • 

(4.57) 
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The noise bandwidth of this filter is found with the methods in [163] and is given 

by, 

B, T. = 
2p + + p) 

2[4-7^ (2 + P) 
(4.58) 

Hence, the normalised timing error variance is now expressed in terms of the 

power spectral density of the noise term 

2 

~ T'' J-inn 
Siv(/)||HN(/)||^df 

l/2Ts 

2Syv(0)BL 

A^T} 

(4.59) 

(4.60) 

Now in order to determine the timing error variance we need to determine 

the noise power spectral density function, SN{f)- Using the autocorrelation 

properties of the noise in (4.36), the power spectral density function, 5'iv(/) can 

be determined. 

SmU) = 

= KT^N^ (4.61) 

where the NQ is the variance of the noise plus interference term in (4.37), 

>(A'-1) 
K = 2al + U 

The timing error variance is now given by, 

N 
(4.62) 

where. 

V = 
27r2 

An'^ri 

cos(Q;7r) 

1 -4a2 

(4.63) 

(4.64) 

In [51] the authors show that the modified Cramer-Rao Bound (MCRB) for a 

general timing estimator is given by. 

_ BlZNO 

^MCRB — (4.65) 
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where ^ = \ + and = 1 in this particular example. By 

comparing (4.63) and (4.65) it can be seen that the ratio of the MM based timing 

recovery loop is a factor of greater than the MCRB. This means that there 

is always a performance degradation with respect to the best achievable timing 

estimation algorithm. It can also be seen that the performance of the MM based 

timing estimator is interference limited, that is, for diminishing noise spectral 

density Â o the value of ÂQ is dominated by the interference term in (4.37). 

4,4.2 The Code-Locked loop modified for 

Turbo synchronisation 

In this Section we present a modified CLL shown in Figure 4.8 which is 

tailored for the iterative synchronisation mechanism in Figure 4.3. The CLL is 

adapted/niodihed from the algorithm described in the previous subsection (4.4.1), 

in order to be used iteratively. We employ a code-locked loop for each user where 

the data and pilot chips are effectively grouped into random codes of length N. 

Since the soft information for data symbols are computed at the FEC coding, it 

makes sense that N = l/Rc where R,. is the coding rate. This is different from 

the code-length of the previous subsection, i.e. Ns ^ N. 

r'fcM 
Control 

CkUTc + Tk[n]) 

Loop 

Filter 

e'kH 

\Niec 

oik\m 

INTERP A 
- ( 

INTERP A 

i 
' T 

Ndec ^ 

Norm i 

fifcH 

MRC 

Early-Late Gate 

TED 

Figure 4.8: The Delayed-Locked Loop with pilot and data chamiel combining. 

Contrary to the previous subsection, where the MM TED was used, we opt 
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to employ the early-late gate synchroniser for the turbo synchronisation. The 
discriminator function of the early-late gate based CLL in Figure 4.8 uses both 
the pilot channel and data chaimel in-order to compute the timing error function 
{ek[n\). We construct a TED metric by combining the timing estimates from the 
interference cancelled pilot and data signals as estimated in (4.20). In Figure 
4.3 the interference cancelled signal for user k, E{z'^\m]] as defined in (4.20), is 
passed to the CLL. We denote ^ [ m ] = E { 4 H } . 

Firstly we consider the TED function for the pilot channel. The early-late 
T E D at the chii)-level involves taking the difference between the pilot channel 
signal 13k sampled at early and late (ie,fc[j] and ti^k[j] respectively) time instants 
from the estimated current chip time jTc -I- ffc[n]. Mathematically, the error 
function for the EL TED can be written as follows; 

^pAn] = E V^MJ] (^Pk{te,k[j]) - Pkikklj])^ , 

(4.66) 
(4.67) 

where SEL ('^'fcN) = Rg(A + $fc[n]) - RG{A - ^K[N]) is the S-curve for the 
EL TED and is approximately linear for small timing estimation error (<&fc[n]), 
te,k[j] = j^c + A -I- fk[n] is the early timing point for chip j for user k advanced 
by time A, = jTc — A + Tk[n] is the late timing point for chip j for user 
k delayed by time A, and Var{Ini{/z|Cfc}} is the average variance of 
irrespective of the sample index m. 

Now the TED function for the data channel is constructed in a similar manner 
to tha t of the pilot channel given in (4.66) and (4.67). Mathematically the TED 
function for the data channel is constructed, 

edAn] = ^ Y^ (ak{te,k[j]) - ), Jv Ew . V / 

N, d,k n Ar(0,^Var{Rc{/4a.}}), 
(4.68) 
(4.69) 

where, E^ = Ed^£{114112} and = EDEc(a;fc''[j]) is the soft information out 
of the decoder block (Figure 4.3) from the previous iteration. 
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We now wish to combine the timing error estimators defined in (4.66) and 

(4.68) using hnear weights Wi and W2, and then find the corresponding weights 

which minimise the mean square error (MSE) under the unbiased constraint. 

MathematicaUy this can be surmised, 

4[n] = wiep,fc[n] + W2ed,k[n], 

= ek[n] + NT,k[n], (4.70) 

where NT,k['n] = wiNp^k[n\ + is the statistical noise of the overall TED, 

and the unf)iased constrained MSE is, 

J = arg min (u-^Var {Np^k[n]} + u;,^Var ) 
Wl ,W2 

X{wi + W2 - 1). (4.71) 

where A is the Lagrangian nuUtipher. Solving (4.71) we obtain the optimal weights 

as 

En 
Wl = 

W2 = 

Ex.k 

Ed 

E-

(4.72) 

(4.73) 
T,k 

where Ex.k = Ep + E^ can be viewed as the total energy of the pilot and data 

channels together. 

As described in Section 4.4.1 the standard method to track timing drift in a 

CLL is to use a second order loop filter containing an integrator to update the 

timing estimate (f^fn]). An averaging filter and decimation stage was used in 

order to control the feedback period T (as illustrated in Figure 4.8), allowing for 

more fiexible design of the loop parameters. A widely used loop filter is given in 

(4.39) and (4.40) where u is substituted for n and the decimated error function 

e'klu] is substituted ek[n], this is rewritten as, 

?k[u + l] = T'k[u\ + 

^k[u] = - 1] + 7(1 + p)e'k[u] - je'k[u - 1]. (4.74) 

Here the timing error is comi)uted at the decimated rate with period 

T = NdecNTc, and the index variable u is used to represent signals sampled 

at the decimated rate Interpolation is conmionly used in-order to sample the 
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signal Zk, at the optimal chip timing points {jTc + fk[j]). The early and late 
signals in Figure 4.8 are computed using simple bi-linear interpolation function. 

We now provide performance evaluation the proposed iterative timing recovery 
scheme in a manner similar to the analysis in the previous subsection (4.4.1). We 
derive the error variance of the timing error term = t/-['u] - T'k[u]) using 
well known control theory [51, 163]. It is easy to show that the z-transform of 
the error term can be expressed as, 

= (4.75) 

where is the averaged response of Nr^kin] from the averaging filter shown 
in Figure 4.8. In (4.75) the timing error signal may be viewed as the response to 
N!pj^[u] of a filter with transfer function Hn(2) in (4.57), where for the EL TED, 
the slope of the S-curve at the origin is, A = —2AB'g{0). In order to find the 
frequency response of the transfer function we substitute z = into (4.57), 

HnI / ) - - TTTi—VTT^TT?^ TT' l^.Tb) _ 1)2 + + - 1] • 

The normalised timing error variance is now expressed in terms of the power 
spectral density of the noise term S/v' ( / ) 

1 1/2T 

J Jl/2T 

Bl 
= (4.77) 

where Bl is the bandwidth of the loop filter described in Section 4.4.1 defined in 
[51] and cr^, is the variance of Nfpĵ . The product of the loop bandwidth and the 
symbol period is given in (4.58). The variance of N^ f. can be determined using 
(4.66), (4.68), (4.70) and (4.72), as. 

1 
'^n; = . ( 2Vm- {Re { / 4a } } ) - (4-78) 

The term Var{Re{/t^Cfc}} can be viewed as a function of Eh/No and the number of 
iterations. At high Eb/No where the interference term can be canceled perfectly 
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(Varja'^} = 0). The lower bound of the timing error variance in is given by, 

4.5 Numerical performance results 

In this Section we compare the performance of the IDMA receiver nsing iterative 
timing recovery with the IDMA receiver using conventional timing recovery. We 
use the analysis presented in Sections 4.4.1 and 4.4.2 to verify the numerical 
results. We present sinmlations for two different scenarios we provide analysis for; 
(1) practical drift scenarios where users timing drifts are uniformly distributed 
in the range of 0 to 12 ^s/s, and (2) severe drift scenarios where each user is 
subjected to a timing drift uniformly distributed in the range of 0 to 0.2 ms/s 
respectively. 

4.5.1 Practical drift 

In this subsection we present the simulation results for the timing recovery under 
practical drift scenarios. The drifts we simulate are within the range of 0 to 
12 ^s/s. For insignificant drifts it is impractical to employ the iterative timing 
recovery scheme given in Section 4.4.2. For example in a single block of data in 
a 3GPP which is 2560 chips long, a drift of 12 //, chips/chip, results in a total 
accumulated timing drift of 3 x 10"^ of a chip within a block, as a consequence 
the filter bandwidth is extremely small and there is virtually no SNR degradation 
due to such a small drift. 

In the aforementioned scenario it is practical to employ long spreading codes 
for the pilot channel, and consider the data channel as primarily interference. 
We choose to employ random spreading codes of length Ns = 256 for the pilot 
channel. We construct the block length to be 2560 chips over 10ms which is 
similar to the 3GPP standard. We choose to employ random spreading codes of 
length, Ns = 256 for the pilot channel, however the data channel uses repetition 
codes of length N = 16, the number of users in the system is K = 16, the 
oversanipling rate M = 8, the roll-off factor of the SRRC function is a = 0.22 
and the chip period is Tc = 0.26/is. 

The main task of designing the tracking loop is to choose the loop filter 
parameters, such that the loop bandwidth is big enough to allow for the TED 
to detect timing error, but not too wide as to allow too nnich noise/interference 
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through. From (4.63) it can be seen that the timing error variance is proportional 
to the loop bandwidth, thus it is preferable to have a bandwidth as narrow as 
possible. Typically, the damping factor, is set in the range 0.6 - 1.0 to reduce 
the transient response of the tracking loop [51]. In the simulated system we used 
the parameters 7 == 4 x 10"^, p = 3.7 x 10"^. The resultant control system 
response characteristics are a damping factor of = 0.72 and angular frequency 
of ujnTs = 5.4 X 10-3, bandwidth of BLT, = 2.9 x lO'^, where T, = 2567^. 

The normalised timing error variance of the conventional timing 
synchronisation algorithm is presented in Figure 4.9. The comparison of the 
timing error variance for the fully loaded multiuser IDMA receiver, with the 
single-user (SU) receiver and the MCRB is shown. It can be seen that the 
SU performance is always worse than the MCRB by a constant factor of. | 
as discussed in the last paragraph of Section 4.4.1. Furthermore we can observe 
the effect of MAI on the timing error variance of the MU receiver. At higher 
Eh/No it can be seen that there is a error floor due to the fact that the noise plus 
interference term, Â Q. is dominated by the MU interference. 

9 10 

Figure 4.9: The comparison of timing error variances for IDMA receivers subject 
to practical drifts (0-12 //s/s). 

Figure 4.10 shows the average BER performance of a fully loaded IDMA 
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system, {K = 16 and N = 16), where the users timing drifts are uniformly 
distributed in the range of 0-12 /is/s. It can be seen that there is virtually no 
difference in the performance between the single-user and the fully loaded system. 
However, we do notice that the performance of the fully loaded chip asynchronous 
IDMA system outperforms the fully loaded chip synchronous IDMA system in 
Figure 2.11. This is due to the interference reduction due to the pulse-shaping 
when the users timing points are not aligned. 

Figure 4.10: The BER for an IDMA receiver subject to practical drift (0-12^is/s) 

4.5.2 Severe drift 

We construct the block size to be 10ms in a similar way to the 3GPP standard 
the block length is L = 160 symbols, the spreading factor is Â  = 16, the number 
of users K = 16, the oversarnpling rate M = 8, the roll-off factor of the SRRC 
function is q = 0.22, the chip period is Tc = 0.26/f5 and the delay-advance time 
A = In accordance with the 3GPP standard we have uneciual power for the 
data and pilot channels. We set the energy per chip for the pilot channel to be 
6 (IB lower than the data channel Ep = Ed/4. This fully loaded system together 
with the significant drift place a critical condition on the timing synchronisation. 
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Figure 4.11: The comparison of timing error variance for IDMA receiver subject 
to severe drift (0-0.2ms/s). 

The main task of designing the timing recovery circuit was to tune the loop 
filter parameters in-order to optimise the performance. There is a trade-off where 
the bandwidth of the looj) (4.58) irmst be wide enough to track the timing drift, 
but not too wide so as to allow noise through the feedback. The parameters N d e d 
and p also effect the damping factor (<;) and frequency (cUn). In the simulated 
system we used the parameters N^ec = 2, p = 0.05 and 7 = 0.4. The resultant 
response characteristics of the loop are = 0.5, c j„ r = 0.0447 and bandwidth 
time product, Bi^T = 2.3 x lO'^, where T = 32T^. 

It can be seen from Figure 4.11, there is a huge imi)rovement in performance 
between the IDMA receiver using conventional timing recovery and the same 
receiver using iterative timing recovery after 10 iterations. It can be seen that 
the timing error variance is reduced by a factor of 15 times. This is mainly due 
to the much lower SNR of the pilot channel in the conventional approach. After 
a number of iterations the soft-information in the data channel becomes reliable, 
resulting in a much improved operating point of the timing recovery circuit. The 
timing error variance of the EL based timing recovery loop is affected by self 
interference (ISI) [51] and thus is greater than the MCRB. 
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iterative 
conventional 
perfect 

Figure 4.12: The comparison of BER for the conventional and iterative timing 
recovery schemes for the IDMA receiver subject to severe drift (0-().2ms/s). 

Figure 4.12 shows the numerical performance results for both conventional 
and iterative timing recovery circuits. It can be seen that for higher Eb/No, for 
example Eb/No > 5 dB the iterative timing synchronisation results in a greater 
than 2 dB gain in performance. This can be explained by the fact that at higher 
Eb/No the IC in the iterative receiver takes effect and the multiuser interference 
becomes negligible after many iterations, which leads to better timing recovery 
using both data and pilot channels, ultimately resulting in higher Eb/No and 
reduced ISI of the sampled signal in (4.23). The conventional approach suffers 
from noise due to a loop filter with a wide bandwidth that allows more errors to 
enter the system. The interference cancellation approach removes the interference 
and thus the noise, enabling improved timing and thus bit error rate performance. 

Figure 4.13 shows the mean squared timing error (MSE) with respect to the 
chip index where the system is run at an Eb/No = 8dB. In the simulation the 
initial timing offset is set to 0.5 of a chip. The figure illustrates that there is a 
huge improvement in convergence between the conventional and iterative timing 
schemes. This is due to the effect of the high MAI on the tracking loop. The 
iterating timing circuit can lock on to the carrier within one transmission block, 
whereas the conventional scheme requires a lot longer to converge. This shows 
that for bursty, uncoordinated systems there may be a significant improvement 
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' Iterative timing recovery 
~ ~ - Conventional timing recovery 
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Figure 4.13: The comj^arison of timing error vs. chip index, for the first two 
blocks of transmission. This represents 20ms. 

due to the iterative timing recovery. 

4.6 Summary 

In this Chapter we have develo])ed a coherent receiver for IDMA systems by 
presenting conventional and iterative approaches for timing recovery. We show 
that conventional timing recovery achieves sufficient performance for a fully 
loaded system subject to low timing drift. Operating under these conditions 
we show that by using large spreading gains and a very low bandwidth loop 
filter the effects of MAI on the timing recovery loop can be mitigated. After this 
we compare the performance of the iterative timing recovery with conventional 
timing recovery for a fully loaded system under severe drift scenarios. The receiver 
using iterative timing recovery shows a huge performance improvement for higher 
Eb/No where the reliability of the data channel increases. The performance in 
terms of BER is improved by a factor of greater than 2 dB. Where as the timing 
error variance is reduced by a factor of 15 times. We also derive the lower bound of 
the timing error variance which depends on the reliability of the soft information 
from the previous iteration. 
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Chapter 5 

Optimal Detection of Block 

Asynchronous I D M A 

5.1 Introduction 

III the previous two Chapters we described methods for acquiring and tracking 

the chip timing points of a fully loaded asynchronous IDMA system. However, 

we did not consider any inter-block interference due to block asynchronisni nor 

its effect on the receiver of an IDMA system. In this Chapter we assume that 

the acquisition technique described in Chapter 3 is first used to acquire each 

user's timing, and then the conventional timing tracking algorithm in Chapter 4 

(Section 4.4.1) is used to track the chip timings continuously. After the timing 

information for each user has been estimated it is necessary to detect/decode the 

transmitted data. Previous chapters of this thesis have primarily focussed on the 

conventional iterative receiver for IDMA detailed in [10 12]. In this Chapter we 

design the maximum likelihood detector for a block asynchronous IDMA system. 

In this Chai)ter we construct an optimal block asynchronous IDMA receiver. 

Traditional detection methods for IDMA [10-12] incur a performance cost due to 

block asynchronisni. This is because of the time overlapping of blocks between 

users, which leads to inter-block interference (IBI). To avoid IBI the conventional 

methods of detection can be altered by using a guard interval. In [164] a matrix 

representation of the synchronous IDMA transmitter is derived. Based on this 

model the optimal detector is derived and for small systems the performance is 

compared to the iterative receiver proposed in [12], 

In this Chapter we construct a system model for an asynchronous IDMA 

transmitter in matrix form. Using this model we derive an optimal detector and 
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for reasonably small systems the performance is compared to the conventional 
receiver proposed in [111], We show that the Maximum Likelihood cost function 
can be interpreted as a structure trellis, and that finding the optimum estimate 
of data block, d, is equivalent to finding the longest path in a trellis. This 
has significantly lower computational complexity than conventional exhaustive 
approaches for Maximum Likelihood detection. 

5.2 System Model 
In this Chapter we consider an asynchronous IDMA system with K users. We 
make the assumption that all users are subject to practical timing drifts as 
suggested in Section 4.5. L As such the effect of drift over a block is negligible and 
the timing offset for user k can be modelled as a static delay Tk- For simplicity and 
without loss of generality we can assume that users are ordered chronologically, 
i.e. Tk < rfc/,Vfc,A,-' where k' > k and TJ = 0. Without loss of generality we 
assume a chip synchronous system where the user's chip delays t^ are integers, 
however the model can be easily extended to be asynchronous by including the 
pulse shaping filter defined in Section 4.2. We assume a single path AWGN 
channel. In order to formulate a structured matrix we consider an IDMA system 
with a super-block structure consisting of M IDMA sub-blocks. There are L bits 
per IDMA sub-block, and a repetition code of length N is used as the FEC. We 
also assume rectangular pulse shaping is used. A general asynchronous IDMA 
sub-block structure is depicted in the Figure 5.1. 

In order to define a matrix model of the received signal we first define a 
generator matrix G. representing the transmitted IDMA signal. In [164] and 
165] the generator matrix for a single synchronous IDMA block (sub blocks 

i £ {0,..., M — 1}) has been shown to be. 

Gi = [Si . . .Sfc . . .SK-] , (5.1) 

where S^ denotes the generator matrix for user k, 

Sfc = [vrfc(sfc,i)7r/c(sfc,2) • • • T^k{sk,L)] , 

= gA-,igfc,2 • •-g^x], (5.2) 

where s^,, = , j G { 0 , . . . , LiV - 1} and Sj represents the j th chip 
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Figure 5.1: IDMA transmitter and receiver structures 

of the repetition code, Sj = 0, n > TV or n < 0 and tt̂  is the interleaver for user 

k. For the asynchronous IDMA signal model the generator matrix (5.1) can be 

expanded, 

Gi = 

\ 

Y I ^ N L 

.Vl,! 

51,2 

9 I , N L 

• • 9 L . I 

9 L , 2 

Y I , N L / 

n i l ) 
'^Aj / 

(5.3) 

where g^,, = [GL'^^^ . . . G L ^ L V , G)''^ represents the first N L rows of G „ and G^,' Jfc) IT r^(0) ( 1 ) 

represent the last r^ rows of G^. Note that we also define a new matrix as. 

= 

G ( 1 ) 
AI (5.4) 
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At the MUD the asynchronous IDMA signal can be modeled as follows, 

K A / - 1 

n (5.5) 
fc=l i=0 

where Ak is the amplitude of the kth user's signal, is the 
{n — iLN - rfc)th row of the generator matrix for user k , and the vector dfc[z] 
represents the ith block for user k. In this Chapter we define the data vector d, 

d = [ d j d [ . . . d 

where the zth block for user k is given as. 

KM-I (5.6) 

dfc+iA'-i = 

= d ik+iK-l)L d{k+iK-l)L+l • • • {k+iK)L-l (5.7) 

Now (5.5) can be composed of sub-matrices G, in a [NLM + r/t) x KLM matrix 
form. 

r = G A d + n. (5.8) 

where G is defined as. 

/ 

G = 

0 

G ( 0 ) 

0 

0 

p ( i ) 

(5.9) 

Assuming that equal power allocation for each user and /i^ = 1 for A; G { 1 , . . . , A'} 
and consequently A = I. In the general chip asynchronous case the matrix 
elements of (5.2) can be oversanipled and smoothed to a desired resolution such 
that equation (5.8) can be constructed. 

5.3 Joint Maximum Likelihood Detector 

In [166] the authors construct a ML detector for Asynchronous CDMA. In this 
Chapter we construct a Joint Maxinmm Likelihood detector for Asynchronous 
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IDMA in a similar manner using the defined matrix model (5.8). The goal of the 
ML detector is to choose the transmitted bit sequence d which maximises the 
joint likelihood function for the received block r. This is shown to be equal to 
maximizing the conditional likelihood function given as, 

1 
: exp 

vrcT̂  
- ^ ( r - G A d r ( r - G A d ) (5.10) 

The maximisation of (5.10) is equivalent to selecting the d that maximises 
the cost function given as, 

n{d) = 2 h ( f y - h^d^Rd, (5.11) 

where y = G^r is the correlation vector of generator G and received vector r, 
and R = G ^ G is the autocorrelation matrix of G. The autocorrelation matrix 
R can be expressed as a function of LK x LK cross correlation matrices (R[0] 
and R[ l ] ) , 

R = 

\ 

R[0] R ^ l ] 0 0 0 
R[1 R[0] 0 0 

0 R[ l ] R[0 R^[l] 0 0 

0 0 0 . . . R[ l ] R[0 

(5.12) 

The LK X LK cross-correlation matrices R[0] and R[ l ] are in turn defined in 
terms of cross-correlation matrices of individual user's generator matrices (S/,), 

R[0 

( I LxL 
T 

Pl2 

\ PIK 

Pl2 

I l x l 
T 

P23 

Pl3 

P23 

I l x l 

PLK 
P2K 

P(K-L)K 

I l x l / 

(5.13) 
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R f l 

' Olx l p'21 p'31 • • • pVI ^ 
OlxL ^LxL p'32 • • • p' K2 

Oz.xL 

• • • •• P'K(K-I) 

V O l xL 0 

(5.14) 

LxL / 

The L x L matrices pjk and p'jf. are defined as follows, 

Pjk = 

= ^LxNL Si 
OnLxL 

(5.15) 

Now maximizing $7(d) using an exhaustive approach would reqviire complexity 
in the order of the exponential of KLM which is generally regarded as infeasible 
for any practical values of K, L and M. However, it is possible to exploit the 
structure of the matrix R, in order to formulate a simplified solution. In order 
to decompose the quadratic for, d '^Rd. we will use the fact that the matrix R 
has bandwidth LK and its elements are periodic along the diagonals. Let us 
introduce the notation n{j) G {1,. . . , A'} to represent the modnlo-A' remainder 
of j. A new correlation metric can be defined. 

(5.16) 
I^U - n) > K{j) 

We can summarise the proj^erties of R as follows: 

R-bJl = I l x l 

2. K[k+iK,n+iK] = R-[fc,nl 

3. R[j,(] = 0 unless \ j - l\ < K 

4- R-1..1 = RE,.] 

5- R-bj-n] = QK{j),K{j-n) 

Note that we use the notation R[a,6] to denote an L x L submatrix of R. Using 
these properties and letting d j = 0 if j < 0 or j > MK. The cjuadratic term in 
Q(d) can be decomposed as follows, 
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MK-l / 1-1 

= i : E djR,,,, 
j=0 1=0 

MK-l MK-l j-1 

= E d j d , + E d j E + E E 
i=0 j=0 l=j-K+l 1=0 \j=l-K+l J 

MK-l / K-l \ 

= E d j + 2 
J=0 V n=l 

MK-l / K-l \ 

= E ^J + 2 E 
3=0 \ 

d/ 

/ 

n=l / 
(5.17) 

We can now express r^{d) as a sum of M K terms such that (a) each term depends 
on K sub-blocks within d and (b) any consecutive terms share K - 1 arguments. 
SpecificaUy, we can write, 

MK-l 

i m = E - ^ . K ' d , ) . 
3=0 

where. Uj is the state of the shift register with {K — 1) data blocks, 

and. 

u,+i[l], Uj+i[2], . . . U j + i [ A ' - l ] 

u,[2], u,[3], . . . d, 

/ K-l \ 

d j ) = h d ] 2y, - h d j - 2/; ^ 
V n=l / 

(5.18) 

(5.19) 

(5.20) 

Noticing that the is a constant the transition metric \ j can be simplified 

as, f \ 
(5.21) n d j ) = d j y, - h 

V n=l / 

It can be seen that in (5.18) the cost function depends on the state vector Uj and 
the current data block d j . As such the objective function can be interpreted 
graphically as layered directed graph [166]. We can represent each possible 
sequence d as a path from origin to destination as shown in Figure 5.2. Each 
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path cost is given by the function (5.20). The task of finding the vector d which 
maximises f i ( d ) is equivalent to finding the maximiun weight path between the 
origin and destination. A dynamic progranmiing algorithm [166] can be found 
to determine path resulting in the maximum distance between the origin and 
destination. 

difO] d2l0l Anfoo. dn = nn̂  A] ron. di = nn> ^ d2[M - 1] 

Al(ll,(/l = 11) 

Figure 5.2: Trellis diagram for 2-user with block length L — 2, Asynchronous 
channel 

An algorithm to find the maximum length path is based on the following 
simple observation: if the longest path from the origin to the destination goes 
through a certain node N, then the sub-path (within the longest path) that 
connects the origin with N must be the longest among those paths connecting 
the origin to A .̂ So suppose we knew the longest path from the origin to 
each of the nodes at the ith stage. Denote the corresponding longest distances 
{ J i ( 5 o ) , . . . , ./I(5'2L_I)} . Then it is evident that the longest distances at the 
{i + l )th stage satisfy: 

J,+i(u,;) = max {A, (u,, 5,) + , / , (u,)} , Vz, j € { O , . . . , 2^ - l } . (5.22) 

where J is initialised to 0 at the first stage of the algorithm. Once the destination 
node is reached we can read the longest path, which is the most likely sequence 
of the data d based on the received signal r. 

5.4 Conventional I D M A Receiver 

In this Section we describe the iterative asynchronous IDMA receiver in order to 
compare with the ML approach described in the preceding Section. The iterative 
receiver uses the same transmitter model as illustrated in the Figure 5.1. It 
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is necessary to consider a single IDMA block per superblock in order to avoid 
IBI effects, thus M = 1. This structure is similar to the synchronous IDMA 
approaches given in [10-12]. A guard interval between blocks is necessary in 
order to prevent inter-block interference (IBI). The model derived in Section 5.3 
shows that there is IBI between successive blocks due to asynchronism. The trellis 
structure and path costs given in (5.18) and (5.20) respectively are due to IBI. 
Without loss of generality we can assume that user's time delays {t/;} , k = 1,.., A' 
are shorter than the guard interval duration. When this constraint is maintained 
inter-block interference can be completely avoided resulting in the simplified 
iterative IDMA receiver derived below. The low complexity of the iterative 
receiver is only a few multiplications, additions and one division per chip per 
user [11]. The model of the iterative receiver is illustrated in Figure 5.3. 

Arfc Arfc 
A DEC 

DEC 

TT/c 
A DEC 

Figure 5.3: The Asynchronous Iterative IDMA Receiver 

We assume chip synchronism where user k has delay t^. Let Xk = {xk[j — Tk]}, 
for j G {1 , . . . , { N K + t k ) } be the interleaved chips for user k, and n^ represent 
the chip permutation for user k. The ESE is essentially a MAP equaliser at the 
chip level which determines the Log-likelihood ratios (LLR) of the Maximum A 
Posteriori probabilities of chips Xk based on the received signal r = {r [ j ] } , for 
j e { I , . . . . { N K + t k ) } - It is important to note that the block size needs to 
be increased to N K + t k to compensate for the IBI. We assume that the guard 
interval is known a priori at the receiver. We define the A:th user's data block 
with guard interval as, 

X k { j ) = 
vrfc(cfe[/ 

0, 

0 < [ j - Tk) < NK 

otherwise. 
(5.23) 

where Ck = {ck[l]} for I G {1 , . . . ,A^A ' } represents the repetition coded chips 
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before interleaving. Using this new model a similar derivation to the one in [12 

can be made to construct a block asynchronous iterative IDMA receiver. 

5.5 Numerical performance results 

In this Section we compare the bit-error performance results of the optimal 

asynchronous and synchronous IDMA receivers respectively. In all simulations 

we defined the spreading gain Â  = 4, the number of users K = 4 and the IDMA 

sub-block size L = 3. In performing these simulations the block sizes need to be 

very small due to the inability to run simulations for large block sizes with the 

ML receiver. The delay for user k was nominally selected such that t^ = k — I 

chips. The optimal receiver defined in Section 5.3 was simulated with super-block 

sizes of M = 1 and M = 2, IDMA blocks. The asynchronous iterative receiver 

defined in Section 5.4 as well as the synchronous receiver defined in [12] were run 

over 10 iterations respectively. A guard interval of length r/,. = 3 chips was used 

to separate each user's resi)ective blocks. 

The Figure 5.4 shows the comparison of the BER performance of the optimal 

and iterative receivers respectively. The BER plots show that for small block 

sizes A/ = 1, A = 4, and L = 3, of size 12 chips per block, the asynchronous 

receiver slightly outperforms the synchronous receiver. This is due to the effect 

of the guard interval which results in an increased initial prior information. 

From Figure 5.4 it can be seen that the optimal receiver outperforms the 

iterative receiver for Efc/A'o values greater than 6dB. The use of very small 

block sizes detriments the performance of the iterative receiver approaches due to 

cross-correlation of user signals. For the ML approach when the super-block size 

was increased to M = 2 sub-blocks, a marked performance gain was observed. 

This can be related to the trellis structure of the receiver which accounts for the 

cross-correlation between users. As a result the ML receiver cancels inter-block 

interference between sub-blocks. This has the added effect of reducing wasted 

energy in the guard interval. In this case the optimal receiver achieves near 

single user performance at an Eb/No of 9dB. 

The biggest advantage of the iterative receiver techniciues is the markedly 

reduced complexity. The complexity of the iterative receiver is in the order of 

0{LK) operations per block whereas the complexity of the optimal receiver is 

in the order of operations per block. By increasing the block size 

it is shown that the iterative receivers are capable of achieving near single user 
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performance [12]. This is due to improved diversity of the interleavers resulting 
in lower cross-correlation between user signals. Consequently a more realistic 
scenario would involve using larger block sizes for example L = 256 bits per block. 
In this case it is expected tha t there is little performance difference between the 
optimal and iterative receivers. 

5.6 Summary 
In this Chapter we have developed an ojjtimal asynchronous IDMA receiver. 
We compared the performance of the system with the conventional iterative 
receiver. Our results show that the optimal receiver outperforms the iterative 
approaches for Eh/No > 6dB. For the very small block sizes that we consider 
in this Chapter the performance of the iterative receiver is compromised due to 
ineffective interleaving causing cross-correlation between user signals. When the 
ML receiver is across multiple blocks for M > 1, the receiver is able to cancel IBI 
therefore significant improvement is achieved, albeit at the cost of exponential 
complexity. However, for larger block sizes it is expected that there is little 
performance difference between the optimal and iterative receivers. 

Figure 5.4: BER performance of the Optimal Asynch IDMA receiver vs. Iterative 
Asynch. IDMA receiver 
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Chapter 6 

Convergence Analysis of Iterative 
Receivers 

6.1 Introduction 

In this Chapter we introduce technicjues used to analyse and predict the 
convergence behavior of iterative decoders and receivers. EXIT charts [82, 83] are 
a popular and powerful tool for analysis of iterative techniques. This Chapter will 
give an introduction to EXIT analysis and further develop the tools for analysis 
of a range of receiver components and system configurations. 

The design and optimisation of a nuiltiuser system presents a number of 
challenges to the system engineers. The properties of the nuiltiuser EXIT chart, 
as well as the power optimisation are two major issues addressed in this thesis. 
In this Chapter we present an introduction to the EXIT chart analysis tools, 
such that techniques for analysis and optimisation of IDMA systems can be easily 
conii)rehended in later Chapters. As discussed in the Section 1.2.5, EXIT analysis 
is generally considered to be the most general and best method for analysis 
of iterative receivers. Furthermore, EXIT functions for EEC codes and other 
receiver components are widely available in the literature. It has been shown that 
properties of the EXIT chart can be used to determine the ultimate performance 
of iterative receivers [86]. For the aforementioned reasons we choose to introduce 
the topic of EXIT chart analysis for general iterative receivers in this Chapter. 
We then provide EXIT analysis for ecjual power allocated IDMA systems, and 
show how it can be used to accurately })redict the performance of such systems. 
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6.2 The Log Likelihood Ratio 

The log likelihood ratio (LLR) is a convenient method for providing information 
abont the sign and reliability of a random variable (RV). Specifically, the sign 
of a LLR indicates the most likely sign of the RV and the magnitude gives the 
probability that it is correct. Consider a RV A which can represent a priori a 
posteriori {D) or extrinsic {E = D - A) information. We define the log likelihood 
ratio (LLR) A of the RV A as, 

\f{\\x = -1)J 

where x G { + 1 , - 1 } can be either equiprobable information bits or coded bits. In 
iterative receivers it is convenient to operate in the log-domain as it enables easy 
separation of a posteriori information into a priori and extrinsic information. In 
general A is assinned to be a Gaussian LLR with a Gaussian consistent probability 
density function (PDF), that is, 

2 
A = + n. where n ~ (0,a^). (6.2) 

The soft information, x, can be defined as, 

/ A \ exp(A) - 1 
x = tarih - = 7TT—T' 

V 2 y exp(A) + 1 

and therefore x G [ - 1 , +1]. Like LLRs, soft bits represent the sign and reliability 
of a RV and are also a convenient metric for use in iterative receivers. 

6.3 Mutual Information 

In information theory, the Mutual Information (MI) between two RVs is a 
quantity that measures the mutual dependence of the two variables. Intuitively. 
MI measures the information that a random variable X contains about RV Y. 
That is, how much knowing one of these variables reduces the uncertainty about 
the other. 

Mathematically, the MI between A' and Y is written as, 

/ (A- .y-) = / / / ( . , . ( 6 . 4 ) 
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and since in general the comnnuiication system we use has a binary channel input, 

the MI becomes, 

1 

where. 

f(v\x) 
f { y \ x ) \ o g ^ ^ d y , (6.5) 

/(y) = \ifiy\x = +1) + f{y\x = -1)), (6.6) 

and, for the AWGN channel, 

./(yk = ±1 ) = - ^ e x p f , (6.7) 
V^^y V 2(72 J 

with a Gaussian assumption on the a priori input A as in (6.2), 

A ~ /lAX + tia, (6 .8 ) 

where riA ~ Af(0,a^) and fiA = cr^. The MI between the transmitted data 

X G { —1,+1} and A becomes, 

r+oo exp J ' 
I a M = 1 - / (6.9) 

J-oo sj l-no\ 

where A are the samples of the a priori input. 

The conventional method for calculating MI is to estimate the extrinsic 

information histograms, f{X\x = —1) and f{X\x = +1) from samples A. The 

MI of the extrinsic output of a SISO block is calculated as. 

2 

where in this case A are the samples of E. When calculating MI in this fashion 

the A must be grouped into N histogram bins. There is no method available 

to determine the optimal number of bins and the number used will affect the 

calculation of MI. In [152] the author hnds that calculating the number of bins 

as, 

Nuns=\L'^], (6.11) 

where L is the number of samples, is a simple method which gives the most 



98 Convergence Analysis of Iterative Receivers 

consistent results. 

6.4 J Functions 

The term J function was coined by ten Brink in [83] and is the name given to 
the function describing MI as a function of variance. The J function proves to be 
extremely useful in convergence analysis with transfer charts where MI is used as 
a metric to describe the SINK reduction process which occurs in iterative receiver 
components. 

6.4.1 The J Function 

When the RV A is a Gaussian consistent distributed RV (according to (6.8)) and 
X is binary uniformly distributed RV, the MI / ( X ; A) between X and A can be 
expressed as, 

/

+ C X ) 

log2(l + exp(-A)) / (A|x = +l)dA. (6.12) •oo 

Observing that the PDF j\\\x = +1) is a function of the variance of the LLR A, 
and assuming that A has a mixture Gaussian distribution as in (6.8), it is apparent 
that the MI is itself a function of the variance. The J function and its inverse 
are well known functions dehning the relationship between MI /a = I{X-,A) in 
(6.12) and variance a l in (6.8). The J function is given by, 

J(a) ^ h{aA = a), (6.13) 

rxA = J-Hh), (6-14) 

where A is generally A. Since the MI in (6.12) cannot be expressed in closed-form 
under the Gaussian assumption, close approximations have been developed in 
the literature, ten Brink et al. proposed an approximation in [83], however the 
approximation developed by Braimstrom et al. in [91] is generally considered to 
he superior and is given by, 

J{a) « (6.15) 
\ 1 
/ I / 1 \ \ 2i/2 

J-\I) « ( - ^ l o g 2 ( l - / " 3 ) ) (6.16) 
hi V w \ 
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where Hi = 0.3073. H2 = 0.8935 and H^ = 1.1064 were obtained using numerical 
optimisation (Nelder-Mead simplex optimisation [167]) to minimise the total 
squared difference between (6.12) and (6.15). 

Tlie J function will be shown to be extremely useful in transfer chart 
derivation, however it also provides an easy means for estimating BER. The soft a 

posteriori output of the decoder can be written a.s D = A+E for the outer decoder 
of an IDMA system. Under the assimiption that both the a priori input A and 
the extrinsic output E are Gaussian distributed, then the a posteriori output is 
also Gaussian. Since hard decision are made on the a posteriori output, the BER 
can be estimated as, 

Pb-Q 
(Td 

where is the variance of D. and assuming independence. 

(6.17) 

Ĉ D = + Ĉ f (6.18) 

Using (6.15) the variances of A and E are, 

= J-'ilAV, 

4 = J-'Hsf. 

(6.19) 

(6.20) 

Using (6.17), (6.18), (6.19) and (6.20) the BER can be estimated as, 

/ 

\ 
2 / 

(6.21) 

6.4.2 The Js Function 

Fidelity was first introduced in [168] and [169] as. 

= E {xx} , 

= E j t a n h ^ 

= E j i ^ } , 
\ 2 / 

(6.22) 

(6.23) 

(6.24) 

where A = A or E and x = tanh(A/2) for input and output fidelity respectively. 
Fidelity has been shown to be an accurate measure for tracking convergence 
behavior, hi [170] the authors introduce a method for relating symbol variance 
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to MI using the defined fidelity metric (6.22). The expression for the fidelity 
function can be written, 

^+00 2 

= ' - L T T ^ ^ ' ^ l ^ = 

The Js function and its inverse are vahiable tools in convergence analysis using 
fidelity as a metric. The Ĵ  function is defined [152, 170] as, 

Js{a) 4 Ma {ax = a). (6.26) 

And the inverse function is defined, 

c7a=. J 7 ' ( M A ) , (6.27) 

where it is assumed that A is Gaussian according to (6.2). The Ĵ  function has 
no closed-form solution hut is closely approximated[170] by, 

Js{o) ^ (6.28) 

J 7 ' ( A / ) « (6.29) 

where Hi = 0.4282, H2 = 0.8130 and //g = 1.1699 were obtained using the 
Nelder-Mead simplex method [167] to minimise the squared difference between 
the approximation (6.28) and the actual function (6.26). Figure 6.1 shows the 
actual Js and J functions along with their approximations, which are shown to be 
very close. The actual functions, (6.12) and (6.25) were obtained using numerical 
integration. 

6.4.3 Relationship between Mutual Information and 
Symbol Error Variance 

In [170] a function was proposed to relate MI as symbol error variance. This 
function is very useful in determining the extrinsic transfer functions for the IC, 
and also for translating between transfer charts. Considering the symbol error 
variance al = E [{x - x f ] , this can be simplified, 

a i = l - E { i ' } , (6.30) 



6.5. EXIT Function for the Decoder 101 

Figure 6.1: Comparison between analytical and simulated J and Ĵ  functions 
respectively. 

and, 
A/A = 1 - a?. 

The function which relates MI to fidelity was proposed [170], 

/ = T{M) = J{J;\M)) « 0.74M + 0.26A/2, 

M = T-\I) 
-0 .74 
0.52 

+ 0 . 7 4 y I 
0.52/ ^ 0 . 2 6 ' 

(6.31) 

(6.32) 

(6.33) 

Moreover the symbol variance can be related to MI using, 

(6.34) 

6.5 EXIT Function for the Decoder 
In general, EXIT functions must be generated using Monte Carlo simulations of 
the encoder/decoder. There have been published results [89] where closed formed 
EXIT functions have been derived for simple codes. However, these have been 
confined to the binary erasure channel. In coded IDMA systems the FEC and 
IC are concatenated in a serial fashion. EXIT functions for serially concatenated 
codes are generated according to the system diagram in Figure 6.2. Data blocks 
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X e { + 1 , - 1 } are randomly generated and encoded using the FEC encoder. The 
EXIT function for the Decoder in a serial concatenated system is a function of 
only the a priori channel. The a prion channel input to the decoder is modelled 
as follows. The a priori channel is modelled by multiplying the coded data bits c 
by a\ and adding noise of variance where the value of a a is chosen using the 
inverse J function, ga = J'^Ia'^^), for the desired value of The channel 
input is now, 

2 

A = ^ c + nA where ra^ ~ Ar(0, CT^). (6.35) 

The decoder is then activated and the extrinsic output LLRs, E. are passed 
along with the systematic data x to a histogram generator which estimates the 
PDEs f{E\x = +1) and f{E\x = - 1 ) and calculates using (6.10). A 
detailed description of the steps required to generate an EXIT function are given 
in Section 4.4 of [152], 

ê { 
"in 

Figure 6.2: EXIT chart generation for the Decoder. 

6.6 EXIT Function for the IC 
In this Section we determine the EXIT function for the IC which can be 
determined either by Monte Carlo simulation, or as a closed form approximation 
using the J function. For illustrative purposes and for the sake of simplicity we 
only consider the equal power allocated transmission in this Chapter. The EXIT 
transfer fimction can be computed using a similar method to the one described 
in Section 6.5. The EXIT function can be determined using a Monte Carlo 
sinmlation as shown in the Figure 6.3. Each user's data sequence is generated 
randomly, the data sequence for user k is denoted as, Xk € { + 1 , - 1 } . All of 
the user's data sequences are added in the multiuser channel and additive white 
Gaussian noise is then added. Mathematically, the received signal, r, is written 
as, 

K 

r = '^^Xk + n, where n~A/'(0,o-^) (6.36) 
/ c = l 
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The a priori input for user k denoted as Ak is a Gaussian consistent random 
variable generated using the user's data symbols Xk, 

Ak = {o\l1)xk + ua^ where r ^ , ~ A/'(0. o \ ) . (6.37) 

The IC is then activated using r and the set of a prion extrinsic LLR inputs 
{Ak}, \/k. The extrinsic LLR output vector of the IC, E, is passed along with 
the systematic data Xk to a histogram generator which estimates the PDFs 
f{E\xk = +1) and f{E\xk = - 1 ) and calculates I'lf using (6.10). 

Xfc e {+1,-1} 
MU 

Channel 
MU 

Channel 

Figure 6.3: The EXIT function for the IC. 

The variance of noise plus MAI for the coded chips input to the IC can be 

easily shown to be, 
a l = { K - l ) a l + a l (6.38) 

where cr ,̂ is the coded bit variance given in (6.30) and a l = ^̂  follows that 
the variance of the output of the IC (o-| = Var {A^,^}), can be written. 

4 = (6.39) 

The fact that there is a closed-form solution for an IC variance transfer chart 
means that it is possible to easily derive the transfer chart without the use of 
Monte Carlo simulation. The EXIT chart for the IC can be computed using 
(6.39), (6.13) and (6.34), that is. 

/ f = J (6.40) 
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where T(-) is from (6.32) - (6.33). The fnnction (6.40) will be used throughout 
this Thesis as a closed-form EXIT function for the IC. 

EXIT functions for the IC are shown in Figure 6.4 for various system loads, 
with spreading factor 5 = 16, at Eh/No = lOdB. Note that in the SU case, 
K = 1, the MI of the extrinsic output is independent of the a prion input. The 
constant I'f? in the SU case is equal to J i ^ jo^ ) as there is no MAI. Figure 6.4 
shows that increasing the number of users increases the steepness of the transfer 
characteristics. Note that at the point where full a priori knowledge is available, 
I ' f = which corresponds to the removal of all MAI, the MI of the extrinsic 
output is equal to the single user case. 

Figure 6.4: EXIT function of the IC under various system loads. 

6.7 EXIT Chart 

An EXIT chart is a plot including the transfer functions of all the receiver 
components. The functions are arranged such that the output of one component 
shares an axis with the corresponding input of the component to which it is 
connected. The simple case as shown in Figure 6.5 shows the EXIT chart for an 
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iincoded IDMA system where the Decoder is a soft repetition decoder (repetition 
code length, S = 16). In this scenario there are K = 16 users and each of them 
is aUocated a repetition code of length S = 16, the receiver is operating at an 
Eb/No = lOdB. Figure 6.6 shows the EXIT chart for a PCC coded IDMA system 
with K = 16 at an Eb/No = 2.7dB. In this scheme the EEC code is a rate 1/2 
PCC constructed with two [23, 35]8 RSC codes concatenated with a repetition 
code of length S = 16. Note that the more i)owerful code has a much lower 
convergence threshold. 

IC 
REP decoder 

- r̂ # 
/ i 

/ vV^ • .. 
^ ^ ^ - ^ 

"" t » » 
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I'f, / f ^^ 
0.8 

Eigure 6.5: EXIT chart for an uncoded IDMA system with K = 16 and S = 16, 
Eb/No = lOdB 

6.7.1 Capacity 

Since EXIT functions show the MI transfer properties of receiver components 
it is expected that EXIT charts can be used in capacity optimisation of IDMA 
systems. The relationship between EXIT curves, capacity and code rate in a 
binary erasure channel was proved in [86] and [87]. The area under an EXIT 
curve is given by ^ = f^ IsilAjdlA- Consider a serially concatenated code with 
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Figure 6.6: EXIT chart for a PCC coded IDMA system with K = 16 and S = 16, 
Eh/No = 2.7dB 

outer code rate Rout and iinier code of rate = 1, which is the case for IDMA 
systems in general, where the inner "code" is the multiuser channel. The area 
under the inverted outer code EXIT curve, is Aout = Rout and the area under the 
inner curve is Ain = I{X]Y)/n/Rin where /?,„ = k/n. For successful decoding 
the EXIT curves nmst not intersect and Ain — Aout > 0, so 

RoutH.n<I{X-,Y)/n<C. (6.41) 

Note that (6.41) shows that cai)acity can only be achieved if R^n = 1. Since the 
rate of the iimer code, the IDMA channel, is equal to one, the area under the 
inner EXIT curve is A,n = C where C is the capacity of the channel. Therefore, 

Rout < C. (6.42) 

This is a form of Shannon's capacity theorem [171], the outer code rate nuist be 
less than the capacity of the inner channel. 
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6.8 EXIT Chart Analysis vs. Simulation 

In this Section EXIT chart snapshot trajectories, or simulated decoding 
trajectories, will be discussed and compared. Furthermore, EXIT chart analysis 
results will be compared with simulations in order to justify the use of EXIT chart 
analysis and demonstrate their suitability as tools for iterative receiver design. 
The performance of the IDMA receiver was predicted using EXIT charts for a 
fully loaded configuration (that is the spreading factor, N equals the number of 
users, K). 

The EXIT chart trajectory for an ec^ual power repetition coded IDMA 
system with K = 16 users and a repetition code length 5 = 16 is shown in 
Figure 6.7. Initially the IC receives the fully interference affected signal and 
receives no a prion information from the outer decoder. Thus the initial extrinsic 
information is given by, = I'yf = 0. Hereafter each activation of the IC 
corresponds to a vertical line in the EXIT chart which corresponds with the 
output extrinsic information of the IC, using the output of the FEC decoder as a 
priori information. After each vertical line in the EXIT chart, the FEC decoder is 
activated resulting in a horizontal line which corresponds with the transformation 
of output extrinsic information of the IC (used as a priori to the FEC decoder) 
into output extrinsic information of the FEC decoder. Thus, each iteration of 
the IDMA receiver results in a step in the EXIT chart which bounces between 
the EXIT fmictions of the IC and FEC decoder. After each iteration of the IC 
the a priori input information to the FEC decoder is improved. Where the two 
EXIT functions intersect results in the final operating extrinsic information of 
the Decoders. Using this we can see that when there is an open tunnel in the 
EXIT chart the system converges to the operating extrinsic information point, 
(^jdec ~ resulting in virtually error free decoding from the FEC decoder. The 
EXIT chart trajectory for an equal power IDMA system using a 1/2 rate turbo 
code composed of two (23,35)8 RSC codes concatenated with a repetition code 
length 5* = 16, with K = 16 users operating at an Eh/N^ = 2.7dB is shown in 
Figure 6.8. In both examples we can see that the receiver converges due to the 
open tunnel in the EXIT chart. 

6.8.1 BER Performance 

The simulation results versus the EXIT chart predictions will now be presented. 
The simulations were carried out over a range of SNR. The performance of an 
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Figure 6.7: EXIT chart trajectory for an uncoded IDMA system with K 
and S = 16. Eb/Ng = 8dB 

= 16 

equal power uncoded IDMA system with K = 16 users and spreading factor 
5 = 16 is shown in Figure 6.9. The EXIT chart prediction (dashed line) closely 
matches the simulation (solid line) down to a BER of approximately 10~®. 

In Figure 6.10 the simulated and analytical BER are compared for a PCC 
coded IDMA system, where the EEC code is a 1/2 rate PCC concatenated with 
a 1/16 repetition code (same code described in Section 6.8). We can see from 
the Figure 6.10 that the system has a convergence threshold aromid 2.7dB, as 
this corresponds to the open tunnel in the EXIT chart. By inspection of Figure 
6.8 we can see that there is a point close to {Ij^ ~ 0.52, I j f ~ 0.048) where 
there is tight gap in the EXIT chart. As the Eb/No is reduced to be marginally 
less than 2.7(1B the EXIT function for the IC will intersect with the inverted 
EXIT function of the decoder (DEC) at around (/f®'^ ~ 0.52) and the extrinsic 
information cannot be improved more than this resulting in a high BER (around 
BER = 0.2 according to Figure 6.10). When the Eb/No approaches 2.7dB there 
begins to be an open tunnel between the EXIT functions for the IC and DEC 
which facilitates the convergence of the IDMA system and a sharp fall in BER, 
as can be seen by the step like form of the BER in Figure 6.10. 
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Figure 6.8: EXIT chart trajectory for a PCC coded IDMA system with K 
and 5 = 16. Eb/No = 2.7dB 

= 16 

6.9 Summary 
This Chapter investigated EXIT chart analysis for coded IDMA systems. The 
effect of the number of users, spreading factor and code rate were observed on 
the EXIT charts. A closed-form EXIT function for an IC was derived and the 
accuracy of the EXIT chart analysis of the IC was shown through simulations. In 
this Chapter and the preceding Chapters, tools for analysis of iterative receivers 
and decoders are described and developed. The focus has been on the multiuser 
coded IDMA system. These techniques for power optimisation of the receiver will 
be used in the next Chapter. 
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Figure 6.9: Simulated vs. analytical plot of BER for uncoded IDMA system with 
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Figure 6.10: Sinmlated vs. analytical plot of fully loaded PCC turbo coded IDMA 

system with A' = 16 and 5* = 16. 



Chapter 7 

EXIT Analysis and Power 
Optimisation for IDMA receivers 

7.1 Introduction 

III the previous Chapter we described the basic EXIT chart analysis techiiicjue for 
iterative receivers in general. We ilhistrated the EXIT chart for an equal power 
allocated IDMA system, and showed how it can be used to analyse and predict 
the performance of the aforementioned system. In this Chapter we extend and 
improve the EXIT analysis for unecjual power allocated IDMA systems, and show 
how power optimisation can be performed using the new analytical tools. 

Recent work [100, 101] has shown that with rate or power control and 
group stripping and decoding, the optimal spectral efficiency of a multiple-access 
channel can be approached using low level modulation (e.g. BPSK or QPSK). The 
analysis and optimisation of IDMA has been studied in [102], where the authors 
use the large system approximation along with signal to interference plus noise 
ratio (SINK) evolution for performance evaluation. They also consider power 
profile optimisation of an IDMA system to maximise its spectral efhciency. The 
large-system approximation-based SINK analysis method provides less accurate 
performance evaluation than the Extrinsic information transfer (EXIT) chart 
analysis. This is because of the Gaussian approximation made in order to compute 
the variance transfer function of the EEC decoder. 

Power optimisation of a coded multiuser CDMA system using EXIT chart 
analysis was initially proposed in Shepherd et al. [104, 105]. In [105] the EXIT 
function for an unequal power allocated CDMA system was constructed by using 
the average variance transfer (VT) functions for the decoders (introduced in 
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Schlegel et al. [76, 103]). The VT charts are converted to EXIT charts using 
techniques in [170], An approximation of the EXIT function for the interference 
canceler (IC) is made by using the VT chart for the IC given in [76], The average 
effective EXIT function for all user groups presented in [104, 105] results in an 
imprecise and unintuitive analytical model. A more intuitive analysis tool for 
an IMUD would predict different convergence performance for user's in different 
power groups. 

In this Chapter we illustrate multi-dimensional EXIT charts for unequal power 
IDMA receivers. For a system with K user groups the analysis consists of K 
multi-dimensional EXIT charts, where each user group has a separate EXIT chart 
and consequently differing convergence behavior. We define a low complexity 
mutual information tracking algorithm to predict the ultimate convergence of 
the system. We use the analysis technique presented to construct a nonlinear 
constrained optimisation jjroblem. A differential evolution technicjue [172] is used 
to determine the optimum power profile, which minimises the total transmit 
power. The developed technique shows performance improvements over the 
analysis and optimisation methods in [104, 105], while still complying with the 
EXIT chart properties and assumptions given in [82. 83 . 

7.2 System Model 

We consider an Interleave Division Multiple Access (IDMA) system. However, 
the work in this Chapter can be generalised for other iterative multiuser 
detection schemes such as Direct-Sequence Code Division Multiple Access 
(DS-CDMA)[129]. The system model for an iterative multiuser receiver is shown 
in Figure 7.1. There are a total of K'T transmitters generating independent data 
symbols, hk E { -1 ,1} , which are encoded by a forward error correcting (EEC) 
code. The encoded symbols Ck are interleaved and mapped into BPSK symbols 
Xk- For simplicity all users are assumed to be synchronous. The received signal 
is, 

KT 

i=\ 

where are the interleaved coded chip sequence for user i, = ±1, F, 
is the power allocated to the z-th user, and n{j) is AWGN noise with variance 
al, i.e. n( j ) ^ J\f The effects of the channel and fast power control result 
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in a static power group Fj, which is a general assunii)tion in most power control 
strategies. The optimisation technique described in this Chapter can be easily 
extended to an asynchronous system with a multipath channel. 

B A S E S T A T I O N 

T E R M I N A L S 

FEC 1 '1 FEC 1 
62 ; FEC 2 =2 FEC 2 

>'Kr FEC Kj 'KT FEC Kj 

Figure 7.1: The architecture of an IDMA system for K users 

The IMUD receiver, shown in Figure 7.1, consists of an interference 
canceller (IC) and AV a posteriori probability (APP) decoders (DEC), operating 
iteratively. The IC performs chip-by-chip detection based upon the channel 
input and the a prion information provided by the decoders. Concentrating 
on the i-th user, (7.1) can be rewritten as, r ( j ) = + 0(j)> with, 
Ci(j) = ZliVi VT^^i'U) + " ( j ) ' toeing the sum of the multiple access interference 
(MAI) and the additive noise with respect to this user. Each a;,(j) is a binary 
random variable with mean E{x^{j)} and variance (initialised to 0 and 
1 respectively) which are related to the a prion information of Xi { j ) . When 
Kt is large, with the central limit theorem, the MAI term Ci(j), in (7.1) can 
be approximated as a Gaussian random variable, with mean and variance given 
respectively by. 

i'jti 

and a l i j ) = Y , + ^^ (7.2) 

The IC then computes the extrinsic log-likelihood ratios (LLRs) of {xk{ j ) } 
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based upon (7.1) and (7.2) as, 

A g , 0 ) = ^ ^ ^ (7.3) 

where crl -,{j) = !—(£ ' {xi '{ j)}^) is the variance of the estimate of the chip Xi'{j). 
In the remainder of this Chajrter we drop the ( j ) index in the approximation of 
variance computation and c^l^,{j)) assuming the interference and symbol 
variance is approximately constant over a block. 

+ <T;. (7.4) 
i'/i 

As shown in Figure 7.1 for user i, the IC outputs { A j ^ j are de-interleaved to 
form {A^^*^} which are fed into the outer decoder as the a priori information. 
The outer soft input soft output (SISO) decoder for user i generates the extrinsic 
LLR outputs {A^^*^} which are interleaved to form { A ^ J and then passed into 
the IC as a priori information for user i. The mean and variance of Xi { j ) can be 
computed using { A j ^ j as follows, 

E{x^{j}} = t{inh —-— 
V ^ / 

andal^ = l - E { x , i j ) y , (7.5) 

which in turn are used by the IC to refine its output in (7.2) and (7.3) for the next 
iteration. In the final iteration, the SISO decoder produces hard decisions {6((j)} 
for the information bits based on the a posteriori LLRs Also 
shown in Figure 7.1 is the power control block, which passes the optimised power 
profile P = { P i , . . . , PKT) fo the transmitter. We do not specify the mechanism 
for the power control, although we do assume that it is sufficiently fast as to 
compensate for the effects of fading. With the provision of fast power control the 
z-th user's transmit power and the effects of the channel can be combined, such 
that at the IC input for the user has a static power level P .̂ 
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7.3 Multi-Dimensional EXIT Analysis 

Consider an IDMA system with K groups of different power levels. We define 
K = [ A ' l , . . . , Kk] and P = [ P i , . . . , Pk], where K'k and P^ are the number of 
users in the group k and their transmitted power, respectively, for A: = 1 , . . . , K. 

The total number of users in the system is 

K 
K t = ^ K , . (7.6) 

k=i 

We assume all users within a power group are essentially identical and we 
therefore consider each group a (virtual) single user. For convergence analysis, 
the traditional EXIT charts need to be adjusted to reflect the behavior of the 
system which has unequal i)ower allocation. 

We utilise the J function, which describes the mutual information as a function 
of variance, the equation (6.12) can be rewritten as, 

^{ (Ta) = J M , (7.7) 

p+oc 1 
= 1 - / log,, (1 + (7.8) 

J-oc 

and ^ are the samples of A. Where A represents the extrinsic LLR, which 
is a Gaussian random variable with a Gaussian consistent probability density 
function, i.e A ~ The LLR outputs of the IC for the k-th user, 
{A^^.} , can be approximated by a Gaussian random variable with mean and 
variance, 

E{Afdm = 

4Pk and (Tg J. = , (7.9) 

respectively. Observing that A ^ ^ ( j ) is a Gaussian consistent random variable, 

it follows that the EXIT function for the IC can be approximated using the J(-) 

function. 

Ij^fc = J Wem) , 
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= J 

= J 

UPy 

v v ^ a y 

4P, 
(7.10) 

observing that a^^ = Y^k'^k ^k'Pk'crl k' + (A't - l)Pk(Tlk + Using the results 
of [170] the input extrinsic information for a user in power group k can be 
related to the symbol variance (fr^^.) 

(7.11) 

where T"^ ( / ) ^ + ^ + ^ ^̂  the fidelity function defined in (6.33). 
The J(-) function can be approximated in closed form using (6.15). The EXIT 
function for the IC can be approximated in closed form by combining (7.10) and 
(7.11), obtaining, 

Ifk = J 
m 

Ek'^k Kk'Pk'il - T - i (I^c^,)) + - 1)P.(1 - T -1 (I^c^.)) + 
(7.12) 

and then using (6.15) to approximate the J function in (7.12). 

In [104, 105] the average Interference Canceller (IC) EXIT function is 
presented as, 

fic = fmud , 

= J 

\ ^-T-'ilZ 
I No 

Ns 2RPreS J 
(7.13) 

where P^e/ is an arbitrary reference power level (nominally P^e/ = 1), Ns is the 
spreading factor (in the case of IDMA. A^ = 1), ^'eff is the effective number of 
users given by. 

Pref 

= I'^rPav, (7.14) 
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where P^ is the power level for user group k, = i^Y^k ^^Pk is the average 

power and Kt is the total number of users. We observe that the E X I T function for 

the IC given in (7.13) is independent of the user index k, and thus is independent 

of the user power level and only dependent on the average power level {Pav)- This 

model IS co\iiit6r intuitive in the sense ths-t the inforiiifition transfer function of 

the IC for user's within a power group should be determined by the power level. 

Intuitively, stronger power user's should be able to resolve multiuser interference 

faster than weaker user's when both are operating at the same input extrinsic 

information. The IC E X I T function that we derive has an implicit dependence 

on the power levels of the user groups as well as the a prion extrinsic information 

from all other user groups. 

The E X I T function of the IC for user group k (denoted as I^^) is a function of 
the input a prion information from K user groups. We define the K dimensional 
E X I T function, I^^., as, 

= (7.15) 

where 

The E X I T function for the soft input soft output decoder of each user must 

be obtained through Monte Carlo simulation. The transfer function for the k-th 

user is defined as. 

I f f = (7.16) 

The E X I T function for the A:-th SISO decoder has one input parameter being 

the a priori information from the IC of the k-th user group(I^f'^ = I^^.). This 

differs from the analysis presented in [104, 105] where the E X I T function for the 

EEC decoder for user group k is presented as. 

( ( - 1 T D ^^ 
I EM = foEC y [\l ^(^Xe// (7.17) 

V V / / 
and the average of the E X I T functions for all decoders is presented as, 

= (7.18) 
eff 

Note that the function in (7.17) is dependent on both Pk (Power level of 

group k) and I^^jj (average input extrinsic information for all users). From our 
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viewpoint it is more intuitive to interpret all nser's decoder fnnctions to have an 

EXIT fnnction independent of the multiuser channel (in a similar fashion to the 

EXIT functions defined in [82, 83]). An analogy can be drawn to traditional 

single user EXIT analysis for turbo-eqiialisation, where the equaliser (iimer 

decoder) EXIT is a function of the Eb/No of the channel and the input extrinsic 

information. On the other hand the outer decoder EXIT fmiction is a function 

of only its input extrinsic information. 

The inverse of the decoder EXIT function { / d e c {•)) is needed to generate the 

EXIT chart as in [83]. Thus we define the inverted EXIT function of the decoder, 

I ^ f ^ , as 

I ^ r = / o E C ) • (7-19) 

To construct a K dimensional EXIT chart for each user group it is useful 

to construct a projection of I ^ f " onto K dimensions producing the function, 

(Ig'^c), defined as, 

j^OEC (jDEC) A ^DEC 

= fo'EC ( I f f ) • (7-20) 

The A'-dimensional EXIT chart trajectory for A" user groups is described in 

Algorithm 2. Initially the input extrinsic information. for the fc-th user is set 

to zero. In the next step the input extrinsic information is converted to the symbol 

variance for the A;-th user {[al k]) by use of (7.11). Then the K-dimensional EXIT 

function for the IC is computed according to, (7.12),by substituting {a l ^ ) from 

the previous step. The output extrinsic information from the IC of the A'-th user 

is then passed to the EEC decoder of the k - i h user as input extrinsic information, 

I^fC'. The output extrinsic information from the EEC decoder is computed using 

the function .foEci-) and the output is then used as a prion input. I^^, for the 

next iteration. The process is iterated until there is no gain in mutual information 

over an iteration. 

The Algorithm 2 can be interi)reted as the mutual information trajectory 

traced between the two K dimensional EXIT functions namely, F^'^ ( l ^ .P ,c r^ ) 

and Fif^'*^ (Ie^*^)' respectively. Since both EXIT functions are monotonic 

increasing, the convergence point on the EXIT chart must lies upon the 

intersection between the two EXIT functions. This can be graphically interpreted 
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Algorithm 2 Analytical EXIT chart trajectory 

ifff^(O) ^ 0 V k 
while z = = 0 or ^ - 1)) do 

for k: = l to K do 

end for 
for k: = l to K do / 

^ 

I f f (0 ^ foEC { l ^ f ) 
end for 

end while 

as the intersection between two K dimensional snbspaces, 

(7.21) 

where ^̂ ^ is a K dimensional snbspace. The ultimate convergence {)oint for 
K Decoders, defined as i g ^ c * A j^lgl^C"*^... , I f ^?*], lies upon the intersections 
of the K. K dimensional snbspaces ^ E T h e graphical visualisation of higher 
dimensional EXIT charts is infeasible, however the complexity of the mutual 
information tracing algorithm is only linearly dependent on the number of 
dimensions and the nmnber of iterations required from the IMUD. Hence, there 
is no signihcant increase in complexity in the multidimensional EXIT analysis 
compared with 2D EXIT analysis, even though it may be difficult to visualise 
graphically. 

The convergence behavior of the receiver is predicted in Algorithm 2, and can 
be used to estimate the bit error rate (BER) performance for the kth user (denoted 
as Pbk)- The BER can be approximated using the Gaussian approximation for 
outjiut LLR of the decoder [83] as, 

Pb,k « Q (7.22) 
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The average BER for all user's can he estimated as 

7.4 Power Optimisation 

Spread spectrum systems like IDMA are interference limited, consequently 
minimizing the total transmitted power has numerous benefits for the system 
in terms of increasing; 

• connectivity range 

• battery life for the terminals 

• number of users per cell 

We therefore want to minimise the sum power of all users, which we address in 
this Section. Allocation of users into power groups is connnonly used to simplify 
the optimisation problem, meanwhile still promising near capacity performance 
[100] , 

7.4.1 The Optimisation problem: 

Consider a code-sj)read IDMA system with AV users which are grouped into K 
user groups (or classes). Given the number of users in each group are specified 
in K = [A ' l , . . . , AV], we propose a power optimisation problem that aims to 
minimise the total transmit power while guaranteeing a quality of service to users 
in all power groups. We ensure that all users have a guaranteed ciuality of service, 
defined as a tolerable bit error rate (BER) of e (i.e. P^.k < e,\/k). The problem 
can be succinctly defined as the joint power allocation and user loading which 
minimises total transmit power while guaranteeing convergence of the iterative 
multiuser detector. As a result there must be an oi)en tube in the K dimensional 
EXIT chart such that enough MAI is removed, resulting in Pb,k < e for all users. 

The cost function can be written as, 

L 

F ( K , P ) = ^ A ' , P f c = K P ^ (7.24) 
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the convergence reciuirenient can be evaluated using Algorithm 2 takings 

parameters K , P and a l and then computing the associated BER for all user's 

(7.22), at the final decoding iteration. 

To avoid solving the above joint oi^timisation problem which is difficult to 

solve, we may resort to the two following sim[)ler sub-optimal approaches: (1) fix 

the received power levels P , and then consider the optimisation of the number of 

users per group in K ; (2) fix the user group profile K and optimise the power 

levels P. Note that in an IMUD systems the user groups contain an integer 

number of users. To avoid the discrete optimisation problem, here we consider 

the second approach, in which the optimisation variables {Pk} are continuous. 

The cost function and the constraints can be rewritten mathematically as. 

nhnF(K.P), 

subject to: 

where Pb̂ k denotes the worst BER among the K class users 

Pk > 0. 
(7.25) 

Pb,k < e, 

7.4.2 The Optimisat ion procedure: 

Differential evolution [172] is a powerful population based genetic algorithm which 

can be applied to solve nonlinear optimisation problems. The essential idea 

behind differential evolution is to simulate evolution of a set of test vectors from 

the domain of the objective function. An evolutionary process is simulated over 

the population of test vectors. Random and infrequent mutations are applied to 

the test vector population in each generation, resulting in a set of trial vectors. 

Subsequently the trial vectors in the population which have smaller cost than the 

test vectors, survive until the next generation of evolution. After a given number 

of generations, the vector with the smallest cost value among the poi)ulation is 

the optimised parameter vector. 

To solve (7.25) for a given K , we first choose a system a^ and find a vector P 

using DE that satisfies the BER constraint e. If at least one P exists, the values 

of P are reduced and the procedure is repeated until no further refinement of 

P is possible. The value of P which minimises the cost function F (K . P) and 

satisfies the BER constraint is the desired minimum power profile P. During the 

differential evolution, in order to obtain the BERs {Pb,k} for a given K and P, 
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we resort to the niutnal information tracking algorithm given in Algorithm 2 to 
obtain the ultimate extrinsic information from both the IC (I^EI) and the decoder 

followed by snbstitution into (7.22). 

7.5 Analytical and Simulation Results 

In this Section we present examples of power optimisation and EXIT chart 
analysis nsing the technicines described previously. We first present the power 
ojjtimisation and multi-dimensional EXIT chart analysis presented in Section 7.3, 
for a two user group system (A' = 2). This first subsection is used to illustrate 
the benefits of the EXIT chart analysis in an easy to interpret example. Note 
that power optimisation for two user groups does not achieve good performance 
residts due to the limited degrees of freedom in the optimisation algorithm. In the 
second subsection we present power optimisation based on the multi-dimensional 
analysis, for a system with three user groups. We use this system configuration 
in order to compare the results with literature. The EXIT functions defined in 
Section 7.3 assume a very long block size (interleaver length), such that the MAI 
can be ai)proxiniated as a white Gaussian random variable. We define E^^/NQ 

to be the average Eh/No for all users and use it as a metric to compare power 
allocation strategies. 

7.5.1 3D EXIT analysis for K = 2 

We performed power optimisation on the IDMA system with K = 2 user groups 
(A'l = 8 and A'2 = 8) where the outer code for all user's was a combination of 
a 1/3 rate {Ru- = 1/3) PCC turbo code consisting of two 16 state (23,35)8 RSC 
codes and a 1/8 rate (/?., = 1/8) repetition code. This is a coding scheme for 
IDMA similar to the one presented in [13]. The optimal power allocation results 
in the power profile P = [1.046,1.708] where, Eb/No = 2.39 dB. 

Figure 7.2 illustrates the EXIT charts for both user groups. As we 
can see the EXIT trajectory bounces between the EXIT function for the IC 

at Eh/No = 2.39 dB and the Decoder (F,"^^^'(Ig^^)) for 
k = 1 in Figure 7.2a and k = 2 in Figure 7.2b respectively. As expected the 
higher power user group k = 2, converges much faster (in around 8 iterations in 
this exami)le) whereas the lower power user k = 1 converges much slower. From 
tlie Figure 7.2a we can see the convergence point of the multiuser receiver for 
user group 1 lies upon the intersection between the two sm-faces ( i j f 
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and F f^ '^ ( l ^ ^ ^ y Similarly the convergence point for user group 2 occurs 
at the intersection of and F f ^^ ( igEC) according to Figure 
7.2b. Figure 7.3 shows the intersection subspaces (as defined in (7.21)) for 
user group 1 ( I ^ f ^ ) and user group 2 ( l i " ! ^ ) respectively. Inspection of 
Figure 7.3 verifies that at Eb/No = 2.39 dB the receivers for user group 1 are 
operating very close to the pinch-off point [83], due to the very narrow tumiel 
at two points, [ I j ^ f ~ 0 . 2 1 , / f f ^ ~ 0.49] and ~ 0 . 4 7 , ~ 1]. 

However, the two intersection subspaces, and do not intersect 
until ~ I J f l ^ ' ^ !]• Thus we predict that the system converges at 
Eb/No = 2.39 dB this can be observed in the BER plot (Figure 7.4). We 
compared the power allocated (PA) system based upon multi-dimensional EXIT 
analysis with PA system based on the average EXIT chart analysis (presented 
in [104, 105]). According to the Figure 7.4 the averaged EXIT analysis is more 
pessimistic than the multi-dimensional analysis which predicts convergence at 
Eb/No = 2.39 (IB. Figure 7.4 illustrates that utilising multi-dimensional analysis 
improves the power optimisation by more than 0.2 dB in this particular scenario. 
The simulation results in Figure 7.4 outperforms the EXIT-chart analysis because 
of the im[)erfections in the fidelity function approximation (T"^ ( / ) ) which is 
used to compute the symbol variance It can be seen within the Figure 3 

in [170], that the approximate fidelity function always underestimates the true 
fidelity function. As a result the computed variance using this approximation will 
always be overestimated, resulting in slightly pessimistic BER estimates from the 
analysis. 

7.5.2 4D EXIT analysis for K = 3 

In this subsection we provide a more realistic illustration of the power 
oi)timisation algorithm which was developed in Section 7.4. The power 
optimisation was performed for K = 3 user groups, with uniform load distribution 
over each group. As described in [103] the capacity of power allocated CDIvIA 
systems is optimised when the load is uniformly distributed among user groups 
([103], Lemma 1). We simulate the receiver for the outer code which is the 
combination of a 1/3 rate {Rtc = 1/3) PCC turbo code consisting of two 16 state 
(23,35)8 RSC codes and a 1/8 rate (i?, = 1/8) repetition code. 

The 4D EXIT chart analysis for K = 3 user groups corresponding to 
(jDEC) and for k = 1 . . . 3, is difficult to represent in 

graphical form. However, the complexity of the analysis algorithm 2 is only 
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(a) The EXIT chart for user group 1 with power level Pi.(b) The EXIT chart for user group 2 with power level P2. 

Figure 7.2: The joint EXIT chart where Eb/No ~ 2.4 clB for 1/3 rate PCC 
concatenated with a 1/8 rate repetition code. 

dependent linearly on the number of dimensions and the total number of iterations 
required. As a result higher dimensional analysis is both feasible and efficient 
despite being difficult to visualise graphically. The intersection subsurfaces for the 
tlu-ee user groups defined in (7.21), can be ilhistrated graphically. We optimised 
a system with uniform load distribution among groups, K = [4, 4, 4] and found 
the optimal power profile, P = [0.88,1.059,1.33], resulting in a Eb/No = 1.38 
dB. Figure 7.5a illustrates the intersection subspaces for the three user groups 
namely, I^A^ user group 1, for user group 2, and Xef*^ for user group 
3. Close inspection of the three dimensional plot will show that there is in fact 
an open vohune between the three subspaces. Consequently, convergence of the 
system is predicted. In the Figure 7.5a we observe that the system is operating 
near its pinch-off point due to the very narrow tunnel width and height at the 
point [ I E A ' ^ J E A ^ JE^^) - (1,0.5,0.35). We observe that the volume between 
the three subspaces is very small at the optimum power allocation. This agrees 
with the miniminn area EXIT properties for 2D EXIT chart analysis derived in 
86]. We conjecture that the channel capacity is approached when the volume 

of the open tube in the 4D EXIT chart corresponding to and 

F l ^ ( i j f , P , (T )̂ for A; = 1 . . . 3, goes to zero. Figure 7.5b illustrates the trajectory 
of the extrinsic information after each iteration, we omit subsurface X e f " for 
clarity. 
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o LU A C Q UJ 

Figure 7.3: The intersection subspaces for user group ^Xgf*^) and user group 2 

( Ig f*^) respectively. We note the two regions of the plot indicating near pinch-off 

operation of the IC. 

7.5.3 Higher dimensional E X I T analysis 

In Figure 7.6 the sum rate capacity plots for the power optimised IDMA systems 

are presented for the channel code described above. The sum rates are varied 

by changing the total number of users, AV, (assuming uniform load distribution 

in the user groups), while fixing the decoder rates. The power optimisation 

algorithm is run for each different user loading, resulting in an optimal Eb/No 

for varying sum rates. EXIT charts of 6 dimensions are used in-order to find 

the optimal optimal Eh/No values. The table showing the power optimisation 

profiles are given in the Table 7.1. We compare the channel capacity using PA 

based on multi-dimensional analysis with the PA based on the average EXIT 

analysis. Our results show that for higher capacity systems the gain using the 

proposed approaches are improved over the average EXIT analysis in [104, 105], 

where we achieve a gain of more than 0.5dB for sum rate equal to 2 bits/chip. 
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Figure 7.4: A comparison of the average BER plots for sinnilation and analysis. 

Sum Rate 
(bits/sec/Hertz) 

Users per group (K) Power profile (P) Eh/No 

0.5 [2,2,2] 0.87, 0.88, 0.99] 0.6174 
1.0 [2,2,2,2,2,2] [0.98. 1.10, 0.87, 1.25, 0.85, 1.39] 1.3183 
1.5 [1.64, 0.85, 1.37, 1.15, 1.96. 0.98] 2.1688 
2.0 4,4,4,4,4,4] [1.07, 2.84, 1.72, 1.35, 2.20. 0.88] 3.247 

Table 7.1: Power levels and average Eh/No obtained by optimisation 

7.6 Summary 

We have developed a new technique for the analysis of a multiuser iterative 
detector with unequal power allocation using multi-dimensional EXIT analysis. 
We provide analysis which can accurately predict convergence behavior of such 
a system, and show that our proposed analysis gives further insight into the 
convergence behavior of a nndtiuser receiver with multiple power levels. The 
multi-dimensional analysis technique has complexity which is linearly dependent 
on the number of dimensions (number of user groups). Therefore it is conceivable 
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(a) The intersection subspaces for three user groups. 

(b) The extrinsic information ( ( / ^ . f ^ , / ^ f ^ , I s f i ^ ) ) trajectory for 
three user groups. 

Figure 7.5: The intersection subspaces for A' = 3 for a 1/3 rate PCC concatenated 
with 1/8 rate repetition code where, Kk = [4,4,4], Pk = [0.88,1.059,1.33] and 
Eb/No = 1.38 dB 
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Et/No 

Figure 7.6: Achievable sum rate of power optimised IDMA using proposed 

technique compared to the averaged EXIT analysis, and single user capacity 

bound(Cover-Wyner bound). 

that the technique presented can be used to analyse a system with a large number 

of user groups. The multi-dimensional EXIT chart has been presented as an 

engineering tool which can be used for improved power allocation and code 

selection of a multiuser receiver. We show by simulation that the presented 

technique improves the sum rate capacity of a multiuser IDMA receiver over the 

averaged EXIT chart analysis in literature by more than 0.5 dB for heavily loaded 

systems where the sum rate is equal to 2 bits/second/hertz. 



Chapter 8 

Multicell Analysis 

8.1 Introduction 

In the previous Chapter we presented an analysis and optimisation technique for 
unequal power allocated multiuser receivers. We focussed upon the analysis of the 
uplink of a single cell. In this Chapter we present a novel power allocation/zoning 
techniciue for multi-cell multiuser receivers. We also provide analysis for the 
nmlti-cell system, and show the benefits of power allocation along with cell zoning. 

Most of the literature that investigates multiuser receiver design omits the 
effects of out-of-cell (intercell) interference. Newson et. al in [106], showed 
that in a typical urban enviromnent roughly 33% of the receiver interference 
comes from users in other cells (intercell interference), the other 67% coming 
from users within the cell (intracell interference). Alexander [107] shows how 
intracell interference on the uplink can be can be mitigated using i\IU receivers 
at the BS, and that intercell interference can be partially mitigated using soft 
hand over (SHO)[108]. As a result huge signal to interference {SIR) gains with 
respect to conventional single user (SU) receivers can be observed. Dawy et. al in 
109] propose relays at the edge of the cell to improve coverage and capacity while 

lowering the UL interference for cellular systems. In [110] the capacity and cell 
coverage by using successive interference cancelation along with service classes 
is used to show capacity and coverage gains over single user receivers. However, 
we believe that the average signal to interference ratio limitation due to intercell 
interference for the system in [110] nmst still conform to that given in [107], if 
the power levels are normalised. 

In this Chapter we expand on [107] and show how the use of unequal power 
allocated MU receivers along with power zones can be incorporated into cellular 
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systems, and then illustrate the benefits of such a scheme. The MU receivers at 
the BS of interest experience two positive effects of such a scheme: firstly, the BS 
receiver can be designed optimally using power allocation [98, 99]; and secondly, 
the intracell interference can be reduced resulting in a very significant increase in 
spectral efficiency, of up to 50%. The results show that as the cell loading gets 
larger tfie gain in SIB due to power allocation increases with respect to the equal 
power MU receivers described in [107], We were able to deternnne the maximum 
achievable cell loading, which is limited by intercell interference, and show that 
it can be substantially increased by using i)ower zoning. 

8.2 Cellular System with Power zones and 
Power allocation 

We consider an unequal power allocated CDMA system with K user groups, 
where there are a total of AV users per radius R^ k and a spreading code length 
of N chips per symbol. The users are assumed to be uniformly distributed in 
space, i.e. 

p = ^ ^ u s e r s / ( k n i ) 2 (8.1) 

8.2.1 Power Control 

The power control assumes K user groups where the kth user group is allocated 
power level Pk (Watts). The unequal power allocation algorithm shall be the 
power optimisation technique presented in the Chapter 7 Section 7.4 tailored for 
DS/CDMA. Although in principle any optimal power allocation scheme can be 
used in conjunction with the analysis provided. It is important to note that closed 
loop power control is implemented such that all users in group k receive Pk watts 
of power. In practise each user group is allocated a particular C/I (carrier to 
interference ratio) in order to meet a (luality of service (QoS) requirement. 

We propose that a cell is arranged into zones for each different power group. 
The higher power groups are closer to the home base station and lower power 
groups farther away. The reasoning for this is that in the uplink this reduces the 
power for users on the edge of the cell which are also the users which generate 
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Figure 8.1: The zones for 3 power group cell. 

the majori ty of the inter-cell interference. As a result. 

Pl>P2>- -> Pk- (8.2) 

The Figure 8.1 shows the proposed cell layout. Using (8.1) and defining the 
number of users in grouj) k as Kk, the zone boundary for user grouj) A; > 0 can 
be described as, 

K o = 0, 

(8.3) 

8.2.2 Propagat ion 

The power received at the base station of interest from a user equipment (UE) in 

zone k due to free space loss is given by, 

PBs{r) = Pk = Pms , < r<R U ) 

where, p'ljg is the transmit power of mobile station in zone k, in urban areas the 

path loss exponent 7 ~ 4. and is a constant. The closed loop power control 

and power zoning will ensure that PBs{r) = Pk and consequently. 
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p i j s i r ) = PkPr\ < r < (8.5) 

8.2.3 Interference Power Analysis 

For simplicity we model the inter-cell interferers assuming a multiple macro tiered 
cellular system with 6n circular cells of radius R^^k in tier n uniformly centered 
on a circle of radius • This model simplifies the traditional hexagonal 
structure for analysis as well as providing an accurate approximation for the first 
few tiers [107]. The intercell interference is the sum of the power transmitted from 
UEs in neighboring cells. Given the circular cell structure, we assume there are 
at most Nt = 3 tiers of neighboring cells, as interference from the cells beyond 
this are negligible. The total inter-cell interference can be written, 

Nt 
hiu,PA = ""^^nlhifp^, (8.6) 

ri=l 

where I^m p^ is the received interference from a cell in tier n. 

The geometry for a UE in tier n is shown in Figure 8.2, where r// is distance 
between the UE and its serving base station (i35„), r io is the distance between 
the UE and the BS of interest(BS'o), and 9 is the angle between a line from DSo 
to DSn and a line from BSn to UE. 

The distance between an interferer and the base station of interest can be 
obtained as, 

r,D{n, R, r / / , 6) = ^jAn^R:^ - AnRr,, cos0 + rj,. (8.7) 

The power that base station (BSq) receives from UE at distance rip which is 
distance r/ / from its own BS will have power, 

/ r- . . \ '>' 
P,{rn,r,D) = = Pk — 

P^iD VIDJ 

where Rz,k-\ < rn < Rz,k-

For DS /CDMA with spreading gain N, the effective interference power at the 
output of a single user (SU) receiver is reduced by a factor of N, pi/N. For IDMA 
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Figure 8.2: The geometry of UE in tier n interfering with BSQ. 

receivers on the other hand it is simply pi since the interference is canceled before 

the decoding/despreading process. We will assume DS-CDMA is used in order 

to compare the results with [107]. 

The accumulative interference from all UEs serviced by base station at tier n 

(BSn) is then given by, 

n 
K T 

E N t t R I ^ ^ Jo r , o { n . R . ^ k - T u , 9) 

27r i krii dedrii. 

The total interference for tiers 1 to N t is then, 

Nt K 
lMU,PA = 

P, i h T j , 
r i D { n , F t z , K , r , i J ) 

(8.9) 

dedru. (8.10) 

In soft handover (SHO) the users at the edge of a cell are served by two 

base stations. Therefore multiuser receivers can be designed to detect users from 

neighboring cells within a SHO region. The SHO region is assumed to be within 

power zone /\, and can be described geometrically as a portion of a sector of a 

circle with cj) < 9 < (p ̂ înd R^^k — S < r < R^^k (as shown in Figure 8.3). The 

center line connects the centers of the interferers BS {BSn) and the home BS 

{BSQ). The total interference after SHO can be computed. 

( ^ K t P K f ^ 
-/MU.PA.SHO — JMU,PA 77152 / / 7 

„ 7 + l 
'11 

R . , K , r n . e ) 
dOdr 

U l ) 
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Figure 8.3: An illustration of the soft handover region. 

8.3 Analytical and Simulation Results 

In our simulation we assinne that the MU receivers are operating at the desired 

C / I power ratio, and as such are capable of canceling all in-cell interference 

perfectly. We run i)ower optimisation over systems with loading varying from 

K/N = 0.45 to K/N = 3. A rate 1/3 PCC code consisting of two 32 state 

(70, 56)8 convolutional codes is used for our simulations. The power allocation 

used in Chai)ter 7 Section 7.4 tailored for DS/CDMA, is used where we initialise 

the SNR = 2.0dB, resulting in a fixed noise spectral density JVQ = 1.89. hi all 

cases we simulate the power allocation with miiform loading such that Kk — 

as this was shown in [103] to coincide with ojitimal power allocation for CDMA 

with ideal codes. In all simulations the spreading length is fixed as iV = 20, 

and the cell radius is fixed as R^^^k = 1km- The power allocations for different 

cell loading were collated in the Table 8.1. Note that the PA algorithm (in 

Chai)ter 7 Section 4 7.4) automatically increases the SNR. such that the J\IU 

receiver converges according to EXIT chart analysis. The resultant average 

SNR required for optimal power allocations for the different loadings are also 

collated in Table 8.1. 

The intercell interference analysis derived in Section 8.2.3 was computed using 

numerical integration techniques, for a number of different scenarios. We calculate 

the average signal to interference ratio (/\//) as a metric for comparison over 

the different loadings and power allocations given in Table 8.1. The Figure 8.4 

shows a comparison of the SIR of the system under different scenarios, namely, 

equal power allocated multiuser receiver (MU) as given in [107], muhiuser power 

allocated (MU,PA) as given in (8.10), multiuser receivers using SHO (MU.SHO), 

where 0 = f and 6 = 0.2/? .̂A- as given in [107], and multiuser power allocated 

with SHO with the same SHO region dimensions. As the cell loading increases the 
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Table 8.1: Power allocations for different loadings 

System Load Power levels (P) Average 
{K/N) SNR{dB) 

{SNR*) 
0.45 0.7248, 0.7165, 0.7090 -1.22 
0.75 [0.8816, 0.7520, 0.7070] -0.84 
1.05 [1.0500, 0.8438, 0.7058] -0.37 
1.3 1.1440, 0.8905, 0.7050] -0.16 
1.5 1.3748, 0.9990, 0.7361] 0.38 
1.8 1.6673, 1.1272, 0.7714] 0.98 
2 2.3917, 1.581 , 1 2.42 
3 7.5714, 3.6409, 2.5747] 6.85 

SIB improvement of MU,PA and MU,PA,SH() receivers increase with respect to 
the conventional MU receivers. At a cell loading of K/N — 2 there is about a 2dB 
increase in SIR for MU,PA and MU curves, and a similar result for MU.PA.SHO 
and MU,SHO respectively. Although it must be stated that SHO also has the 
complexity trade-off since it increases the comi)utational load on multiple base 
stations. 

The cellular system jjroposed is interference limited, therefore the interference 
provides a limit on the maxinunn operating point (SNR) of the MU receiver. 
Therefore we are interested in determining the signal to interference (SIH) level 
onto the multiuser system due to the inter-cel! interference. W'e can see that the 
effective SNR limit can be read from Figure 8.4, SIR = Pk/I, which must be 
greater than the required average SNR for the receiver to operate, SIR > SNR*. 
From the Table 8.1 the needed average SNR {SNR*) required for the receiver 
under different loading is stipulated. Using this in conjunction with the SIR 
computation from Figure 8.4, we can observe that as the cell-loading gets higher 
the SIR due to inter-cell interference coincide with the SNR requirements for 
the receiver, thus, providing a limit on the loading of a cell. For example we can 
see a loading of K/N = 2 is not achievable unless multiuser receivers with power 
allocation are deployed since the recpiired SNR* of 2.42 dB is greater than the 
effective average SIR for the MU curve (see Figure 8.4). Using a similar argument 
we can state that at cell loading K/N = 3, the required SNR* = 6.85 (IB of the 
receiver is un-achievable. This suggests that the maxinmm cell capacity under 
this particular coding and power allocation scheme is between K/N = 2 and 
K/N = 3, but probably closer to K/N = 2.6 using the MU.PA.SHO scheme. 
We also observe that using power allocation along with SHO we can increase the 
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Figure 8.4: A comparison of Average SIR for BSQ using different MU schemes. 

achievable cell loading over the conventional techniques previously described. For 

example at a loading of K/N = 2.7 the MU.PA.SHO scheme can achieve this for 

an SIR = 5.5dB. The equivalent K/N for a PA.SHO scheme is 1.8, which is 

therefore a 50% spectral efficiency improvement. Compared to regular multiuser 

detection (MU) the system could only achieve a system load of 0.9, equating to 

an improvement of 200% or 3 times. These improvements are very significant and 

demonstrate how smart allocation of users into power groups can make a very 

significant difference to overall system performance. 

8.4 Summary 

We propose a nmltiuser multi-power cellular design, using power zones in order 

to reduce intercell interference. The proposed scheme has a two fold advantage, 

firstly it improves performance of the iterative multiuser receivers by power 

leveling and secondly there is an increase SIR power due to zoning technique. 

We observe close to 2dB gain in SIR ratio for heavily loaded systems K/N ~ 2. 

Alternativelv the benefits over Multi-user detection with soft handover for an SIR 
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of 5.5 (IB is an increase from K/N = 1.8 to K/N = 2.7, or 50%. Compared to 

regular multiuser detection with no inclusion of soft handover the benefits are 

even more dramatic, providing up to three times the spectral efficiency. Our 

results show that using power allocation along with SHO we can significantly 

increase the achievable cell loading over the conventional techniques previously 

described. 
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Chapter 9 

Summary and Conclusions 

9.1 Summary 

This thesis has primarily focused on the design and optimisation of practical 

IDMA systems. The algorithms developed in this thesis are applicable to practical 

IDMA systems such that an IDMA receiver can be designed from the physical 

layer up. We sunnuarise the key contributions made in this thesis in the Sections 

below. 

9.1.1 System Model 

In Chapter 2 we developed a general framework for an IDMA connnunication 

system. The basic model for iterative multiuser detection was first described. 

Interleave-division multiple-access was introduced and contrasted with the 

traditional nmltiuser DS/CDMA receiver technique. The receiver technique for 

IDMA was presented in detail. The FEC coding schemes utilised with IDMA in 

this thesis were described in detail. Finally, the performance results for an IDMA 

receiver utilising the afore-mentioned codes were presented. 

9.1.2 Timing Acquisition 

The timing of the received signal is the first parameter that needs to be estimated 

in any receiver. The task of estimating the initial timing point of a user's 

signal is termed timing acquisition. Efficient acquisition is necessary for good 

performance of a multiuser IDMA receiver. In Chapter 3 we investigated an 

acquisition technique for highly loaded systems which combined acquisition with 

interference cancellation for IDMA to achieve large improvements in performance. 
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We compared our new acquisition techniciue with a conventional correlator based 

acquisition method. We demonstrated that for high performance multiuser 

detection, information sharing between the accjuisition unit and the receiver is 

essential to perform acquisition of new users. Depending on the reliability of 

the information from the IMUD, this technique improves the system capacity (in 

terms of user loading) by significantly reducing the likelihood of false alarms and 

missed detections in severe MAI scenarios. 

9.1.3 Timing Tracking 

After the initial timing point of a received signal has been acquired, it is necessary 

for the receiver to further refine the estimated timing points of subsequent chips. 

Timing tracking is the process of continually refining the estimates of the chip 

timing points. Tracking is a necessary process which is needed to compensate for 

timing drifts, which connnonly occur in practise due to differences in frequencies 

between receive and transmit oscillators. In Chapter 4 we presented conventional 

and iterative approaches for timing tracking of an IDMA system. We showed that 

conventional timing recovery achieves sufhcient performance for a fully loaded 

system subject to low timing drift. Operating under these conditions we showed 

that by using large spreading gains and a very low bandwidth loop filter the effects 

of MAI on the timing recovery loop can be mitigated. After this we compared the 

performance of the iterative timing recovery with conventional timing recovery 

for a fully loaded system subject to severe drift. Under these circumstances the 

receiver using iterative timing recovery showed a huge performance improvement 

for higher Eb/No where the reliability of the data channel is increased. We 

also derived the lower bound of the timing error variance which depends on the 

reliability of the soft information from the previous iteration. 

9.1.4 Asynchronous Detection 

Most modern 3G spread spectrum systems do not support user synchronism 

in the uplink. Frame asynchronism in the uplink has a number of benefits 

over synchronous ui)link conmumication. Most importantly asynchronism in the 

uplink reduces complexity of both the base station and terminal by removing 

the need for closed loop timing control. In Chapter 5 we developed an optimal 

asynchronous IDMA receiver. We compared the performance of the system 

with the conventional iterative receiver. Our results showed that the optimal 
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receiver for the repetition coded system outperforms the iterative approaches 

for higher Eh/No- For the very small block sizes that we considered in this 

Chapter the performance of the iterative receiver was comjjromised due to 

ineffective interleaving causing cross-correlation between user signals. When 

the ML receiver is across multiple blocks the receiver was able to cancel IBI. 

Therefore a significant performance improvement was achieved, albeit at the cost 

of exponential complexity. 

9.1.5 Analysis and Power Optimisat ion 

Analysis techniques for iterative receivers are necessary to understand the 

convergence behaviour as well as the achievable i)erforniance of such systems. 

Analytical tools are very useful in order to predict the performance of the system 

quickly without the need for time consuming simulations. EXIT charts have 

been shown to be the most powerful analytical tool for iterative receivers. Power 

oi)timisation for multiuser spread spectrum communications is necessary for a 

luunber of reasons. Firstly, it has been shown that multiuser receivers can only 

achieve capacity with power or rate allocation. Power allocation has a number of 

additional benefits for multicell systems since it lowers intercell interference, which 

in turn facilitates higher total cell throughput and increased cell coverage. In this 

thesis we i)resent analysis and optimisation teclmiciues for multiuser IDMA. 

In Chapter 6 we investigated EXIT chart analysis for coded IDMA systems. 

The effect of the number of users, spreading factor and code rate were observed 

on the EXIT charts. A closed-form EXIT function for an IC was derived and the 

accuracy of the EXIT chart analysis of the IC was shown through sinuilations. In 

this Chapter tools for analysis of iterative receivers and decoders were described 

and developed. 

In Chapter 7 we developed a new technique for the analysis of an unequal 

power allocated multiuser iterative detector using multi-dimensional EXIT 

analysis. We provided analysis which can be used to accurately predict the 

convergence behavior of such a system, and showed that our proposed analysis 

gives further insight into the convergence behavior of a multiuser receiver with 

multiple power levels. The multi-dimensional EXIT chart was presented as an 

engineering tool which can be used for improved power allocation and code 

selection of a nniltiuser receiver. We showed by simulation that the presented 

technique im{)roved the sum rate cajjacity of a multiuser IDWA receiver over the 

averaged EXIT chart analysis in literature for heavily loaded systems. 
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9.1.6 Multicell Analysis 

In Chapter 8 we proposed a multiuser multi-power cellular design, using power 

zones in order to reduce intercell interference. As a significant proportion of the 

interference in a cellular system comes from surrounding cells we investigated 

how a nuilti-power configuration using power zoning could reduce the effects of 

the intercell interference. The proposed scheme has a two fold advantage, firstly 

it improves performance of the iterative multiuser receivers by power leveling 

and secondly there is an increase in signal to interference ratio {SIB), due to 

the zoning technique. We observe significant gain in SIB for heavily loaded 

systems. Our results showed that using power allocation and power zoning along 

with soft handover can significantly increase the achievable cell loading over the 

conventional receiver technicjues previously described. 

9.2 Conclusions and Extensions 

This thesis has presented techniques for practical accjuisition, tracking, analysis 

and optimisation of multiuser IDMA receivers (in the uplink). We modeled 

an asynchronous IDMA system and developed an optimal receiver. Finally, we 

provided analysis and optimisation for coded multiuser IDMA systems in single 

and multi-cell environments. Simulations were used to demonstrate the accuracy 

of the techniques in all cases. We showed that highly loaded systems simply 

cannot operate in practice unless interference cancellation is used as part of the 

acquisition process. It reduces false alarms and missed detections to an acceptable 

level such that new users can be detected and added to the receiver for detection 

and decoding. As a consequence the throughput/performance of a base station 

can be greatly improved. We also showed a practical timing tracking algorithm 

for an IDMA receiver, this highlighted the benefits of integrating timing tracking 

with detection when the drift is large. We showed that multi-dimensional EXIT 

analysis for unequal power IDMA systems provides signiftcant improvements in 

the accuracy of the modelling compared with the conventional 2D EXIT analysis. 

We defined a new power profile optimisation techniciue using the multidimensional 

analysis and showed how it can improve the performance of the power allocation. 

The power zoning technicjue for multi-cellular nmltiuser receivers was shown to 

have huge performance benefits over traditional nmltiuser receivers in terms of 

greater cell loading for a fixed signal to interference ratio, SIR. We showed an 

example where a system with multi-zone multi-power and soft-hand-over results 
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in a 50% increase in cell loading over a system with just soft hand over and 

multiuser receivers. 

The work described in this thesis j^resents a framework for the acquisition, 

tracking, analysis, and oi)timisation of multiuser IDMA systems. The future 

work below describes how the results could be refined for specihc applications, 

channels, and codes, on the j)ath to potential standardisation of IDMA: 

• Multij)ath fading chamiel in the system model 

• Simulations of acquisition under Rayleigh fading channel 

• Sinuilations of tracking under uiultipath Rayleigh fading channel 

• Modelling of non-coherent tracking (where the channel information is 

unknown) 

• Use a FEC code for the oi)timal receiver in Chapter 5 

• Simulations using capacity achieving FEC codes 

• Use of practical activation scheduling in the IDMA receiver, particulary in 

Chapter 7 

• Use IDMA in combination with orthogonal frecjuency division nmltiple 

access (OFDMA). 
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