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Figure 1.1: BER performance of highly loaded CDMA (MMSE) and IDMA
svstems with K = 6. 8 users after 10 iterations on an AWGN channel. for
parameters in Table 1.1.

and 4G technologies. The literature shows that there are advantages of
multi-lavered, OF DM-IDMA systems whereby the systems can gain benefits from
both non-orthogonal (IDMA) and orthogonal systems (OFDM). For example. in
[17] the authors present the benefits of an asynchronous IDMA, being robustness
in fading channels. inter-cell interference. and its flexibility in asynchronous
transmissions, whereas OFDM has the main advantage of lower complexity
equalisation for resolving multipath channels. OFDM-IDMA has been recently
proposed as an alternative to plain IDMA in ISI channels [115. 116].

Spread spectrum communication techniques may have advantages over OFDAI
systems in ad hoc and self organizing networks. This is due to the robust,
asynchronous nature of spread spectrum systems where users are uncoordinated.
IDMA has been suggested as a practical system for ad hoc and self organizing

networks in [112. 117, 118]. These properties of IDMA may deem it a
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P :
Multi-user channel i

Multi-user Detector
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-\ FEC k SPRy [——=

Figure 2.3: The transmitter structure for user & in a DS/CDMA system with
interleaving.

interleavers can be employed to distinguish signals from different users. The
principle has been studied previously and its potential advantages have been
demonstrated [15, 16, 24-29]. In [15] Moher et al. showed the possibility of
employing interleaving for user separation in coded systems. In [24] Brannstrom
et al. proposed narrow-band coded-modulation schemes in which trellis code

structures are used for user separation and interleaving is considered as an
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Figure 2.5: IDMA transmitter structure with pilot layer

2.4 IDMA Transmitter and Receiver Principles

The upper part of Figure 2.4 shows the transmitter structure of the
multiple-access scheme under consideration with A simultaneous users. The

data bits for user k, dj, are encoded with a low rate code C. generating a
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We expand (2.14),

K L
=Y (Al — 1] - BBz - 1)
k=181=1
K L
+i > > (Wa i = 1 + ke — 1) + nlj. (2.17)
=l =l

where samples of {n[j]} are samples of a complex AWGN process with variance
o2 per dimension. Denote h;,;* the conjugate hy;. The phase shift due to hy is
canceled out in Ay *r[j + ], which means that Im{h;*r[j + 1]} is not a function

R( [

of £;7[j]. Therefore the detection of x/*[j] only requires,

Re{hu"rlj + 1} = a2 5] + Refhs"Gals)}- (2.18)

Algorithm 1 below outlines the procedure to estimate x/*“{---} based on
(2.18).

Im

Re[4] and

Jl. Tt is introduced for cost saving since it is shared by all users, costing
2LKN multiplications and (L — 1)(K — 1)N additions. If the cost of W[j]
is ignored, the complexity of the Algorithm 1 is approximately, 2L(7TKN)
multiplications and 2L(5K N) additions, giving linear complexity (O(K)). A
Im

similar procedure to Algorithm 1 can be used to estimate x,™[j] based on

{Im (hg;*r[j +1]),1=0,..., — 1}

2.5 Forward Error Correcting Codes

In [13] low rate turbo Hadamard codes [145] and in [146] low rate turbo codes
have been applied in order to illustrate near capacity achieving performance of
IDMA systems. The approach that was taken in both cases was to design the
best possible single user code and apply it to multiple IDMA users. The optimal
code design for concatenation with soft IC receivers such as IDMA, is still an open
problem [147, 148]. However, in [147, 148] the authors show that in the high noise
region the weak repetition code has close to optimal performance. In [149] the
authors compare low rate turbo codes for IDMA [146] with a number of LDPC
coding schemes. The results of [149] show that the extremely weak single-user
codes perform much better under heavily loaded scenarios. This observation

conforms with the theory developed in [147] since a heavily loaded IDMA system
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Figure 2.8: Serial concatenated turbo code encoder
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Figure 2.9: Parallel concatenated turbo code encoder.

2.6 Decoder

In this thesis we mainly consider performance of either a CC or a turbo code
concatenated with a repetition code. The use of repetition codes is required
in order to make a low rate outer code. IDMA can be shown to have poor
performance when low rate FECs are employed due to unresolvable multiuser
interference. In the proceeding subsections we present the decoding algorithms
for the soft repetition code, convolutional code and the turbo code, respectively.

We assume perfect bit synchronisation and we let ¢, ; £ ¢[jN + n] represent
the n-th coded bit at uncoded bit time index j, where N = 1/R.. The uncoded
bit at time index j is d[j]. The received sequence is r& ' = [rq. . ... re |7, where
r; = [c[jN],...,c[jN + N — 1]] + n; and the information block length is £. The
elements of the noise vector n; are i.i.d and normally distributed with mean 0

and variance 2.

2.6.1 Convolutional Decoder

The BCJR algorithm [157] is commonly used in modern digital communications
systems as it is the optimal convolutional decoder which minimises the BER.
However, the cost is high complexity, which is why the Viterbi [158] algorithm is
used where the complexity of the BCJR algorithm is too high or close-to-capacity
performance is not required. All work in this thesis utilises the BCJR algorithm,

which will be briefly described below.
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The state transition probabilities are defined as,
Yl sm) = Pr {9 = m, ;|91 = m'} . 2.30
13 J JI2=1
Now (2.27) can be rewritten,
PriSiq —mli S =m rr = (m')y;(m',m)B;(m). (2.31)
Due to the Markov property, the forward and reverse state probabilities can be
derived recursively, where the initial and final states of the trellis are known due
to termination. The state transition probability can be rewritten as,

vi(m',m) = Pr {S; = m|S;_1 = m'} Pr {r;|c[j]}, (2.32)

where Pr {S; = m|S;_; = m'} is the state transition probability. The transition

metric can be rewritten,

N
il ym) = Pr{8; = m|S;_» =m'} H Pr{rn et (2.33)

—1

For a Gaussian channel the conditional probability metric equals,

1 ng — Cn.j :
Pr {,.n.j'(‘u.j} = W(‘XI) <—Q—i?(f;—J)> : (234)

With a priori input Aa(d[j]). the transition probability is,

exp ( ltl)/\,\(d[.}']))

=Rt S S e e

for i € {—1,+1}. Using (2.35) and (2.34), (2.33) becomes,

N
. Tng — Cnj .
v;(m',m) = p; exp (—Z":l ( ! j)> : (2.36)

202

where the i superscripts represents the information bit hypothesis for the

transition from m’ to m on bit j. The APP LLR of bit d[j] can be computed,

N, N, v ) [
el Tl ,j m/,m)(y,,l(/;;’),j,(/rz) ) (2.37)

Ap(d[j]) =1
p(d[j]) =In (Zm 1Zrn~| u (m/,m)a;;_(m’)3;(m)
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Figure 2.11: Performance results for rate 1/16 repetition coded IDMA svstem
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Figure 2.12: Performance results for IDMA using concatenated rate 1/8 repetition
code and (7.5)s CC
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and a low missed detection probability. In practical systems the threshold is
determined for a particular Py,. this sets the amount of time the receiver will be
occupied processing false alarms. The choice of a determine the trade-off between
false alarms and missed detections.

02 Single User On-time/Off-time Densities
7 «  on-time sim
o Ay ~ on-time theory
01F £ : off-time sim
. . - — off-time theory
o P ’V-f‘ 2 3 .J e '
0 05 1 15 2 25 3 35 4
02 Partial Cancellation On-tme/Off-time Densities
0.1} G T .
0 W eal’ t - i 4 3 s
0 05 1 15 2 25 3 35 4
Full intereference On-time/Off-time Densities
0.06 T T T T
004 . r e N e v, L) J
- > L2 e, -
002t - .~ i e NS l
0 - L 1 i L i S b T ‘—: By
0 05 1 15 2 25 3 35 4

Figure 3.2: On-off densities for different scenarios

In the last subplot the densities for the full interference(FI) case with K = 16
users in the system is shown. The full interference case is where no soft
information is used for interference cancellation (rih-.l[n] = ). As such the
acquisition unit suffers from severe MAL It is clear that a logical threshold point
is not achievable as the on and off-time densities are not separated. this will
also be seen later in Figure 3.3. In the second subplot the densities for K = 16
are shown, however partial cancellation (PC) is used where o3 = 0.1. It can be
seen that the resultant densities are significantly improved such that they are
equally as distinct as the single user case due to the near single user performance
of the IDMA IMUD [10]. This is where an IDMA IMUD outperforms CDMA,
resulting in better IC (better cancellation factor a3) for heavily loaded multiple
user systems. For the same reasons it is expected that it is possible to perform
acquisition (with near single user performance) for overloaded systems using the
IDMA IMUD.

In Figure 3.3 we show the performance of the full interference and two partial
cancellation cases (o3 = 0.1 and o3 = 0.05). We compare the analytical result

(solid line) to the simulation results (points). The plot is for an integration period
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of 1 symbol, with E, /N, = 7dB for a3 = 0.1 and E; /Ny = 10dB for o3 = 0.05. As
can be seen the performance of the partial cancellation scheme is substantially
better than that of the fully loaded system without cancellation. For example
fixing Py, = 107" the partial cancellation results are P,,; = 0.03 and P,.4 = 0.5
for o3 = 0.05 and 03 = 0.1 respectively. In comparison to the fully loaded system

where P,z = 1. i.e. 100% of detections would be missed.

. 4 v vrvvvv]’ ' 2 2 rvﬁ-v] r ER I |

10°

T

|
L
o

< : Y K=16, E /N 7d8
: K=16, fi, E /N =7d8
| o Ke18 E/MN=1008
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e TIXETTT

H SENE S BT LTI e MR R SR S S R ELEH
10° 10° 10" 10°
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Figure 3.3: Performance of the Acquisition unit

3.6 Summary

In this Chapter we have investigated an acquisition technique based on soft
interference cancellation applied to IDMA. This has been performed under severe
multiple access interference.

We derived density functions to represent the so-called on-time and off-time
random variables and compared these densities to simulation results. These
densities are functions of the number of users. the processing gain, the cancellation
factor and the noise variance. We integrated these densities to determine the

probability of false alarm and probability of missed detection, as a function of
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Op

Ot

threshold value. We compared both analytical results and simulation results for
Pry vs. Py for K = 16 users with partial cancellation from the IDMA receiver.
The results show that acquisition using conventional correlation techniques for
CDMA is not practical when the number of users equals the spreading gain,
however, when utilising the IDMA IMUD good performance of a conventional
correlator for acquisition is possible.

It is demonstrated in this Chapter that for high performance multiuser
detection, information sharing between the correlator unit and the receiver is
essential to perform acquisition of new users. Depending on the reliability of
the information from the IMUD. this technique improves the system capacity by
reducing the amount of time spent processing false alarms and the number of
missed detections.
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the S-curve for the MM TED as. analytical solution for the TED
Sum(Piln]) = R, (T. — ®x[n]) = R, (=T, — Pi[n]) (4.31)

Figure 4.5 shows the S-curves for the MM TED obtained by simulation. We
use the raised cosine pulse shape with 22% rolloff in all cases. For the purposes
of illustration we use no spreading gain (N, = 1) for the pilot sequences since
the S-curve function in (4.31) is independent of N,. We show the TED function

operating under two different E, /N, values.

15 b v v v a v v

e L L

—o— /N, = B

-m=FE, /N, = 10dB

S(d)

=15 | -05 0 0s 1 15 2

Figure 4.5: S-curves for the MM TED.

For practical timing drifts/offsets the TED operates within the linear region
of the S-curve and thus the control loop of Figure 4.4 is linear. The TED error

function in (4.28) can be approximated as.

exln] = S(Pi[n]) + Nn]. (4.32)
~ Ady(n] + N|n]. (4.33)
where N[n| is the noise term defined as. Nin] £ exln] — S(®k[n]). For the

MM TED the slope of the S-curve at the origin can be calculated by taking
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the derivative of (4.31) as follows,

d
—S(d
dd 2 B

_ 2cos(am)
-~ To(1—4a2)

=

(4.34)

[t can be readily shown that the noise term (N[n]) in (4.32) is white Gaussian

noise, i.e. N[n] ~ N(0, Var {N[n]}), with autocorrelation function,

Ry[8] = E{Ry[l|RN[l + 0]}, (4.35)

Var{N[n]}, 6=0
— {Nlnl) ; (4.36)
0, 0 #0

By expanding (4.27) the variance of the noise term N[n] in (4.32) can be

computed,

Var {N[n]} = 202 + / RA(T)dT (4.37)

([\—1

~ 2 1.89
U+ N

(4.38)

where we assume 7 = 7. — 73 is a uniformly distributed random variable over
the range (0,7,), i.e. T ~U(0,T,), and noting that £, = 1.

The standard method to cope with timing drift (as opposed to a constant
timing offset) is to use a second-order loop filter which contains an integrator. A
widely used scheme is indicated in Figure 4.6. By inspection it is seen that the

governing equations are,

Tr[n + 1] = Ten] + &([n] (4.39)
&[n] = &[n — 1] + (1 + p)ex[n] — vex[n — 1], (4.40)

where p is a positive constant.
The influence of the second integrator on the static phase error may be

assessed as follows. First, we rewrite (4.39) in terms of ®;[n],
Bpn + 1] = Ox[n] + foTs — &(n]. (4.41)

Next, assuming that a steady-state condition has been achieved, say ®x[n] = @,
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Timing error (®]i))

-4 M " " " "

0 20 40 60 80 100 120 140 160
Fime in symbols (1)

Figure 4.7: Transient timing estimation error due to a frequency error step.

damping factors in the range 0.6 < ¢ < 1.0. These are the ¢ values that are
commonly adopted in practice.

Returning to the loop filter. we need to choose p so as to properly control the
integrators action. This problem can be addressed considering the loop tracking
performance. Briefly, let us start with the loop model as summarised by the
equations

Opln + 1] = Opln] — &lnl (4.54)
&ln] = &n — 1] + (1 + p)ex[n] — yex[n — 1] (4.55)
ex[n] = A®g[n] + Nin (4.56)

In writing (4.54) we have dropped f; since frequency errors are compensated
in the steady-state. From these equations ¢y [n/ is found as the response to Ni[n]
of.

(1 4+ p)z —1]

Hx(z) = "‘(: — 12+ ﬁ._‘\f(l + p)z — l]'

(4.57)
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The noise bandwidth of this filter is found with the methods in [163] and is given

by,

2p +vA(2 + p)

Bl — :
LT oM —HA(2 + )]

(4.58)

Hence, the normalised timing error variance (r:f, is now expressed in terms of the
=

power spectral density of the noise term SN"{‘ ()

. 1 120 - -
05, = Sn(f) [ Hx ()| 2df (4.59)
£ T2 J e,
_ 2Sx(0)By,

BT (4.60)

Now in order to determine the timing error variance we need to determine
the noise power spectral density function, Sy(f). Using the autocorrelation
properties of the noise in (4.36), the power spectral density function, Sy(f) can

be determined,

Sn(f) = T,N;
= N,I.N, (4.61)

where the N/ is the variance of the noise plus interference term in (4.37),

. K-1
At op? L 1.89%. (4.62)
The timing error variance is now given by,
) 2B N, T.N{
2 1 1 ) S-E.C 0 3
TPy [n] = Tzr} (4.63)
where,
1 |cos(am) .
== — 4.64
= 9n2 [1—4(&2] ( )

In [51] the authors show that the modified Cramer-Rao Bound (MCRB) for a

general timing estimator is given by,

BLTU\/V() 5
OMCRB — W (4.65)
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4.5. Numerical performance results

through. From (4.63) it can be seen that the timing error variance is proportional
to the loop bandwidth, thus it is preferable to have a bandwidth as narrow as
possible. Typically, the damping factor, . is set in the range 0.6 — 1.0 to reduce
the transient response of the tracking loop [51]. In the simulated system we used
the parameters v = 4 x 107%, p = 3.7 x 107, The resultant control system
response characteristics are a damping factor of ¢ = 0.72 and angular frequency
of w, T, = 5.4x10?, and loop bandwidth of B, T, = 2.9x 107, where T, = 256T..

The normalised timing error variance of the conventional timing
synchronisation algorithm is presented in Figure 4.9. The comparison of the
timing error variance for the fully loaded multiuser IDMA receiver., with the
single-user (SU) receiver and the MCRB is shown. It can be seen that the
SU performance is always worse than the MCRB by a constant factor of, 'é
as discussed in the last paragraph of Section 4.4.1. Furthermore we can observe
the effect of MAI on the timing error variance of the MU receiver. At higher
E, /Ny it can be seen that there is a error floor due to the fact that the noise plus

interference term. N. is dominated by the MU interference.

2
10 ¥, ¥ Y 1.2 12 L]

- = MCRB
—— S
—6— MU analysis
~—— MU simulation

=

Normalised Timing error variance

S A i A " A " " A A
10 0 1 2 3 4 5 6 7 8 9 10
"..), /" ‘\.. )

Figure 4.9: The comparison of timing error variances for IDMA receivers subject
to practical drifts (0-12 ps/s).

Figure 4.10 shows the average BER performance of a fully loaded IDMA
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system, (K = 16 and N = 16), where the users timing drifts are uniformly
distributed in the range of 0-12 us/s. It can be seen that there is virtually no
difference in the performance between the single-user and the fully loaded system.
However, we do notice that the performance of the fully loaded chip asynchronous
IDMA system outperforms the fully loaded chip synchronous IDMA system in
Figure 2.11. This is due to the interference reduction due to the pulse-shaping

when the users timing points are not aligned.

BER

-8 M " A " " A

o
[+ 3
-

Ey/No

Figure 4.10: The BER for an IDMA receiver subject to practical drift (0-12us/s)

4.5.2 Severe drift

We construct the block size to be 10ms in a similar way to the 3GPP standard
the block length is L = 160 symbols. the spreading factor is NV = 16, the number
of users K = 16. the oversampling rate M = 8, the roll-off factor of the SRRC
function is a = 0.22, the chip period is 7. = 0.26uS and the delay-advance time
A= L.;- In accordance with the 3GPP standard we have unequal power for the
data and pilot channels. We set the energy per chip for the pilot channel to be
6 dB lower than the data channel E, = E;/4. This fully loaded system together

with the significant drift place a critical condition on the timing synchronisation.
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Figure 4.11: The comparison of timing error variance for IDMA receiver subject
to severe drift (0-0.2ms/s).

The main task of designing the timing recovery circuit was to tune the loop
filter parameters in-order to optimise the performance. There is a trade-off where
the bandwidth of the loop (4.58) must be wide enough to track the timing drift,
but not too wide so as to allow noise through the feedback. The parameters Ny,...n
and p also effect the damping factor (¢) and frequency (w,). In the simulated
system we used the parameters Ny, = 2, p = 0.05 and 7 = 0.4. The resultant
response characteristics of the loop are ¢ = 0.5, w,T = 0.0447 and bandwidth
time product. By T = 2.3 x 1072, where T = 32T..

It can be seen from Figure 4.11. there is a huge improvement in performance
between the IDMA receiver using conventional timing recovery and the same
receiver using iterative timing recovery after 10 iterations. It can be seen that
the timing error variance is reduced by a factor of 15 times. This is mainly due
to the much lower SNR of the pilot channel in the conventional approach. After
a number of iterations the soft-information in the data channel becomes reliable,
resulting in a much improved operating point of the timing recovery circuit. The
timing error variance of the EL based timing recovery loop is affected by self
interference (ISI) [51] and thus is greater than the MCRB.



80 7 Timing Tracking

—&— jterative E

—=— conventional
—ea—perfect

BER

10 F 4
lo 6 A A A
0 2 4 6 8
E /N,

Figure 4.12: The comparison of BER for the conventional and iterative timing
recovery schemes for the IDMA receiver subject to severe drift (0-0.2ms/s).

Figure 4.12 shows the numerical performance results for both conventional
and iterative timing recovery circuits. It can be seen that for higher £, /Nj. for
example E,/Ny > 5 dB the iterative timing synchronisation results in a greater
than 2 dB gain in performance. This can be explained by the fact that at higher
Ey/N; the IC in the iterative receiver takes effect and the multiuser interference
becomes negligible after many iterations, which leads to better timing recovery
using both data and pilot channels, ultimately resulting in higher E,/Ny and
reduced ISI of the sampled signal in (4.23). The conventional approach suffers
from noise due to a loop filter with a wide bandwidth that allows more errors to
enter the system. The interference cancellation approach removes the interference
and thus the noise. enabling improved timing and thus bit error rate performance.

Figure 4.13 shows the mean squared timing error (MSE) with respect to the
chip index where the system is run at an E,/N; = 8dB. In the simulation the
initial timing offset is set to 0.5 of a chip. The figure illustrates that there is a
huge improvement in convergence between the conventional and iterative timing
schemes. This is due to the effect of the high MAI on the tracking loop. The
iterating timing circuit can lock on to the carrier within one transmission block,
whereas the conventional scheme requires a lot longer to converge. This shows

that for bursty, uncoordinated systems there may be a significant improvement
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Figure 4.13: The comparison of timing error vs. chip index, for the first two
blocks of transmission. This represents 20ms.

due to the iterative timing recovery.

4.6 Summary

In this Chapter we have developed a coherent receiver for IDMA systems by
presenting conventional and iterative approaches for timing recovery. We show
that conventional timing recovery achieves sufficient performance for a fully
loaded system subject to low timing drift. Operating under these conditions
we show that by using large spreading gains and a very low bandwidth loop
filter the effects of NIAI on the timing recovery loop can be mitigated. After this
we compare the performance of the iterative timing recovery with conventional
timing recovery for a fully loaded system under severe drift scenarios. The receiver
using iterative timing recovery shows a huge performance improvement for higher
E,/Ny where the reliability of the data channel increases. The performance in
terms of BER is improved by a factor of greater than 2 dB. Where as the timing
error variance is reduced by a factor of 15 times. We also derive the lower bound of
the timing error variance which depends on the reliability of the soft information

from the previous iteration.
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Figure 5.1: IDMA transmitter and receiver structures

of the repetition code, s; =0, n > N or n < 0 and 7, is the interleaver for user
k. For the asynchronous IDMA signal model the generator matrix (5.1) can be

expanded,

(1) (1)
91,1 9ra
(1) )
91,2 9r2
: : (K) (K)
o= : 91,1 <o Gpa
L (1) (1) (K) (K)
91.NL 9L NL 912 9r.
(K) (K)
91,NL 91,NL
Gl
_ El) (553))
G,

where g ; = [gfﬁ) i, q,(LN),]’ GE”) represents the first NL rows of G;, and Ggl)

: : : 1
represent the last 7, rows of G;. Note that we also define a new matrix Gf- ) as,
1)
& 1
== = : (5.4)

1
O(LN—7)xLK
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IDMA in a similar manner using the defined matrix model (5.8). The goal of the
ML detector is to choose the transmitted bit sequence d which maximises the
joint likelihood function for the received block r. This is shown to be equal to

maximizing the conditional likelihood function given as,

L= f(x]d),

Vo exp {—#(r ~ GAd)T(r — GAd)} ! (5.10)

The maximisation of (5.10) is equivalent to selecting the d that maximises

the cost function given as,
Q(d) = 2hd”y — h2d"Rd, (5.11)

where y = G'r is the correlation vector of generator G and received vector .
and R = GTG is the autocorrelation matrix of G. The autocorrelation matrix
R can be expressed as a function of LK x LK cross correlation matrices (R/[0]
and R[1]),

R[0] RT[1] O 0 0
R[1] R[0] RT[1] ... 0 0

R — 0 R[] R[] RT[1]] o0 0 : (5.12)
o o o .. Rj RQ

The LK x LK cross-correlation matrices R[0] and RJ[1] are in turn defined in

terms of cross-correlation matrices of individual user’s generator matrices (S;,).

Lixi, P12z Pz = P1K
/)'11-;) Leser, P2 i P2K
R[0] = AR A . (5.13)
: : : : P(K-1)K

iy : E : Lo
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performance [12]. This is due to improved diversity of the interleavers resulting
in lower cross-correlation between user signals. Consequently a more realistic
scenario would involve using larger block sizes for example L = 256 bits per block.
In this case it is expected that there is little performance difference between the
optimal and iterative receivers.

5.6 Summary

In this Chapter we have developed an optimal asynchronous IDMA receiver.
We compared the performance of the system with the conventional iterative
receiver. Our results show that the optimal receiver outperforms the iterative
approaches for E,/Ny > 6dB. For the very small block sizes that we consider
in this Chapter the performance of the iterative receiver is compromised due to
ineffective interleaving causing cross-correlation between user signals. When the
ML receiver is across multiple blocks for M > 1, the receiver is able to cancel 1BI
therefore significant improvement is achieved. albeit at the cost of exponential
complexity. However. for larger block sizes it is expected that there is little

performance difference between the optimal and iterative receivers.
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Figure 5.4: BER performance of the Optimal Asynch IDMA receiver vs. Iterative
Asynch. IDMA receiver
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Optimal Detection of Block Asynchronous IDMA
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and since in general the communication system we use has a binary channel input,
the MI becomes,

I(X;Y) Z / f(y|x) logf(l/“) dy, (6.5)

2 f(y)
where,
: L, \ ,
fy) = 5(f(yle = +1) + flylz = 1)), (6.6)
and, for the AWGN channel,
_ 1 —(y — x)?
gike ==ell)) = ' . :
flole = £1) = ——exp ( = (67)

with a Gaussian assumption on the a priori input A as in (6.2),

A g ma, (6.8)
where ny ~ N(0,0%) and gy = 0%. The MI between the transmitted data
x € {—1,+1} and A becomes,

+00 EXP (_7(/\;:—5‘/2)._))
aleq) =1= / - dA, (6.9)
J —c0 v/ 2mo?

where A are the samples of the a priori input.

The conventional method for calculating MI is to estimate the extrinsic
information histograms, f(Mz = —1) and f(A|lx = +1) from samples A. The

MI of the extrinsic output of a SISO block is calculated as,

2/ =) |
2 3 [ oo (i) o0

z=—1,+1

where in this case A are the samples of £. When calculating MI in this fashion
the A must be grouped into N histogram bins. There is no method available
to determine the optimal number of bins and the number used will affect the
calculation of MI. In [152] the author finds that calculating the number of bins
as,

jvbins = [L%—|- (()11)

where L is the number of samples, is a simple method which gives the most
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where H, = 0.3073, H, = 0.8935 and H; = 1.1064 were obtained using numerical

optimisation (Nelder-Mead simplex optimisation [167]) to minimise the total

squared difference between (6.12) and (6.15).

The J function will be shown to be extremely useful in transfer chart

derivation, however it also provides an easy means for estimating BER. The soft a

posterior: output of the decoder can be written as D = A+ FE for the outer decoder

of an IDMA system. Under the assumption that both the a priori input A and

the extrinsic output E are Gaussian distributed. then the a posteriori output is

also Gaussian. Since hard decision are made on the a posteriori output. the BER

can be estimated as.

ap
P~Q (—) .
2
9 . . = 5
where o7, is the variance of D, and assuming independence,

S ) 2
Op =04 +0g.

Using (6.15) the variances of A and E are,

Using (6.17), (6.18). (6.19) and (6.20) the BER can be estimated as,

VI )R+ T (T
Py~ Q :

6.4.2 The .J. Function
Fidelity was first introduced in [168] and [169] as,

My = E{z3},

= anh? A
= tanh 5 .

= E{#},

(6.17)

(6.18)

(6.19)
(6.20)

(6.21)

(6.22)
(6.23)

(6.24)

where A = A or E and & = tanh(A/2) for input and output fidelity respectively.

Fidelity has been shown to be an accurate measure for tracking convergence

behavior. In [170] the authors introduce a method for relating symbol variance
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Figure 6.1: Comparison between analytical and simulated J and .J, functions
respectively.

and.

My=1-0- (6.31)

The function which relates MI to fidelity was proposed [170].

I = T(M)=J(J, (M) = 0.74M + 0.26M?, (6.32)
—0.74 0.74\* I
o=l o~ L

Moreover the symbol variance can be related to MI using.,

ol=1-T7'(I). (6.34)

6.5 EXIT Function for the Decoder

In general, EXIT functions must be generated using Monte Carlo simulations of
the encoder/decoder. There have been published results [89] where closed formed
EXIT functions have been derived for simple codes. However, these have been
confined to the binary erasure channel. In coded IDMA systems the FEC and
IC are concatenated in a serial fashion. EXIT functions for serially concatenated

codes are generated according to the system diagram in Figure 6.2. Data blocks
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The a priori input for user k denoted as Ay is a Gaussian consistent random

variable generated using the user’s data symbols xy,
A = (04/2)xp +n4,  where ny, ~ N(0,0%). (6.37)

The IC is then activated using r and the set of a priori extrinsic LLR inputs
{Ax}, VE. The extrinsic LLR output vector of the IC, E, is passed along with

the systematic data x; to a histogram generator which estimates the PDFs

f(E|zx = +1) and f(E|z; = —1) and calculates I.° using (6.10).
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R
. e
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Figure 6.3: The EXIT function for the IC.

The variance of noise plus MAI for the coded chips input to the IC can be
easily shown to be,
ol = (K — 1)o’ + 0. (6.38)

where 02, is the coded bit variance given in (6.30) and o7, = 2[‘;\."[‘,’ . It follows that

the variance of the output of the IC (0% £ Var {AL“}), can be written,

2 ! (6.39)
T : i
B (K —1)o2+02

The fact that there is a closed-form solution for an IC variance transfer chart
means that it is possible to easily derive the transfer chart without the use of
Monte Carlo simulation. The EXIT chart for the IC can be computed using
(6.39), (6.13) and (6.34), that is,

4

(1-T(IIO)K + o

=
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where T'(-) is from (6.32) - (6.33). The function (6.40) will be used throughont
this Thesis as a closed-form EXIT function for the IC.

EXIT functions for the IC are shown in Figure 6.4 for various system loads.
with spreading factor S = 16, at E,/N, = 10dB. Note that in the SU case.
K = 1, the MI of the extrinsic output is independent of the a priori input. The
constant I,’,'-" in the SU case is equal to J(2/a,) as there is no MAIL Figure 6.4
shows that increasing the number of users increases the steepness of the transfer
characteristics. Note that at the point where full a priori knowledge is available.
I\¢ = 1, which corresponds to the removal of all MAL the MI of the extrinsic

output is equal to the single user case.

0.74 T T T

I
ll'.'

0 0.2 04 0.6 0.8 |

Figure 6.4: EXIT function of the IC under various system loads.

6.7 EXIT Chart

An EXIT chart is a plot including the transfer functions of all the receiver
components. The functions are arranged such that the output of one component
shares an axis with the corresponding input of the component to which it is

connected. The simple case as shown in Figure 6.5 shows the EXIT chart for an
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uncoded IDMA system where the Decoder is a soft repetition decoder (repetition
code length, S = 16). In this scenario there are K = 16 users and each of them
is allocated a repetition code of length S = 16. the receiver is operating at an
Ey /Ny = 10dB. Figure 6.6 shows the EXIT chart for a PCC coded IDMA system
with K = 16 at an E,/N,; = 2.7dB. In this scheme the FEC code is a rate 1/2
PCC constructed with two [23,35]s RSC codes concatenated with a repetition
code of length S = 16. Note that the more powerful code has a much lower
convergence threshold.
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Figure 6.5: EXIT chart for an uncoded IDMA system with K = 16 and S = 16.
E,/Ny = 10dB

6.7.1 Capacity

Since EXIT functions show the MI transfer properties of receiver components
it is expected that EXIT charts can be used in capacity optimisation of IDMA
systems. The relationship between EXIT curves, capacity and code rate in a
binary erasure channel was proved in [86] and [87]. The area under an EXIT

curve is given by A = f(: 1i:(14)d1 . Consider a serially concatenated code with
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Figure 6.6: EXIT chart for a PCC coded IDMA system with K = 16 and S = 16.
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outer code rate R, and inner code of rate R,,, = 1. which is the case for IDMA
systems in general, where the inner “code” is the multiuser channel. The area
under the inverted outer code EXIT curve. is A,., = R, and the area under the
inner curve is A,,, = I(X:Y)/n/R,, where R, = k/n. For successful decoding

the EXIT curves must not intersect and A,,, — A,.. > 0. so
RouRin < I(X;Y)/n < C. (6.41)

Note that (6.41) shows that capacity can only be achieved if R,, = 1. Since the
rate of the inner code, the IDMA channel. is equal to one, the area under the
inner EXIT curve is A,,, = C' where (' is the capacity of the channel. Therefore,

[ftml S ('- (()ll_))

This is a form of Shannon’s capacity theorem [171], the outer code rate must be

less than the capacity of the inner channel.
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Figure 6.7: EXIT chart trajectory for an uncoded IDMA svstem with K = 16
and S = 16. E,/N, = 8dB

equal power uncoded IDMA system with K = 16 users and spreading factor
S = 16 is shown in Figure 6.9. The EXIT chart prediction (dashed line) closely

matches the simulation (solid line) down to a BER of approximately 10>,

In Figure 6.10 the simulated and analytical BER are compared for a PCC
coded IDMA system. where the FEC code is a 1/2 rate PCC concatenated with
a 1/16 repetition code (same code described in Section 6.8). We can see from
the Figure 6.10 that the system has a convergence threshold around 2.7dB, as
this corresponds to the open tunnel in the EXIT chart. By inspection of Figure
6.8 we can see that there is a point close to (I =~ 0.52.1]¢ ~ 0.048) where
there is tight gap in the EXIT chart. As the E,/N, is reduced to be marginally
less than 2.7dB the EXIT function for the IC' will intersect with the inverted
EXIT function of the decoder (DEC') at around (/175 ~ 0.52) and the extrinsic
information cannot be improved more than this resulting in a high BER (around
BER = 0.2 according to Figure 6.10). When the E,/Ny approaches 2.7dB there
begins to be an open tunnel between the EXIT functions for the IC and DEC
which facilitates the convergence of the IDMA system and a sharp fall in BER.

as can be seen by the step like form of the BER in Figure 6.10.
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Figure 6.8: EXIT chart trajectory for a PCC coded IDMA system with K = 16
and S = 16, E,/N, = 2.7dB

6.9 Summary

This Chapter investigated EXIT chart analysis for coded IDMA syvstems. The
effect of the number of users. spreading factor and code rate were observed on
the EXIT charts. A closed-form EXIT function for an IC was derived and the
accuracy of the EXIT chart analysis of the IC was shown through simulations. In
this Chapter and the preceding Chapters, tools for analysis of iterative receivers
and decoders are described and developed. The focus has been on the multiuser
coded IDMA system. These techniques for power optimisation of the receiver will

be used in the next Chapter.
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Figure 6.9: Simulated vs. analytical plot of BER for uncoded IDMA system with
K = 16 and S = 16.
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Figure 6.10: Simulated vs. analytical plot of fully loaded PCC turbo coded IDMA
system with K = 16 and S = 16.






112 EXIT Analysis and Power Optimisation for IDMA receivers

Schlegel et al. [76, 103]). The VT charts are converted to EXIT charts using
techniques in [170]. An approximation of the EXIT function for the interference
canceler (IC) is made by using the VT chart for the IC given in [76]. The average
effective EXIT function for all user groups presented in [104, 105] results in an
imprecise and unintuitive analytical model. A more intuitive analysis tool for
an IMUD would predict different convergence performance for user’s in different
power groups.

In this Chapter we illustrate multi-dimensional EXIT charts for unequal power
IDMA receivers. For a system with A user groups the analysis consists of A
multi-dimensional EXIT charts, where each user group has a separate EXIT chart
and consequently differing convergence behavior. We define a low complexity
mutual information tracking algorithm to predict the ultimate convergence of
the system. We use the analysis technique presented to construct a nonlinear
constrained optimisation problem. A differential evolution technique [172] is used
to determine the optimum power profile, which minimises the total transmit
power. The developed technique shows performance improvements over the
analysis and optimisation methods in [104, 105], while still complying with the

EXIT chart properties and assumptions given in [82, 83].

7.2 System Model

We consider an Interleave Division Multiple Access (IDMA) system. However,
the work in this Chapter can be generalised for other iterative multiuser
detection schemes such as Direct-Sequence Code Division Multiple Access
(DS-CDMA)[129]. The system model for an iterative multiuser receiver is shown
in Figure 7.1. There are a total of K transmitters generating independent data
symbols, b, € {—1, 1}, which are encoded by a forward error correcting (FEC)
code. The encoded symbols ¢, are interleaved and mapped into BPSK symbols

xy. For simplicity all users are assumed to be synchronous. The received signal

1S,
K
r() = Y VPBx:(j) +nl3), (7.1)
7=1

where {z;(j)} are the interleaved coded chip sequence for user 7, 9V = £l, P,
is the power allocated to the i-th user, and n(j) is AWGN noise with variance

o2, i.e. n(j) ~ N (0,02). The effects of the channel and fast power control result
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where P is the power level for user group k, P,, = ﬁ > Ki Py is the average
power and K7y is the total number of users. We observe that the EXIT function for
the IC given in (7.13) is independent of the user index k. and thus is independent
of the user power level and only dependent on the average power level (P,,). This
model is counter intuitive in the sense that the information transfer function of
the IC for user’s within a power group should be determined by the power level.
Intuitively, stronger power user’s should be able to resolve multiuser interference
faster than weaker user’s when both are operating at the same input extrinsic
information. The IC EXIT function that we derive has an implicit dependence
on the power levels of the user groups as well as the a priori extrinsic information
from all other user groups.

The EXIT function of the IC for user group & (denoted as I +) is a function of

the input a priori information from K user groups. We define the K dimensional
EXIT function, 1), , as

B 1 e (7.15)

n

where I'C £ [II°), .. ., Il
The EXIT function for the soft input soft output decoder of each user must
be obtained through Monte Carlo simulation. The transfer function for the k-th

user is defined as,
1)/ ic : DEC A
Ipx" = foee (I45°) - (7.16)

The EXIT function for the k-th SISO decoder has one input parameter being
the a priori information from the IC of the k-th user group(If%“ = IIY,). This
differs from the analysis presented in [104, 105] where the EXIT function for the

FEC decoder for user group k is presented as,

I;R = fose | J (7.17)
and the average of the EXIT functions for all decoders is presented as,
]1{[) ZAAPI.[”) (7.18)

]\ffj

Note that the function in (7.17) is dependent on both P (Power level of

group k) and [{{)/[ (average input extrinsic information for all users). From our
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The average BER for all user’s can be estimated as

1
Bys NP 7.23
b= Z {OVEN (7.23)

7.4 Power Optimisation

Spread spectrum systems like IDMA are interference limited. consequently
minimizing the total transmitted power has numerous benefits for the system

in terms of increasing;
e connectivity range
e battery life for the terminals
e number of users per cell

We therefore want to minimise the sum power of all users, which we address in
this Section. Allocation of users into power groups is commonly used to simplify
the optimisation problem, meanwhile still promising near capacity performance

[100].

7.4.1 The Optimisation problem:

Consider a code-spread IDMA system with K¢ users which are grouped into K
user groups (or classes). Given the number of users in each group are specified
n K =K, ., K|, we propose a power optimisation problem that aims to
minimise the total transmit power while guaranteeing a quality of service to users
in all power groups. We ensure that all users have a guaranteed quality of service,
defined as a tolerable bit error rate (BER) of € (i.e. P, < €,Vk). The problem
can be succinctly defined as the joint power allocation and user loading which
minimises total transmit power while guaranteeing convergence of the iterative
multiuser detector. As a result there must be an open tube in the A dimensional
EXIT chart such that enough MAI is removed, resulting in P, ; < e for all users.

The cost function can be written as.

=~
[\)
=~

L
R kP =KEP (
k
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(a) The EXIT chart for user group 1 with power level £;.(b) The EXIT chart for user group 2 with power level P,

Figure 7.2: The joint EXIT chart where E,/Ny ~ 2.4 dB for 1/3 rate PCC
concatenated with a 1/8 rate repetition code.

dependent linearly on the number of dimensions and the total number of iterations
required. As a result higher dimensional analysis is both feasible and efficient
despite being difficult to visualise graphically. The intersection subsurfaces for the
three user groups defined in (7.21), can be illustrated graphically. We optimised

a system with uniform load distribution among groups. K = [4.4.4] and found

the optimal power profile, P = [0.88.1.059, 1.33], resulting in a E,/N, = 1.38
dB. Figure 7.5a illustrates the intersection subspaces for the three user groups
namely. ZETC for user group 1, ZPYC for user group 2, and ZRFC for user group
3. Close inspection of the three dimensional plot will show that there is in fact
an open volume between the three subspaces. Consequently. convergence of the
system is predicted. In the Figure 7.5a we observe that the system is operating
near its pinch-off point due to the very narrow tunnel width and height at the
point ([P IP5C 1P25C) ~ (1.0.5.0.35). We observe that the volume between
the three subspaces is very small at the optimum power allocation. This agrees
with the minimum area EXIT properties for 2D EXIT chart analysis derived in
[86]. We conjecture that the channel capacity is approached when the volume
of the open tube in the 4D EXIT chart corresponding to F”#¢ (IRFC) and
Fe& (Ikc. P.o7) for k = 1...3. goes to zero. Figure 7.5b illustrates the trajectory
DEC
E3

of the extrinsic information after each iteration. we omit subsurface Zgw® for

clarity.
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Figure 7.3: The intersection subspaces for user group 1{ZR¥€) and user group 2
(ZREC) respectively. We note the two regions of the plot indicating near pinch-off

operation of the IC.

7.5.3 Higher dimensional EXIT analysis

In Figure 7.6 the sum rate capacity plots for the power optimised IDMA systems
are presented for the channel code described above. The sum rates are varied
by changing the total number of users, K, (assuming uniform load distribution
in the user groups), while fixing the decoder rates. The power optimisation
algorithm is run for each different user loading, resulting in an optimal E,/Ny
for varyving sum rates. EXIT charts of 6 dimensions are used in-order to find
the optimal optimal E,/Ny values. The table showing the power optimisation
profiles are given in the Table 7.1. We compare the channel capacity using PA
based on multi-dimensional analysis with the PA based on the average EXIT
analysis. Our results show that for higher capacity systems the gain using the
proposed approaches are improved over the average EXIT analysis in [104, 105].

where we achieve a gain of more than 0.5dB for sum rate equal to 2 bits/chip.
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Figure 7.4: A comparison of the average BER plots for simulation and analysis.

Sum Rate
(bits/sec/Hertz)

Users per group (K)

0.5
1.0
1.5
2.0

Power profile (P)

[ L‘h /-\'l)

[0.87. 0.88,
0,98, 1.10.
[1.64. 0.85,
(107, 2.84,

5, 1.39]
5, 0.98]

. 0.88]

0.6174 |
1.3183
2.1688

3.247

Table 7.1: Power levels and average E,/N; obtained by optimisation

7.6 Summary

We have developed a new technique for the analysis of a multiuser iterative

detector with unequal power allocation using multi-dimensional EXIT analysis.

We provide analysis which can accurately predict convergence hehavior of such

a system, and show that our proposed analysis gives further insight into the

convergence behavior of a multiuser receiver with multiple power levels. The

multi-dimensional analysis technique has complexity which is linearly dependent

on the number of dimensions (number of user groups). Therefore it is conceivable
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(a) The intersection subspaces for three user groups

DEC [DEC)
2 tE3

(b) The extrinsic information ((I77¢, I} }) trajectory for

three user groups.

Figure 7.5: The intersection subspaces for K = 3 for a 1/3 rate PCC concatenated
with 1/8 rate repetition code where, K 1,4, 4], P 0.88. 1.059. 1.33] and

E,/Ny = 1.38 dB
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Figure 7.6: Achievable sum rate of power optimised IDMA using proposed
technique compared to the averaged EXIT analysis, and single user capacity
bound(Cover-Wyner bound).

that the technique presented can be used to analyse a system with a large number
of user groups. The multi-dimensional EXIT chart has been presented as an
engineering tool which can be used for improved power allocation and code
selection of a multiuser receiver. We show by simulation that the presented
technique improves the sum rate capacity of a multiuser IDMA receiver over the
averaged EXIT chart analysis in literature by more than 0.5 dB for heavily loaded

systems where the sum rate is equal to 2 bits/second /hertz.
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Figure 8.4: A comparison of Average SIR for BS;; using different MU schemes.

achievable cell loading over the conventional techniques previously described. For
example at a loading of K/N = 2.7 the MU.PA ,SHO scheme can achieve this for
an SIR = 5.5dB. The equivalent K/N for a PA.SHO scheme is 1.8, which is
therefore a 50% spectral efficiency improvement. Compared to regular multiuser
detection (MU) the system could only achieve a system load of 0.9, equating to
an improvement of 200% or 3 times. These improvements are very significant and
demonstrate how smart allocation of users into power groups can make a very

significant difference to overall system performance.

8.4 Summary

We propose a multiuser multi-power cellular design, using power zones in order
to reduce intercell interference. The proposed scheme has a two fold advantage.
firstly it improves performance of the iterative multiuser receivers by power
leveling and secondly there is an increase SR power due to zoning technique.
We observe close to 2dB gain in SIR ratio for heavily loaded systems K/N = 2.

Alternatively the benefits over Multi-user detection with soft handover for an SIR
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