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Abstract 

Male biased mutation is thought to be a consequence of mutations introduced 

during DNA replication. Studies of male bias have generally been restricted to 

an examination of bias in the total substitution rate rather than the substitution 

process. In this analysis, the potential contributions of germline sex differences 

in methylation and transcription to male biased mutation are examined via 

their effects on the substitution process. It is first shown that one of the post 

popular methods for modeling the effects of sequence context on nucleotide 

substitution rates detects an effect of context when none exists, which has im-

portant consequences particularly for models that aim to detect natural selection. 

Transitions involving CpG dinucleotides, which characteristically arise from 

methylation, are found to make a large contribution to male bias because of CpG 

frequency differences between the X chromosome and the autosomes. Germline 

transcription is also found to contribute to male bias, and may completely 

account for the bias observed in the chimpanzee lineage. These observations 

indicate that male bias is caused by multiple processes, and the contribution of 

replication errors is smaller than previously believed. 
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Chapter 1 

Male-biased mutation 

Although mutations are the fundamental source of genetic novelty, they are 

also a source of inherited disease. Normal cellular processes and exogenous 

toxins pose a constant threat to DNA integrity. Damage that is not repaired, or 

incorrectly repaired, results in heritable mutations that are passed on when DNA 

is replicated. Factors that affect the rate of mutation accumulation in the germ line 

can also affect the probability that a parent transmits a mutation to their offspring 

that causes disease. 

In a variety of taxa including mammals, birds (e.g. Berlin et al., 2006, Ellegren 

and Fridolfsson, 1997, Kahn and Quinn, 1999, Axelsson et al., 2004), and fish 

(Ellegren and Fridolfsson, 2003), mutations accumulate more rapidly in the male 

than the female germ line. This phenomenon is known as male-biased mutation. 

Weinberg's seminal observation in 1912 that children with achondroplasia tended 

to be be born later in the sibship than unaffected children led to the discovery 

of male-biased mutation. Haldane was the first to suggest that if most germ 

cell mutations arise during DNA replication, males germ cells are likely to 
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have a greater mutation rate than female germ cells due to the greater number 

of cell divisions they must undergo to reach maturity. Penrose (1957) later 

determined that the relationship between achondroplasia risk and parental 

age was predominantly related to the father's age only, supporting Haldane's 

prediction that replication is an important source of germ line mutation. More 

recently, paternal age has been linked with a variety of complex disorders, 

including congenital heart defects (Olshan et al., 1994), schizophrenia (Malaspina 

et al., 2002), bipolar disorder (Frans et al., 2008) and autism spectrum disorders 

(Reichenberg et al., 2006). 

The male bias in mutation and the mechanisms that cause it have implications 

for public health, as well as being of major importance to the study of evolution. 

In the last 50 years, there has been a marked increase in male infertility (Jensen 

et al., 2002), which may be related to the male-biased mutation rate and the 

current trend towards delaying parenthood. Determining the etiology of germ 

line mutations will affect our understanding of fundamental biological questions, 

including how mutation and the risk of genetic diseases are related to gender 

and aging, whether age-related fertility declines are related to DNA damage, 

and how the basic genetic variations upon which evolution acts arise. Potential 

practical benefits include better models of sequence evolution and more accurate 

assessment of the recurrence risk for families of children with a genetic disease, 

as the mechanisms that cause mutations and the developmental stage at which 

they act affects this probability. The major aim of this project is to assess whether 

and to what extent two candidate mutagenic mechanisms, methylation and 

transcription, contribute to the male-biased mutation phenomenon. 



In Section 1.0.1, methods for estimating the male mutation bias are discussed, 

and three factors that potentially cause bias in estimates are considered in Section 

1.0.2. The most widely accepted hypothesis to explain male biased mutation is 

introduced in Section 1.0.3. Experimental results that support and contradict this 

hypothesis are discussed in Section 1.0.4. Section 1.0.5 reviews sex differences 

in germ cell biology and how these might contribute to male biased mutation. 

Finally, Section 1.0.6 explains which mechanisms are examined in this study, and 

briefly outlines the structure of this thesis. 

1.0.1 Estimating the extent of male bias in the mutation rate 

Several methods have been used to estimate the male bias in the mutation 

rate. These include the direct approach of comparing the mutation frequency 

in mature male and female gametes; the indirect approach of identifying patients 

with a de novo mutation and determining from which parent the mutation was 

inherited; and the comparative method of considering the evolutionary history 

of sequences that have spent different periods of time in male and female germ 

lines. Each approach produces complementary results. The advantages and 

disadvantages of each method are summarised in Table 1.0.1. Briefly, mutation 

rate estimates from gametes provide the clearest indication of the germ line 

mutation spectrum but no indication of whether these mutations are inherited. 

Studies of patients with de novo mutations provide evidence of the inherited 

mutation spectrum, which may differ from the germ line spectrum if gametes are 

subject to natural selection or mutations cause embryonic lethality or infertility, 

for instance. The comparative approach estimates how mutations have occurred 
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Table 1.1: Methods for estimating the male bias in the mutation rate. 

Considerations 

Germ cells Provides the most accurate estimate of germ cell mutation. Male germ 

cells are readily available in large numbers, but there are few mature 

female germ cells at any time and sampling them is in\'asive. Mutations 

in germ cells may not be inherited, e.g. damage can cause infertility or 

may be repaired in the early embryo. Useful for defecting contemporary 

sources of mutation. 

Pathogenic mutations Cause a phenotypic change that can influence the probability that the 

mutation is inherited. Sample sizes are limited by the availability of 

informative genetic data from patients and their families. Potential 

ascertainment bias, e.g. if not all mutations come to clinical attention. 

Possible to detect the parental origin of a single mutation. 

Nucleotide substitutions Possible to consider a large number of substitutions and species. 

Requires comparison of different loci, consequently estimates are 

potentially biased by regional variation in mutation pattern or unequal 

divergence times. Historical sources of mutation may not reflect 

contemporary sources. 

over a long time period, and has the advantage that a large number of mutations 

from across the genome may be examined. 

Initial estimates of the extent of the male mutation bias relied on family studies 

of X-linked recessive Mendelian diseases. Haldane estimated the male bias in 

the rate of mutations that cause haemophilia, an X-linked recessive disorder, 

by estimating the proportion of carrier mothers with affected sons. For an X-

linked recessive disorder where most incidences of the disorder are caused by 

new mutations, the proportion of mothers of affected individuals who are carriers 

for the mutation is related to the sex-bias in the mutation rate. When the disease-

causing mutation occurs in the germ line of the mother, the mother will not be a 



carrier for the mutation. However, if the disease-causing mutation occurs in the 

germ line of the maternal grandfather, the mother will inherit the mutation and 

pass it to all her sons. A method for estimating the sex-bias in the rate of an X-

linked recessive disorder based on the frequency of maternal carriers is presented 

in (Becker et al., 1996). 

More recent studies (e.g. Glaser et al., 2000), have estimated the male mutation 

bias for autosomal dominant Mendelian diseases by comparing the genotypes of 

affected individuals and their unaffected parents at polymorphic sites linked to 

the disease-causing mutation. For the parental alleles to be distinguished, the 

affected individual must be heterozygous for the marker and at least one of the 

parents homozygous. Sample sizes in these studies are necessarily limited by 

the number of families of affected individuals where informative genetic data is 

available. 

The comparative method for estimating the male bias in the mutation rate relies 

on the assumption that the rate of nucleotide substitutions, or fixed changes 

between lineages, is equal to the mutation rate. According to the neutral theory 

of molecular evolution, this assumption is true for neutrally evolving sequences, 

i.e. sequences not subject to natural selection or other forces that alter the fixation 

probability of a mutation in a predictable way (Kimura, 1983). 

Miyata et al. (1987) developed a method for calculating the ratio of the male 

to female mutation rate (rv) by comparing chromosome classes, assuming that 

the substitution rate of each chromosome reflects the amount of time it spends 

in the male and female germ lines. The Y chromosome only occurs in males; 

the autosomes spend equal periods of time in males and females, and the X 

chromosome spends 2/3 of its time in females and the remaining 1/3 in males. 
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Where the female and male mutation rates are denoted /// and //„, respectively, 

the substitution rate of the Y chromosome (//y) is //,,„ the substitution rate of the 

X chromosome (fix) is 2/3/// + l/3//„, and the substitution rate of the autosomes 

in a) is l/2/( f + 1/2//,,,. The ratio of the male to female substitution rate is denoted 

— ihii/l'f- Therefore the ratio of the substitution rate on the X chromosome 

compared to the autosomes is: 

^ ^ 2(2/// + //,,,) ^ 2 (2 / / /+ »///) ^ 2 ( 2 + rv) 
It A 3 ( / / / + //„,) 3(/// + n///) 3 ( 1 + a ) (1.1) 

Similar calculations yield: 

//y 3o , fly 2a 
— - 7 - - and = (1.2) 
I'x 2 + o IIA 1 + rv ^ ' 

Analogous results are easily derived for birds, where females are the heteroga-

metic sex. 

From 1.1, as n gets infinitely large, the raho ^ of the substitution rates on the X 

chromosome and the autosomes approaches 2/3. Early studies using the method 

of Miyata et al found was less than the theoretical minimum value of 2/3. 

Results from subsequent studies have been variable, and are discussed below. 

Note that as must be positive, the function f • ^ ^ o maps values of 

from 2/3 to 4/3 to values of n ranging from oo to 0. That is, small changes in the 

ratio ^ result in large changes in o. 

The relationship between the chromosomal substitution rate ratio and rv, shown 

in Figure 1.1, differs for each chromosomal comparison. The three curves in 
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Figure 1.1: Substitution rate ratios and associated a values for different chromosome comparisons. The 

vertical grey shaded region shows the range from 2 .5 - 6. a estimates reported for humans have 

typically been within this range. The horizontal coloured regions show the range of substitution 

rate ratios that can produce an o estimate in the range 2.5-6. Abbreviations are X - X-linked, Y -

Y-linked and A - autosomal. 

Figure 1.1 share the property that for small values of a, large fluctations in the 

chromosomal substitution rate ratio produce small changes in o estimates. This 

is particularly noticeable for the y comparison, where substitution rate ratios 

from 0.55- 1 all produce estimates from ^ 1.5- 4. In contrast, the same range of 

^ substitution rate ratios produces rv estimates from 1- oc, with values less than | 

producing an invalid result. The opposite relationship is true of large values of a; 

very small fluctuations in the chromosomal substitution rate ratio will produce 

large changes in a. As the curve for ^ comparisons has the smallest gradient 

at any value of a, rv estimates from this comparison can be expected to be the 
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most variable. That is, assuming the substitution rate ratios are equally variable 

for all chromosome comparisons, a statistics estimated by comparing X-linked 

and autosomal data will be more variable than values estimated by comparing 

X- and Y-linked data or Y-linked and autosomal data. All n statistics reported 

in this study were derived from comparison of X-linked and autosomal data. 

This comparison was chosen because of the availability of data, and because the 

variability of a estimates was of interest. 

1.0.2 Potential confounding factors 

Location-specific differences in the rate of mutation and mutation fixation, if 

not accounted for, can lead to inaccurate estimates of r>. Regional variation in 

estimates of substitution rate is extensive (e.g. Ellegren et al., 2003, Arndt et a l , 

2005), but the causes are poorly understood. This poses a particular problem 

for comparative studies of the male mutation bias, because Miyata's method 

of n estimation assumes that substitution rate differences between chromosome 

types are entirely due to the relative period of time spent in the male and female 

germ line environments. Comparison of an unusually rapidly-evolving X-linked 

sequence with an unusually slowly-evolving autosomal sequence will lead to 

underestimation of the "true" male bias, to the extent that this can be defined. 

Miyata's method also assumes that the loci compared diverged at the same time. 

This assumption can be violated in closely related species, where differences 

between the sex chromosomes and autosomes in mutation fixation rates affect 

divergence times. Factors that potentially confound estimation of o are discussed 

in the following paragraphs, and their influence on the results presented in this 

study considered in later chapters. 



Regional substitution rate variation 

Nucleotide substitution rate varies with the regional nucleotide composition of 

a DNA sequence, which is commonly measured as the G+C% (e.g. Hurst and 

Williams, 2000). This variation poses a potential problem for the estimation of n 

by comparison of the substitution rates of two or more different loci, particularly 

as dinucleotide frequencies differ between the X chromosome and the autosomes 

(Huttley et al., 2000). Many studies have attempted to minimise the confounding 

effect of regional-specific substitution rates by choosing homologous pairs of 

genes where at least one member of the pair resides on a sex chromosome (e.g. 

Lawson and Hewitt, 2002, Shimmin et al., 1993, Chang and Li, 1995). However, 

as translocated pseudogenes adopt the evolutionary pattern of the region they 

are inserted into (Francino and Ochman, 1999), homologous gene pairs are still 

affected by regional substitution rate differences. The substitution rates of pairs 

of homologous introns from the Z and W bird chromosomes are as variable as 

randomly sampled, non-homologous intron pairs (Berlin et al., 2006). 

Natural selection 

Natural selection affects the evolution of sex chromosomes and autosomes 

differently. The mammalian Y chromosome and the avian W chromosome are 

mostly non-recombining. Selective sweeps on either of these chromosomes will 

reduce diversity across a large linked region. The efficacy of natural selection 

can also vary between loci. A recessive mutation on an X or Z chromosome 

will not be exposed to selection in the homogametic sex, but will be in the 

heterogametic sex. An autosomal recessive mutation will only be exposed when 

it is in the homozygous state. Therefore selection can act more effectively on 
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the sex chromosomes. The X chromosome is postulated to have evolved a low 

mutation rate to avoid exposing mutations in a haploid state in males (McVean 

and Hurst, 1997). This would have the effect of inflating estimates of male bias. 

Evidence for a mutation rate reduction on the X chromosome is limited. Whilst 

the human and chimpanzee X chromosomes show unusually low divergence, 

this is thought to be a result of either a complex speciation process or a selective 

sweep (see next section). 

Ancestral diversity 

The total number of differences between two species can be divided into those 

differences that occurred after speciation, and those differences that result from 

the fixation of polymorphic sites that existed at the time of speciation. For closely 

related species, differences resulting from ancestral polymorphism can constitute 

a considerable proportion of the total divergence. Burgess and Yang (2008) 

estimated that 39% of the total divergence between humans and chimpanzees 

results from ancestral polymorphism. The total divergence d can be expressed as 

(I = 2/// + iN,(i (Kimura, 1983) (1.3) 

where // is the mutation rate, t is the time in years since speciation, N,. is the 

effective population size of the ancestral population and 4N,.ii is the contribution 

of ancestral diversity to divergence. The equivalent chromosome-specific values 

will be denoted with the subscripts X, Y and A for X-linked, Y-linked and 

autosomal values respectively, for example d^ is the autosomal divergence. 

From 1.3, it is apparent that the ratio of divergence estimates from different 



chromosomal classes is affected by differences in speciation time, mutation 

rate or ancestral effective population size between the classes (see Burgess and 

Yang, 2008). The X chromosome, Y chromosome and autosomes have different 

effective population sizes, which poses a potential problem for the estimation 

of rt = fini/fif because different chromosome classes will have different levels 

of ancestral diversity. Under conditions of neutral evolution where variation in 

reproductive success is equal for males and females, the effective population sizes 

Ny, Nx and N,\ of the Y, X and autosomes respectively should reflect the number 

of copies of each chromosome type segregating in a population at any time, i.e. 

iVy - \Na and Nx = ^Na-

The expected effect of ancestral polymorphism is to decrease the dy/dA and 

dy/dx ratios and increase the dx/dA ratio, leading comparisons of dy/dA and 

dy/dx to underestimate the male bias and comparisons of dx/dA to overestimate 

the bias. Several studies have compared o estimates from recently diverged 

species, where ancestral polymorphism has a proportionally greater contribution 

to divergence, with estimates from more distantly related species (Makova and 

Li, 2002, Sandstedt and Tucker, 2005, Bartosch-Harlid et al., 2003). The results 

were consistent with the predicted effects of ancestral polymorphism. 

Estimates of a, and the conclusions they support, are sensitive to the method of 

accommodating the influence of ancestral diversity. For example, Ebersberger 

et al. (2002) compared n estimates based on Y/X, Y/A and X/A divergence rate 

ratios for human and chimpanzee sequences. When the ancestral diversity was 

assumed to equal the present human nucleotide diversity Y / X , Y/A and X/A 

ratios differed, which contradicts the replication-origin hypothesis. However, if 

ancestral diversity was assumed to be four times greater than the present human 
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diversity, the Y / X , Y / A and X / A ratios were consistent. The assumption that the 

ancestral human population size, and thus the ancestral diversity, is much greater 

than the present diversity is supported by several studies (Burgess and Yang, 

2008, Kaessmann et al., 2001). Other studies have tried to correct for the influence 

of ancestral polymorphism on a estimates by using published speciation time 

and ancestral population size estimates, (e.g. Nachman and Crowell, 2000), or 

by attributing all variation in divergence rate ratios to ancestral polymorphism, 

(e.g. Makova and Li, 2002). Both methods attribute all variation in the divergence 

rate to one of the three possible sources: the former study attributes all, and the 

latter study none of the variation, to variation in mutation rate. A more rigorous 

approach developed by Burgess and Yang (2008) jointly estimates mutation rate, 

speciation time and ancestral population size. 

The relative contributions of ancestral polymorphism and speciation time to the 

divergence of the human and chimpanzee X chromosomes has been the subject 

of recent controversy (Patterson et al., 2006, Wakeley, 2008, Burgess and Yang, 

2008). The X chromosomes of these species are considerably less diverged than 

the autosomes, even assuming the effective population size of the X chromosome 

is 3/4 that of the autosomes. The initial study by Patterson et al attributed 

the low X chromosome divergence to a complex process of speciation in the 

ancestral human and chimpanzee lineages, where hybridisation post-speciation 

led to a low divergence time for the X chromosome. A key factor in support 

of this hypothesis is that the phylogenetic relationship of human, chimpanzee 

and gorilla is much less ambiguous on the X chromosome than the autosomes, 

suggesting a more recent speciation time. Burgess and Yang, however, found 

that the low X divergence reflects a extremely reduced ancestral X chromosome 



population size; a possible consequence of a selective sweep. Patterson et al 

estimate rv to be 1.9, whilst Burgess and Yang's estimate is 3.0. 

1.0.3 The replication origin hypothesis for the male-biased 
mutation rate 

The most widely accepted explanation for the male biased mutation rate is that 

most mutations arise during DNA replication and consequently more mutations 

accumulate in the male germ line than the female germ line due to the greater 

number of replication cycles involved in spermatogenesis than oogenesis. Early 

during embryogenesis, a population of primordial germ cells is specified. The 

primordial germ cells migrate to the gonads and proliferate mitotically In 

the gonad, female primordial germ cells are known as oogonia, and male 

primordial germ cells as spermatogonia. Oogonia stop meiotic proliferation and 

start meiosis before birth (reviewed in Pepling, 2006), whereas spermatogonia 

temporarily cease mitotic proliferation before birth. From puberty onwards, sper-

matogonia undergo further, asymmetric mitotic divisions to form one daughter 

cell committed to differentiating into a cluster of spermatozoa, and one daughter 

spermatogonium (Zhao and Garbers, 2002). Spermatogonia therefore continue to 

replicate throughout the reproductive lifetime of adult males; whereas oogenesis 

involves a fixed number of replication cycles, all but one of which are completed 

before a female is born. 

Mutations can arise at DNA replication through nucleotide misincorporation 

by the DNA polymerase (copy errors), or through the fixation of premutagenic 

lesions. For a copy error to persist, it must escape DNA polymerase proofreading 
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and replication associated mismatch repair (MMR). The number of copy errors 

accumulated per cell division should depend only on the fidelity of the transcrip-

tion apparatus and post-replicative repair systems. The rate at which lesions are 

fixed as mutations will depend on the number of lesions encountered, which is 

a function of the rate of lesion formation and repair, and the method used to 

process the lesion. The replication-origin hypothesis refers only to copy errors. 

If copy errors are the major source of inherited mutation, the expected sex bias 

in the mutation rate should be proportional to the disparity in the number 

of replication cycles required to produce mature male and female gametes. 

This disparity increases with increasing male age, and the replication origin 

hypothesis predicts that the magnitude of the male bias in mutation rate should 

increase proportionately. Spermatogonial cells are generally assumed to divide 

at a roughly constant rate throughout the reproductive lifespan (e.g. Chang et al., 

1994, Li et al., 1996). Therefore the male to female ratio of cell divisions, and 

according to the replication hypothesis also the sex bias in the mutation rate, 

should increase with age at a constant rate. 

On an evolutionary time scale, the male bias in the nucleotide substitution 

rate predicted by the replication origin hypothesis is influenced by the average 

age of fathers of offspring that survive and reproduce. This is not necessarily 

equivalent to the average age at paternity For example, in several primate 

species dominant males monopolise dominant females, and dominant females 

have greater reproductive fitness (Engelhardt et al., 2006). Consequently, the 

average paternal age is influenced by the age of the dominant males, and the 

average age of fathers of surviving offspring is even more strongly related. 



The disparity in the number of replication cycles undergone by male and 

female germ cells at the average age of reproduction roughly correlates with the 

generation time of vertebrate species. Chang et al. (1994) estimated the ratio 

of male to female germ cell divisions at the average age of reproduction to be 

2.0 and 6.2 in rodents and humans respectively. The latter ratio increases to 

9.7 if the average human reproductive age is assumed to be 25 instead of 20 

years. Similarly, if the average paternal age in humans is estimated to be 15 

years, the male to female ratio of cell divisions is expected to be 2.8 (Li et al., 

1996). A more detailed analysis of reproduction in humans and wild primate 

populations estimated the average age at reproduction of humans, chimpanzees 

and old world monkeys, e.g. rhesus macaque, to be approximately 28, 21 and 

12 years respectively (Gage, 1998). Using Gage's estimate of 28 years for the 

average age of human fathers gives a male to female ratio of cell divisions of 

11.8. Accurate estimation of the expected sex-bias in the mutation rate based on 

the average disparity in male and female germ cell replication cycles requires an 

accurate understanding of the reproductive biology of the species in question. A 

species-specific estimate of the frequency of spermatogonial cell division is also 

necessary, as this can vary even between related species (Parapanov et al., 2007). 

Estimates of the expected ratio of male to female replication cycles are predicated 

on the assumption that a single population of spermatogonial cells complete 

all of the replication cycles. This is true of rodents, where replication of 

spermatogonial stem cells is minimised by extensive downstream replication 

of cells already committed to differentiation (see Ehmcke et al., 2006). Primate 

testes, however, contain a spermatogonial stem cell population that does not 

divide under normal circumstances but can be activated following damage to the 

replicating spermatogonial cells (reviewed in Ehmcke et al., 2006). Recruitment 
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of these normally quiescent cells to the replicating population potentially has a 

major impact on the sex ratio of germ cell division. The extent to which quiescent 

primate spermatogonia are activated during the normal reproductive lifespan 

is unknown, making it difficult to confidently estimate the male bias expected 

for primates under the replication-origin hypothesis. For several autosomal 

dominant disorders, the incidence does not increase monotonically with paternal 

age, but decreases around age 35-40 (Risch et al., 1987). Yoon et al. (2009) 

suggested this decrease results from the recruitment of quiescent spermatogonia 

that have not accumulated replication errors into the replicating population to 

replace damaged cells. Another potential complication for estimating expected 

values of n arises from evidence of postnatal oocyte replication (Johnson et al., 

2004). 

1.0.4 Testing the mutation via replication hypothesis 

The replication origin hypothesis for the male-biased mutation rate makes clear 

predictions about the expected magnitude of the male mutation bias and how this 

should change with age. Specifically, the replication origin hypothesis predicts 

that the magnitude of the male bias should equal the average ratio of male to 

female germ cell replicahon cycles; and the extent of male bias should increase 

linearly with age, assuming the rate of sperm production does not decrease with 

age. In reality, these predictions are difficult to test because neither the average 

ratio of replication cycles that occur in the male and female germ lines, nor how 

this ratio varies with age is clear. Further predictions of the replication origin 

hypothesis are that the absolute rate of mutation should depend on the number 



of replication cycles completed per unit time, and should reflect the fidelity of 

DNA replication. These predictions are addressed below. 

Do mutation rates reflect replication fidelity? 

The replication origin hypothesis predicts that mutations rates should reflect 

the rate of replicative copy errors. A rough argument suggests that replication 

fidelity is too high to completely account for the human mutation rate if 

the average age at paternity is assumed to be 20 years. Eukaryotic DNA 

polymerases make approximately one error per 10^ nucleotides copied, 0.1% 

of which are expected to evade repair by the MMR system (Baarends et al., 

2001). This is equivalent to less than one mutation on average per diploid 

human genome per replication cycle. Assuming an average generation time of 

20 years, Nachman estimated that approximately 175 mutations have occurred 

per generation since human and chimpanzee divergence (Nachman and Crowell, 

2000). Chang et al. (1994) estimate that by age 20, human spermatozoa have 

replicated their DNA 205 times and oocytes 33 times. Assuming less than one 

error occurs per replication cycle and that copy errors are the only source of 

mutation, an autosome that spends equal time in male and female germ cells 

should accumulate at most 119 = (205 + 33)/2 errors per generation, which is 

considerably less than Nachman's estimate. 

Studies of mutation accumulation in transgenic rodents do not support the 

hypothesis that replication is a major source of mutation. A mutation frequency 

increase with age has been observed in both dividing and non-dividing rodent 

tissues (e.g. Ono et al., 2000), indicating that age effects do not necessarily support 

a replicative origin for mutations. Despite the frequent proliferation of male germ 
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cells, the testis has one of the slowest rates of age-dependent mutation frequency 

increase (Ono et al., 2000). Indeed, using a different experimental method. Hill 

et al. (2005) found no age-related mutation frequency change in male germ 

cells. An age-related mutation spectrum shift towards more transversions has 

been observed in mice, suggesting that the causes of mutations change with age 

(Walter et al., 2004). The distribution of mutations also changed with age (Walter 

et al., 2004), which is not easily explained by the replication origin hypothesis. 

The mutation spectrum change may be the result of an age-related decline in 

base excision repair (BER) capacity, which increases the sensitivity of male germ 

cells to both spontaneous and exogenous mutagens (Cabelof et al., 2002). The 

importance of BER capacity in determining mutation frequency is suggested by 

the high mutation frequency in the rodent tissues that also have the lowest BER 

activity (Cabelof et al., 2002). 

The replication origin hypothesis predicts that the number of germ cell replication 

cycles per year, which is broadly correlated with generation time (Martin and 

Palumbi, 1993), should determine the substitution rate. However, carnivores 

evolve at a similar rate to rodents, despite very different generation times 

(Huttley et al., 2007). Instead, nucleotide substitution rate variation between 

species suggests a prominent role for endogenous metabolic damage. Multiple 

regression analysis indicates that metabolic rate is significantly correlated with 

the rate of synonymous substitution in primates, but generation time is not 

(Martin and Palumbi, 1993). Further, the sensitivity of nucleotide sites to 

oxidation is dependent on the surrounding nucleotides, or sequence context and 

context-dependent substitution rates vary in accordance with context-dependent 

sensitivity to oxidation (Stoltzfus, 2008). These results complement the findings 



discussed above concerning BER activity in rodent germ cells, as oxidative 

damage is repaired by BER. 

The magnitude of the male mutation bias 

A male-biased transmission pattern has been observed for several different types 

of mutation, not all of which are believed to result from replication. Microsatellite 

mutations (Ellegren, 2000), point mutations (Miyata et al., 1987) and inversions 

are all male-biased (Becker et al., 1996), which strongly suggests that multiple 

mechanisms contribute to the overall male mutation bias. The extent of the bias 

differs between mutation types (Becker et al., 1996) and loci, and is not observed 

for all types of mutations. Aneuploidies, in particular trisomy 21, are female-

biased, as are large deletions (e.g. the deletions leading to neurofibromatosis, 

Lazaro et al., 1996). The focus of this work is point mutations, as these constitute 

approximately 70% of known human disease causing mutations (Antonarakis 

et al., 2000), and the mechanisms that lead to their generation are the least 

understood. 

The magnitude of the paternal mutation transmission bias varies even amongst 

diseases that result from point mutations. According to the replication origin 

hypothesis, a paternal mutation transmission bias should be a general feature 

of monogenic, dominant disorders. However, the proportion of paternally 

and maternally inherited de novo disease causing mutations differs considerably 

between diseases. This information is summarised in the parent of origin mu-

tation database available at http://www.otago.ac.nz/IGC (Morison et al., 2001). 

No sex-bias in mutation transmission was found for sporadic point mutations 

causing Pelizaeus-Merzbacher disease; an X-linked disorder of myelin function 
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(Mimault et a l , 1999), or von Hippel-Lindau disease (Richards et al., 1995); an 

autosomal dominant condition that predisposes patients to develop certain types 

of cancer. In contrast, disorders arising from mutations in fibroblast growth 

factor receptor genes (FGFRl, FGFR2 or FGFR3), including Apert syndrome 

(Moloney et al., 1996), achondroplasia (Wilkin et al., 1998), Crouzon syndrome 

(Glaser et al., 2000), Pfeiffer syndrome (Glaser et al., 2000), and Muenke-type 

craniosynostosis (Rannan-Eliya et al., 2004), show a particularly strong paternal 

mutation transmission bias. These studies indicate that the disease-causing 

mutation is exclusively, or almost exclusively inherited paternally. Estimates 

of the rate of these mutations are orders of magnitude higher than estimates of 

mutation rate elsewhere in the genome (e.g. Goriely et al., 2003). 

Many of the dominant disorders that have a strong paternal transmission 

bias arise from mutations in a limited number of "hotspots". These hotspots 

frequently involve CpG dinucleotides, although the recurrent mutations are 

not always transitions. Two different mutations at a single CpG site, which 

result in the same amino acid substitution, cause 97% of achondroplasia cases 

(Wilkin et al., 1998). Mutation hotspots within CpG dinucleotides are also a 

feature of Apert syndrome (Moloney et al., 1996), neurofibromatosis (Evans 

et al., 2005), and Rett syndrome (Trappe et al., 2001), although mutations at non-

CpG hotspots also contribute to the disease-causing mutation spectra. Several 

recent analyses convincingly demonstrate that the mutation that causes Apert 

syndrome also confers a selective advantage on male germ line cells that carry it 

(Goriely et al., 2003, Qin et al., 2007, Choi et al., 2008). This mutation is believed 

to cause germ cells that would normally undergo asymmetric cell division to 

instead undergo symmetric division, thus expanding the germ cell progenitor 

population that carries the mutation and leading to germinal mosaicism (Qin 



et al., 2007). Anatomical studies have shown that spermatogonia carrying 

the Apert syndrome mutations occur in clusters within the testis (Qin et al., 

2007, Choi et al., 2008). Younger donors had smaller clusters, suggesting that 

clonal expansion of mutant cells did not occur prior to puberty (Choi et al., 

2008). Similar mosaicism has recently been detected in very old donors for the 

mutations that cause achondroplasia, suggesting that these mutations might also 

confer a similar selective advantage on spermatogonia (Giudicelli et al., 2008). 

Selective mechanisms have been postulated to explain other hotspots of male-

biased mutation (Arnheim and Calabrese, 2009). 

Estimates of the male mutation bias from comparative studies are extremely 

variable. Table 1.2 summarises a estimates from several recent comparative 

studies of mammalian species. The value of n expected for humans under 

the replication origin hypothesis is so poorly defined that only extremely low 

or extremely high values of n can refute the replication origin hypothesis. 

Depending on the average paternal age assumed, the expected n value in humans 

could be from 2.8 to 11.8. An even greater range is reasonable if ancestral 

diversity influences estimates. Nevertheless, extreme values of n have been 

reported. Estimates of human a, prior to correction for ancestral diversity (see 

Section 1.0.2), range from 1.3 (Ebersberger et a l , 2002) to oo. Even after correcting 

for ancestral diversity, the lowest estimate of the primate a is 1.8 (Bohossian et al., 

2000), lower than predicted by the replication hypothesis. The data used in this 

study is notable for its unusually extreme CpG depletion (McVean, 2000). Studies 

of rodents have generally resulted in an « estimate of 2-3, but very high estimates 

of 8 .63 - o c have also been reported (Smith and Hurst, 1999). 



22 Chapter 1: Male-biased mutation 

Instead of testing for a specific value of a , the concordance between generation 

time and male mutation bias is often used as an approximate means of testing the 

replication origin hypothesis. For example, whatever the value of a for humans, 

it should be greater than that for rodents and birds. Estimates of a are broadly 

consistent with a generation time effect on the magnitude of male mutation bias, 

but there are notable exceptions. Male bias in perissodactyls (horses and rhinos) 

is as strong as in primates (Goetting-Minesky and Makova, 2006), and male bias 

in birds is almost as high (Hurst and Ellegren, 1998). 

Several studies found significant differences between estimates of n from differ-

ent chromosomal classes (Pink et al., 2009, Smith and Hurst, 1999), supporting 

the existence of sex-chromosome specific factors that influence mutation. Pink 

et al argue this discrepancy results from a mutagenic effect of recombination in 

the male germ line. As the Y chromosome is non-recombining for most of its 

length, mutations arising from recombination in males would increase the rate 

of nucleotide substitution on the autosomes relative to the Y chromosome. If the 

magnitude of the male bias arising from copy errors is small the autosomal rate 

could exceed the Y chromosome rate, as observed in the study by Pink et al. 

Paternal age effects 

If mutations arise at replication, the mutation frequency should increase linearly 

with age. However, some mutations with a paternally biased transmission 

pattern do not show the expected age-dependent increase in mutation frequency 

predicted by the replication origin hypothesis (e.g. Risch et al., 1987, Splendore 

et al., 2003, Li et al., 2006). Data on X-linked, paternally inherited mutations 

do not support a paternal age effect Qung et al., 2003), whilst some autosomal 



disease-causing mutations show an exponential or even cubic increase in fre-

quency with paternal age (Crow, 1999). One problem with early studies of age-

related disease incidence was that the causative mutations were unknown. Crow 

suggested that as different types of mutation show a different magnitude of male 

bias, inconsistent age effects resulted from different mutation spectra between 

diseases (Crow, 2006). More recent studies on known point mutations have also 

shown that paternal age effects are not always consistent with the predictions of 

the replication origin hypothesis (e.g. Giudicelli et al., 2008). A striking example 

is that the observed frequency of the C to G mutation at nucleotide 755 in the 

FGFR2 receptor in sperm, which causes Apert syndrome, increases with paternal 

age but the C to A mutation at the same site, which is not known to cause a 

mutant phenotype, does not (Goriely et al., 2003). 

Natural selection is a likely contributor to inconsistent paternal age effects. The 

incidence in sperm of the mutations that cause achondroplasia increases only 

modestly with paternal age, and not sufficiently to explain the exponential 

increase in the incidence of the disorder (Tiemann-Boege et al., 2002, Giudicelli 

et al., 2008). This may be the result of a selective advantage that gives sperm that 

carry the mutations greater success at fertilising than non-mutant sperm, or the 

mutant spermatogonia a proliferative advantage as in Apert syndrome. 

A wide range of evidence now indicates that the replication hypothesis does 

not provide a complete explanation for the male-biased mutation rate. The 

studies discussed above implicate methylation, age-related changes in mutation 

spectrum and rate, in particular a decline in BER, chromosome specific effects, 

recombination and natural selection as factors that contribute to the variability 

in f> estimates. Methodological issues including data choice and alignment 
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method also contribute (Smith and Hurst, 1999). Whether these factors enhance 

or obscure the male-bias mutation effect is not yet clear. Before the replication 

origin hypothesis for male-biased mutation is accepted, other potential causes 

must be excluded. 

1.0.5 Sex differences in germ cell biology 

Male and female germ cells differ in many respects other than the number 

of replication cycles each must undergo (see Hedrick, 2007, for review), and 

some of these differences potentially contribute to the different mutation rates 

observed in each cell lineage. A male bias in the mutation rate could be the 

consequence of an event that only occurs, or occurs more frequently in the male 

germ line. It may also result from some aspect of the male germ cell environment 

that makes male germ cells relatively more susceptible to mutation than female 

germ cells. This section will briefly review sex-specific differences in germ cell 

development. More detailed reviews of the two mechanisms a considered in this 

work, methylation and transcription, are presented in the relevant chapters. 

Gametogenesis involves the same events in males and females, although the 

timing and stage of development at which they occur differs substantially 

Spermatogenesis and oogenesis involve mitotic proliferation, recombination of 

paternally and maternally inherited chromosomes and the production of a 

mature haploid gamete during meiosis, followed by quiescence until fertilisation. 

In females, meiosis begins before birth, and germ cells remain arrested at the 

meiotic prophase until they are selectively recruited to complete a growth and 

maturation period around ovulation. The first meiotic division is completed at 

ovulation, and the second after fertilisation. During the growth period, large 



amounts of mRNA and protein are produced and stored. The early zygote relies 

entirely on stored maternal factors, as the zygotic genomic is not activated for 

transcription immediately (e.g. Picton et al., 1998). In contrast, the production of 

a mature spermatozoan involves extensive chromatin compaction and removal 

of non-essential cytosolic factors including the transcription apparatus and repair 

enzymes. These differences are reflected in the anatomy of the mature gametes: 

oocytes are one of the largest cells in the body, and spermatozoa one of the 

smallest. 

The mutagenic agents that have been evaluated in the male germ line do not 

act with equal strength at all developmental stages. Several chemical mutagens 

act specifically in post-meiotic spermatids and spermatozoa (Allen et al., 1995). 

Mature sperm have a very compact chromatin structure, with the histones 

replaced by protamines. When the histone-protamine transition is complete, 

the DNA is very resiliant to damage (Aitken et al., 2009), but after meiosis and 

before chromatin compaction is complete the DNA is vulnerable (Marchetti and 

Wyrobek, 2008). In humans, some histones remain in the mature spermatozoa. 

The amount of protamine is inversely correlated with measures of DNA damage 

(Aoki et al., 2006). Human sperm retains more histones than rodent sperm does 

(in van der Heijden et al., 2008), and is more susceptible to certain types of 

oxidative damage (Olsen et al., 2005). Differences in vulnerability to damage due 

to chromatin structure may contribute to between-species differences in the male 

mutation bias. 

Oxidation is one of the major types of DNA damage observed in sperm (Aitken 

and De luliis, 2009). An average of 25 000 oxidative lesions per spermatozoa have 

been detected in healthy males (Fraga et al., 1991). As the mature sperm lacks 



^ Chapter 1: Male-biased mutation 

repair enzymes, repair of this damage takes place in the zygote and relies on 

repair enzymes and transcripts produced by the oocyte. The composition of the 

spermatozoal membrane is particularly vulnerable to oxidative damage, which 

impairs the capacity for fertilisation (Cocuzza et a l , 2007). Thus, oxidative DNA 

damage in sperm is correlated with decreased fertility and sperm quality. Despite 

these correlations, strong evidence suggests sperm with oxidative DNA damage 

are still capable of fertilisation and at least some lesions caused by oxidation 

escape repair in the zygote. A study of children of whose fathers were smokers 

and mothers non-smokers found that the paternal smoking prior to conception 

was associated with a higher rate of childhood cancers, but no decrease in fertility 

(Ji et al., 1997). Another study found correlations between paternal preconception 

and pre-natal smoking and childhood cancer, but no corresponding correlations 

for maternal smoking (Chang, 2009). The effect of smoking was cumulative, 

suggesting damage affects spermatogonia. 

Recombination in male and female germ cells differs in location and rate. In 

males, recombination tends to be localized towards the telomeres, and towards 

the centromeres in females (Kong et al., 2002). Though the recombination rate 

is greater in females, recombination in males appears to have the greater impact 

on sequence evolution. The human recombination rate is correlated with both 

G+C% and nucleotide substitution rate, and this correlation is stronger for the 

male than for the female recombination rate (Webster et al., 2005, Dreszer et al., 

2007). This effect is likely mediated by biased gene conversion (BGC); the biased 

correction of mismatches resulting from recombination in favour of G and C 

nucleotides over A and T nucleotides. Biased substitutions occur in clusters and 

tend to be in transcribed regions (Dreszer et al., 2007). 



1.0.6 Evaluating the contributions of methylation and transcription 
to male-biased mutation 

Of the sex-biased factors considered above, methylation and transcription were 

considered in detail in this study. Methylation was examined because CpG 

sites are a prominent contributor to the male-biased disease causing mutation 

spectrum, and previous attempts to evaluate the contribution of methylation to 

the male-biased mutation rate have produced contradictory results (see Chapter 4 

on page 77). Transcription was also considered, because male and female gametes 

differ considerably in their transcription patterns and transcription is known to 

influence the evolutionary pattern (see Chapter 5 on page 97). Recombination 

is considered briefly in Chapter 3, and was found to be a potential contributor 

to observed substitution rate differences but was not evaluated further as the 

context dependent substitution models used in this study were not well-suited 

for detecting the effects of recombination. 

The causes of male bias were evaluated in this study by estimating the nucleotide 

substitution rate and process across a genomic-scale data set, and relating this to 

features of the sequences analysed and to the predictions of the replication origin 

hypothesis. The following chapter presents the models of sequence evolution 

used to estimate nucleotide substitution rates. In Chapter 3, regional substitution 

rate heterogeneity is evaluated with respect to its impact on estimates of male-

bias. Analyses of the contributions of methylation and transcription to male-

biased evolution follow in Chapters 4 and 5. 

The major contributions of this thesis include the discovery of a methodological 

bias that affects popular models of context-dependent substitution in Chapter 2; 



Chapter 1: Male-biased mutation 

the demonstration in Chapter 5 that male bias estimates from intronic and 

intergenic primate sequences differ, implying that transcription contributes to 

male bias and that significant differences in male bias estimates occur even 

for relatively closely related species; and a comprehensive quantification of the 

contribution of methylation to male-biased mutation in Chapter 4. It is argued in 

Chapter 6 that the replication-origin hypothesis for male-biased mutation is too 

simplistic, and that the n statistic is not ideally suited for estimating male bias. 



Table 1.2: Male bias estimates from comparative studies. Abbreviations are A = Autosomal, X = X-linked, Y = Y-linked, H = Human, 

C = Chimpanzee, G = Gorilla, B = Bonobo, Gi = Gibbon, S = Siamang, Ms = Mouse, R = Rat, Hr = Horse, FFD = Fourfold degenerate, 

L = Likelihood, P = Parsimony, D = Distance, AA = amino acid, AD = Ancestral Diversity, Chr = Chromosome. 

Species Chr Data Method Notes Ref 

Primates HC 

HCG 

H 

HCGBSGi 

GB 

JL X i .V • A • .4 1.3-5.4 Genomic 

2.8-3.2 

1.66 (1.19-2.45) Intergenic 

1 .8(1 .15-2.87) 

2.1 

2.23(1.47-3.84) Intronic 

4.26 

5.25 (2.44-oc) 

Repeats 

AD = 4 X present human diversity 

AD = present chimpanzee diversity 

Internal branches, A data from chr 3 

AD (A) = 19%, AD (Y) = 0 

External branches 

(Ebersberger et al., 2002) 

(Bohossian et al., 2000) 

(Lander, 2001) 

(Makova and Li, 2002) 

HC ^ 

i 
.1 
X 
y 

X 

3.6 (1-oc) 

0.711-1.95 

8.69-oc 

16.7-28.8 

Pseudogenes 

Zfx/Zfy, Ubclx/UMy FFD 

L (Nachman and Crowell, 2000) 

Other mammals HMsHr ^ 3 Coding D Same alpha for each species (Agulniketa l . , 1997) 

Cats Y 4.38 (3.76-5.14) Zfx/Zfy introns D (Pecon Slattery and O'Brien, 1998) 

Mice ^ 

X 

V 
.V 

1.8 

3.9 

2.3 

(Geraldes et al., 2008) 
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Chapter 2 

Modeling context dependent nucleotide 

substitution 

In this chapter, the context dependent nucleotide substitution models used 

throughout the following chapters are presented. I address the properties of the 

models, with emphasis on the behaviour of substitution rate estimates obtained 

when no sequence context effects exist. The results of this chapter extend the 

results presented in Lindsay et al. (2008) to consider the context dependent 

substitution model of Yap et al. (2010). 

2.1 Introduction and Theory 

The causes of germline mutation can potentially be inferred by considering base 

substitutions that have accumulated as species have diverged. According to the 

neutral theory of molecular evolution, when a sequence is not subject to natural 
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selection it accumulates base substitutions at a rate directly proportional to its 

mutation rate in the germline (Kimura, 1983). 

For sequences not subject to natural selection, the nucleotide substitution rate 

is equal to the germ line mutation rate (Kimura, 1983). Consequently, by 

relating the estimated substitution process of homologous, neutrally evolving 

alignments with properties of their constituent sequences such as recombination 

rate and transcription status, processes that affect the germline mutation rate can 

potentially be identified. 

The substitution rate of single nucleotides is highly affected by their neighbour-

ing nucleotides in mammals (e.g. Hess et al., 1994, Blake et al., 1992, Hwang 

and Green, 2004) and plants (e.g. Morton et al., 2006). The most well-known 

example of a context-dependent mutagenic process is the elevated mutation rate 

of cytosine nucleotides within the context of a CpG dinucleotide. The CpG 

context affects mutagenesis because cytosine residues within CpG are frequently 

methylated, and methylated cytosine (mC) nucleotides are highly prone to 

mutation. In this case, the context-dependence and the high mutation rate 

occur for different reasons. Other context effects may be a direct consequence 

of sequence affecting the ability of repair enzymes and other agents to bind to 

DNA. 

The context in which a substitution occurs can provide clues about its origin. 

Mutagenic agents differ in the types of mutation they characteristically cause and 

the sequence contexts in which they are likely to cause mutation (Rogozin et al., 

2005). Whilst C ^ T substitutions occur in all contexts, those that occur in a CpG 

context are generally attributed to methylation. Although the context preferences 

of other mutagenic processes are not as well characterised, differences in the 
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effects of sequence context on nucleotide substitution rates between the sex-

chromosome and the autosomes may be useful in resolving the causes of male 

bias. 

Nucleotide substitution patterns have most commonly been estimated either by 

counting observed changes between homologous sequences, or by modeling 

sequence evolution as a Markov process. In its simplest form, the parsimonious 

method ignores the possibility that repeated substitutions have occurred at 

a single site, and can result in biased estimates of the substitution process 

even when the sequences being compared are closely related (e.g. Gaffney and 

Keightley, 2008, Hernandez, Williamson, Zhu and Bustamante, 2007). Counting 

methods that account for context dependence and multiple substitutions have 

been developed (e.g. Morton et al., 2009), but are not considered here. Markov 

models of nucleotide substitution and methods of extending these models to 

account for the effects of sequence context are considered in the following section. 

2.1.1 Markov models of nucleotide substitution 

Models of DNA sequence evolution typically assume that evolution proceeds 

according to a continuous time Markov process. For this assumption to be met, 

sequence evolution must be stochastic (i.e. random as opposed to deterministic) 

and satisfy the Markov property: 

Consider a stochastic process and let X{t) be the state the process takes at time f. The 

process has the Markov property if the transition probabilies satisfy 

t) := P{X{s + t ) = j\X{.so) V .so < .s) = P{X(s + f ) = .y|X(.s)) (2.1) 
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where pij{s, t) is the probability that a transition from state i to state j occurs between 

times s and t, Piji^^ 0 = 1 V 0 < .s < / and i in {X(t)}; and pij{t) > 0 fort > 0. 

Assuming that the probabiliti/ of a substitution at any instant is very small, the process 

also satisfies the initial conditions: 

lHj{0) = 0 i f i ^ j (2.2) 

= l ifi = j 

The Markov property implies that evolution is memoryless; that is, the probabil-

ity of a base substitution only depends on the current state and not the ancestral 

states. The states of a Markov model of DNA sequence evolution may be, for 

example, single nucleotides, dinucleotides or triplets of nucleotides, codons, or 

entire sequences. 

DNA sequence evolution is often assumed to be time homogeneous. That is, 

P{X{t + s) = j\X{i) = i) = P(X(,s) = .y|X(0) = 0 V.s > 0 (2.3) 

The assumption of time homogeneity simplifies the calculation of transition prob-

abilities, as transition probabilities under a time homogeneous model depend 

only on the elapsed time, rather than the start time as well as the elapsed time. 

Several methods of relaxing the homogeneity assumption whilst retaining its 

computational advantages have been developed. These include a method that 

allows each branch of a phylogenetic tree to evolve according to a separate 

time-homogeneous process, (Galtier and Gouy, 1998) and a method that allows 

sequences to switch between different substitution processes over time according 

to a hidden Markov model (Whelan, 2008). 
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Consider a homogeneous Markov process. The probability pij(t) can be ex-

pressed in terms of conditional probabilities: 

k 
= YlP(X{t) = k\X{^)^r)P{X{f + s)=j\X{f) = k) (2.4) 

k 
= Pik{f)Pkj{^) 

(Chapman-Kolnwgowv equation) 

The Chapman-Kolmogorov equation can be used to derive an expression for the 

substitution probabilities as a function of time. First, let P{t) be the matrix of 

Pij{f) terms and define the instantaneous rate matrix, Q as 

Q = •P'(O) 

To ensure that probability is conserved, the rows of Q must sum to zero, which can be 

achieved by defining 

<Hi = - Y l 'i'J (2.6) 

Substituting the initial values (2.2) for P(0) into 2.5 gives 

Inn and ,,, = lim ^ ^ (2.7) 
At^o At Ai^i) At ^ ' 
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The Q matrix describes the propensity for substitutions to occur. Entries of a Q 

matrix will be described as instantaneous, relative substitution rates, or simply 

as a substitution rate when the substituted motifs are specified. 
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Using 2.4, and noting that because of the initial condition, P(0) = I, where I is 

the identity matrix. 

k 

= Y. Pik{f)Pkjm - Prjit) + Prj{i)Pjj{M) 

= E w ) P k , m - PrAm - Pjjm) 
k^J 

Dividing both sides by At and taking the limit as t oc 

-Zt^i PMPtji^t) - Pi,m - Pnim 
Af 

The limit and sum may be interchanged because the sum is finite. Interchanging these 

and using the identities derived in 1.7, 

k^j 

= Y.P^kit)Qkj (2.8) 
k 

In matrix form, 2.8 is written ^ Pif)Q 

A similar construction to the above gives P'(t) = QP(f)- Using the initial 

conditions, these equations can be solved to give 

P(t) = c^' (2.9) 
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Two additional simplifying assumptions are frequently made: statiomrity, which 
means that the motif frequencies {iTi} do not change over time, and reversibility, 
which means that the frequency of i to j substitutions is equal to the frequency of 
j to i substitutions, i.e.: 

nrPrjit) = 7rjPj,{f) (2.10) 

For a substitution model applied to single nucleotides, reversibility can be 
achieved by expressing the qij in terms of a symmetric rate component, rj j = r j j , 
and a motif frequency component, TTJ 

(hj - ri.jTTj (2.11) 

It will be shown in Section 2.1.5 that the same condition can be applied to ensure 
that the context-dependent models used in this study are reversible. 

The assumption of reversibility guarantees that the matrix exponential (2.9) can 
be computed by spectral decomposition (see Schranz et al., 2008), and simplifies 
the computation of the likelihood of a substitution model given a sequence 
alignment (Felsenstein, 1981, and see Section 2.1.3). 

Fitting a model of sequence evolution to an alignment of DNA sequences related 
by a phylogenetic tree involves specifying the form of the Q matrix, and finding 
the combination of parameter values that would make observing the alignment 
most probable, assuming the model is correct. The assumption of stationarity 
means that the motif frequencies at the root of the tree do not need to be optimised 
in the substitution model, as they are equal to the motif frequencies in the 
observed sequences. 
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2.1.2 The General Time Reversible model 

The General Time Reversible ( G T R ) nucleotide substitution model, defined 

below, is the most general stationary, homogeneous and reversible model of 

single nucleotide evolution, and forms the basis for the context-dependent 

models used in this study. Each type of nucleotide exchange is allowed to occur 

at a different rate. The columns and rows in the G T R model below are ordered 

[A,C,G,T]. Diagonal entries are calculated as defined above. 

Q = 
- rA,c TTc TAX: T^G ^A.T T^T 

rA.C ^A - rex; T^G rc.T ttt 

^A.gt^A TC.GT^C - rc.TT^T 
rA.T T^A rc.T T^C rG.T ttg -

2.1.3 Estimating the parameters of a model of evolution 

Parameter estimates are generally calculated according to the criterion of max-

imum likelihood. If each site of a DNA sequence is assumed to evolve inde-

pendently, the likelihood of the sequence can be calculated by summing the 

likelihood of each site. Felsenstein (1981) developed a "pruning" algorithm for 

calculating the likelihood of a sequence alignment for a given model and phylo-

genetic tree. For a reversible model of nucleotide substitution with independent 

branch lengths, the likelihood is independent of the placement of the root (proof 

in Felsenstein, 1981). 
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2.1.4 Context dependent models of evolution 

The first context dependent models were developed to model the evolution 

of codons (Goldman and Yang, 1994, Muse and Gaut, 1994) and sequences 

that form stem-loop structures in RNA (Schoniger and von Haeseler, 1994). 

These models, and their parameterisations, have influenced subsequent model 

development. The codon alphabet naturally segregates nucleotides into non-

overlapping triplets of nucleotides, and nucleotide substitution models can 

easily be extended to model substitutions between independent codons. The 

specification of motif frequencies in a codon model is less straightforward than 

in a nucleotide substitution model (see Yap et al., 2010, Lindsay et al., 2008). The 

original codon models differ in terms of their specification of the equilibium state 

probabilities. The implications of these differences were examined in (Lindsay 

et al., 2008) and are briefly revisited in Section 2.3. 

Codon models have been extended to consider neutral, context-dependent effects 

that occur within and across codon boundaries (e.g. Jensen and Pedersen, 

2000, Pedersen and Jensen, 2001, Saunders and Green, 2007). Other context-

dependent models have been developed to account for the effects of neighbour-

ing nucleotides on substitution rates in non-coding regions (Hwang and Green, 

2004). When the influences of both the left and right neighbouring sites are 

considered, the probability of a substitution depends on the current state of 

its neighbours, and analytical calculation of the likelihood becomes intractable. 

Instead, parameter values must be estimated using a method such as Markov 

Chain Monte Carlo (MCMC). This dramatically increases the computational 

effort needed to estimate parameter values. The most general context-dependent 

models have been applied to only small numbers of alignments (Hwang and 
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Green, 2004), and some are only applicable to pairs of sequences (Jensen and 

Pedersen, 2000). Simpler context-dependent models consider context effects 

on one side only (Siepel and Haussler, 2004, Saunders and Green, 2007). The 

likelihood function can be expressed in terms of conditional probabilities when 

the dependence occurs in one direction only (Baele et al., 2008), and analytic 

parameter estimation is still possible. 

Arndt et al have developed a series of context-dependent substitution models 

where parameters are estimated using an approximation to the likelihood (see 

Arndt, Burge and Hwa, 2003). In these models, substitutions occur according 

to two processes: one context-dependent and one context-independent, which 

act simultaneously on a sequence. The context-dependent process allows the 

rate of substitution of a nucleotide to depend on the identity of its two flanking 

neighbours. An approximation for the trinucleotide frequencies is used to make 

likelihood estimation tractable. Arndt, Burge and Hwa's (2003) original model 

allows the estimation of stationary substitution frequencies for a given transition 

rate matrix, or transition rates given stationary nucleotide and dinucleotide 

frequencies. This model was extended by Arndt, Petrov and Hwa (2003) 

to the case of a star phylogeny with a known ancestral sequence, allowing 

transition rates to be estimated without assuming the observed sequences are 

at compositional equilibrium. A further generalisation of this model allows the 

ancestral nucleotide frequencies to be estimated by maximum likelihood for a star 

phylogeny of three or more sequences (Arndt, 2006). However, the approximate 

likelihood technique remains computationally intensive (Baele et al., 2008). The 

most recent extension, by Duret and Arndt (2008), is non-stationary and non-

reversible, but likelihoods were estimated by MCMC. 
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Limited attention has been given to characterising how Q matrices estimated with 

different models vary. Siepel and Haussler (2004) have compared parameter 

estimates obtained using reversible and non-reversible models, and by consid-

ering alignments as composed of independent or overlapping N-tuples. The 

parameter estimates produced using the independent sites model were described 

as "close to optimal" when compared with the estimates produced using the 

overlapping sites model. The Q matrices estimated using reversible and non-

reversible models were similar, except for CpG transversions. This discrepancy 

may be a consequence of Siepel and Haussler's (2004) treatment of the motif 

frequencies (see Section 2.3.1). That the other estimates were similar suggests that 

good approximations of the substitution rates can be obtained with a reversible 

substitution model, at least for relatively shallow evolutionary time-depths. A 

further reason for considering reversible substitution models is that some of 

the algorithms used for matrix exponentiation are vulnerable to error when the 

matrix being exponentiated represents a non-reversible substitution process, and 

these vulnerabilities have only recently been characterised (Schranz et al., 2008). 

2.1.5 The CpG baseline model 

The context-dependent substitution models that are used in this study differ 

from the original codon substitution models (Lewontin, 1989, Goldman and 

Yang, 1994, Muse and Gaut, 1994) in their definition of the motif frequen-

cies. Nucleotide substitution was modeled as a stationary, homogeneous and 

reversible Markov process acting on dinucleotide motifs. Aligned columns 

of dinucleotides were considered independent, allowing the likelihood to be 

calculated using Felsenstein's (1981) algorithm. Simultaneous double nucleotide 
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substitutions were disallowed. The importance of simultaneous double nu-

cleotide substitutions to the substitution rate in primates is controversial (e.g. 

Smith et al., 2003, Whelan and Goldman, 2004), and needs revisiting using the 

new condihonal nucleotide frequency (CNF) model form presented in (Yap et al., 

2010) and considered for the dinucleotide case in Section 2.3.1. However, such 

an investigation should also consider the potentially confounding affect of the 

complex speciation of the human and chimpanzee lineages (see discussion in 

Chapter 5). In the models used in this study, a simultaneous dinucleotide 

substitution would occur via two single-nucleotide steps. If double nucleotide 

substitutions were prevalent, their effect on the model parameters would be to 

increase the estimated rate of each of the single nucleotide steps. 

Three different methods of specifying the motif frequency component of a Q ma-

trix parameter are compared in the Results section. As the CNF specification (Yap 

et al., 2010) was used throughout the following chapters, the context-dependent 

model is defined below with respect to this form. Of the models considered, the 

interpretation of context-dependent rate estimates is most straightforward using 

the CNF form, as the effects of context-dependent substitution rates and context-

dependent motif frequencies are confounded by the other models (see Section 

2.3.1). 

In a CNF model, Q matrix entries consist of rate parameters, e.g. i-jj, multiplied 

by the conditional probability of the nucleotide resulting from the substitution, 

given the identity of its neighbouring nucleotide. The conditional probability of 

a C nucleotide given that the 3' neighbouring nucleotide is a G will be written 

as 7rc\-c- The G T R parameters were included in every substitution model 
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considered, and context dependent terms introduced as scaling factors adjusting 

the value of the relevant G T R parameter. 

The Q matrix for a G T R dinucleotide substitution model with an additional 

parameter for substitutions between CpG and TpG is defined below. This 

parameterisation with the addition of a parameter for substitutions between CpG 

and CpA dinucleotides is frequently used in later chapters, and will be referred 

to as the CpG baseline model. 

let qiii2.jij2 Q matrix parameter representing a substitution from dinucleotide 1112 

to dinucleotide jij2, where ii. i2.j1.j2 e {A, C, T. G}. The dinucleotide substitution 

model is described supposing that the substituted nucleotide occurs at the first position. 

Substitutions that occur at the second position are defined similarly. 

'Ihh. j\h — ' 

'•COT-ttjjI-J, 

ii ^ j i and ?2 ^ J2 

ii and j i differ by T ^ ^ 

?i and j i differ by .4 -h- C 

ii and j i differ by o T 

ii and j ] differ by C o G 

ii and j i differ by C -H-T and 

'2,.71.72} {CpG ,TpG} 

rc^T rca^TC {'4^2,.71.72} = {CpG, TpG} 
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To see that the CNF definition of motif frequencies results in a reversible 
substitution model and a symmetric matrix of instantaneous rates, note that 

- — 

Where TT-J^ is the probability that the 3' neighbour of a substituted nucleotide is 
>2. Assuming as above that the substitution occurs at the first position, TT-J.^ = 
7r_i2 as i2 = j2-

The reversibility condition for a dinucleotide model, 7rii,2Qn/2. ju2 = T^jihQhhMh 
implies 

^hh-jiji ^ii|-j2 ~ ^hh ^'hh-hh 

I.e. 

^hhJih _ Ou'2.'i»2 

^iihJih ~ ''jih'iih 

Two other widely-used motif probability specifications are considered in this 
chapter. The nucleotide frequency (NF) specification is similar to the CNF 
form, except that the motif frequency component of a Q matrix parameter is 
the frequency of the nucleotide resulting from the substitution, independent of its 
context. In the tuple frequency (TF) specification, the motifs are the dinucleotides 
that results from the substitution. For example, rca<^TC would be weighted by 
TTT\-G ir> a C N F model , by TTT in an N F model , and by TTTC in a TF model . 
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2.1.6 Interpretation and comparison of parameter estimates 

Estimates of substitution rate and time are confounded; a process where sub-

stitutions occur at rate r for time f is indistinguishable from a process where 

substitutions occur at rate r/2 for time 2t because substitution probabilities 

depend only on the product of the rate and time (see Equation (2.9)). It is 

redundant to estimate values for a set of parameters that span Q, such as the 

G T R parameters, as well as the branch lengths. Consequently only five of the 

six G T R parameters are included in the CpG baseline model definition, and the 

remaining parameter value is set to one. Following parameter estimation, the Q 

matrix is conventionally scaled so that the expected number of substitutions per 

site is one, i.e. - •niq -,, = 1, allowing the branch lengths to be interpreted as 

the expected number of substitutions per site. 

Scaling the Q matrix in terms of motif frequencies can introduce correlations 

between sequence composition and relative rate estimates. Consider a sequence 

with a highly elevated rate of CpG substitution and a very high frequency of CpG 

dinucleotides. In this sequence, most substitutions occur at CpG dinucleotides. 

Scaling the Q matrix so that the average expected number of substitutions per site 

equals one means that the the relative rate estimate for CpG substitutions must 

be approximately one. 

Determining whether differences between the X chromosome and the autosomes 

are caused by intrinsic differences in substitution propensities required that the Q 

matrix be scaled independently of the motif frequencies so that Q matrix entries 

for different alignments were directly comparable. The intuitive approach used 

in this study was simply to remove the TT terms from the scaling condition, so that 

the entries of a Q matrix sum to one. 
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Comparing substitution patterns 

Four general approaches have been used in previous studies for quantifying 

substitution pattern variation: 

• Nested likelihood ratio (LR) tests assess substitution pattern heterogeneity 

in terms of its ability to improve model fit. 

• Matrix distance methods estimate the difference between two or more 

transition matrices. Existing methods comparing transition matrices do not 

identify which types of changes exhibit rate heterogeneity, although Weiss 

and von Haeseler (2003) note that the approach could be extended to do so. 

• Comparison of substitution frequencies Observed and expected substi-

tution counts have been compared using x^ (e.g. Zheng et al., 2007) and 

G-tests (e.g. Pacholczyk and Kimmel, 2005). Substitution frequencies can 

also be derived from a Markov transition matrix, and used to estimate the 

contribution of a given type of substitution to the total divergence (e.g. 

Goldman and Yang, 1994, Singh et al., 2006, Arndt and Hwa, 2005). 

• Pairwise comparison of instantaneous transition rates can be performed 

using similar statistical methods as for the comparison of substitution 

frequencies. 

In this study, several methods of evaluating variation in the substitution process 

are used. The relative importance of rate parameters for improving model fit is 

assessed using LR tests. Instantaneous rate parameters are directly compared 

using Wilcoxon signed-rank tests. Mean values for X-linked and autosomal 

parameter estimates are also compared indirectly via the o statistic. Confidence 

intervals for a estimates are derived by mapping bootstrap confidence intervals 
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for substitution rate ratios to a statistics. To disentangle the influences of motif 

frequencies and nucleotide mutability on branch length estimates, instantaneous 

substitution rates and substitution frequencies are compared, where a substitu-

tion frequency is the total contribution of a given substitution type towards the 

branch length estimate, defined as in Goldman and Yang (1994). 
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The effect of motif specification on the ability of dinucleotide models (Lindsay 

et al., 2008) and codon models (Yap et al., 2010) to correctly model a substitution 

process with no context effects have been reported previously. The results below 

update the dinucleotide analysis to include the CNF model. 

2.2 Methods 

2.2.1 Data 
Single-copy sequences from large syntenic regions were chosen for analysis in 

this project, with the aim of minimising the impact of alignment errors and 

ectopic recombination on parameter estimates. The confounding influence of 

natural selection was minimised, as much as possible, by considering only non-

coding sequences, and using a large data set. Two data sets of alignments 

of human, chimpanzee and macaque sequences were used throughout these 

analyses - the "intronic" and the "intergenic" data set. A subset of these data 

sets, the "flanking pair" data set, is used in Chapter 5. Any additional data are 

described in the relevant chapter. 

Alignments of human, chimpanzee and macaque one-to-one orthologous se-

quences were sampled from Ensembl version 49. An intronic data set of 3319 

alignments and an intergenic data set of 7662 alignments were selected. The 

intronic data set was created by selecting all available alignments to human 

protein-coding gene sequences from chromosomes (as opposed to unanchored 

"scaffolds"). Annotated exons and CpG islands, as well as simple (di- or 

trinucleotide) repeats and alignment columns containing a gap character were 
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removed. The original dinucleotide reading frame was preserved so that artificial 

dinucleotides were not created. Where the original alignment was from the 

minus (i.e. non-coding, template or transcribed) strand, the reverse complement 

of the original alignment was created, so that all final alignments were of the non-

transcribed strand. Sequences from consecutive introns from the same original 

gene alignment were concatenated, again preserving the original dinucleotide 

frame, and divided into blocks of length 50 000 aligned nucleotides. Some 

genes were sufficiently large that several non-overlapping alignments of 50 000 

nucleotides could be made from the same gene. In these cases, all of the 

alignments were included in the final intronic data set. 

The intergenic alignment was created by excluding all annotated human genes 

from the whole genome alignment of human, chimpanzee and macaque se-

quences. Regions where the alignment was ambiguous, i.e. where more than 

one alignment was available, were excluded. Simple repeats, CpG islands and 

alignment gaps were removed as for the intronic data set, and the remaining 

alignments were divided into non-overlapping blocks of 50 000 aligned nu-

cleotides. 

2.2.2 Model fitting 

Details of the model parameterisation were discussed in Section 2.1.5. A 

standard, single nucleotide GTR substitution model was used in Section 2.3.1 to 

calculate parameter estimates that were then used to simulate alignments. In all 

other cases, including models with no dinucleotide relative rate parameters, the 

states of the model were dinucleotide motifs. Models were fitted to alignments 
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Table 2.1: Notation 

Abbreviation Description 

I -.J 

GTR 

/ Vij 

n 

TT-VI-V 

AB ^ AC 

AD ^ NN 

rAB^AC 

CpG baseline 

GTIi + (tiiiuc 

A complementary nucleotide pair consisting of nu-

cleotide i paired with nucleotide j 

The General Time Reversible nucleotide substitution 

model (Section 2.1.2) 

the instantaneous rate of substitution between motifs 

•i and J in a reversible Q matrix. These terms are 

used interchangeably, and the same notation is used for 

dinucleotide parameters. 

The maximum likelihtxid estimate of the parameter 

described above. The ' notation is also used for estimates 

of the n statistic for male bias 

The probability of nucleotide X, given that the 3' neigh-

bour of X is a Y nucleotide 

A substitution of AC for AD, or vice versa, where A,B 

and C are arbitrary nucleotides 

A substitution of AD for any motif differing by an 

instantaneous change, or vice versa, where A,D are 

arbitrary nucleotides and N is any nucleotide 

A pair of strand complementary substitution parameters, 

e.g. 7-tg^cg and rcc^TC. 

Q matrix consisting of the 6 parameters of the CTU model 

and parameters, and parameters for instantaneous CpG 

transitions, i.e. TO o CG and CA o CC. The CpG 

baseline mixlel is applied to an alphabet of dinucleotide 

motifs 

A dinucleotide substitution model containing the GTli 

parameters and one of the 48 parameters representing an 

instantaneous substitution between dinucleotides. The 

'+' notation is used to indicate the inclusion of an 

additional parameter in a substitution model. 
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of human, chimpanzee and macaque sequences, with an unrooted tree topology. 

Modeling notation is summarised in Table 2.1. 

Model fitting was performed using the PyCogent software toolkit, version 

1.4dev (Knight et al., 2007). Likelihood was used to evaluate model fit, and 

was computed using the standard algorithm (Felsenstein, 1981). The optimal 

parameter estimates reported are those that maximised the likelihood of a 

substitution model for a given alignment. Where not otherwise specified, 

parameter estimates were calculated by fitting a CpG baseline model to the 

intergenic data set. Optimisation was performed using the built-in PyCogent 

simulated annealing and Powell optimisers. A global optimisation was initially 

performed using simulated annealing, with tolerance set to 1, followed by a local 

optimisation using Powell. A maximum of 100 000 likelihood evaluations were 

allowed, and optimisation was restarted up to 10 times. Rate parameter values 

were bounded from below by zero and from above by 100. Three alignments from 

the intergenic data set were consistently poorly optimised and were excluded 

from consideration throughout this work. 

2.2.3 Simulation of alignments to evaluate the effects of different 
motif frequency specification 

One alignment with a low G+C% (ENSG00000118946 from chromosome 13, 

G + C = 32%), one alignment with an average G+C% (ENSGOOOOOl 15423 

from chromosome 2, G + C = 39%) and one alignment with a high G+C% 

(ENSG00000175866 from chromosome 17,G + C ^ 59%) were selected from the 

intronic data set. 
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To evaluate the influence of motif frequency specification on the apparent 

influence of sequence context, alignments were simulated that matched the 

dinucleotide composition of the real alignments, but evolved according to a 

single nucleotide process. For each of the original alignments, a standard, 

single nucleotide GTH substitution model was fitted, and then a dinucleotide 

GTR substitution model with CNF motif frequencies and parameter values fixed 

as the maximum likelihood estimates from the single nucleotide substitution 

model was used to simulate 1000 new alignments each of length 10 000 aligned 

nucleotides. GTR + CG ^ NN models were fitted to the simulated alignments, 

where CG NN includes all instantaneous (single-nucleotide) substitutions 

involving a CpG dinucleotide. Motif frequencies were specified as the frequency 

of either the substituted dinucleotide (TF), the substituted nucleotide (NF) or the 

substituted nucleotide conditional on the unchanged nucleotide (CNF). 

2.3 Results 

2.3.1 Effect of motif specification on estimated effects of context 

Context-dependent substitufion models aim to measure the extent to which the 

substitufion rate of a nucleotide depends on the identity of other nucleotides. 

If the nucleotide substitution rate is unaffected by other nucleotides, no context 

effects should be detected and the estimated rates of single nucleotide substitu-

tions should be equal to rates esfimated with an independent sites model, i.e. the 

context-dependent Q matrix parameters should equal one. 
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Figure 2.1: Comparison between model specifications of the estimated rate of CpG substitutions in 

context-free data. A GT/f substitution model was fitted to three intronic alignments, with 

relatively a. low b. average and c. high G+C%. Using each set of fitted values, 1000 alignments 

were simulated, and GT/f + C G o JVN models fitted to the simulated alignments. Kernel 

density plots based on the distribution of VTa*^ca estimates are shown. As the alignments were 

simulated according to an independent process, the expected value of r ra^^ca is 1. 
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The CNF and NF models did not detect any effect of the CpG context when 

applied to alignments simulated using a dinucleotide GTR substitution model 

with CNF motif frequencies. The TF model detected an effect of the CpG 

context that varied in strength and direction with the G+C% of the simulated 

alignments. Maximum likelihood estimates of rcc^NN for each model form 

are contrasted in Figure 2.1. As the alignments were simulated according to 

an independent nucleotide substitution process, the expected value of rra^CG 

is one. Estimates from the CNF and NF models were in close agreement and 

centered at approximately 1 for each set of alignments. Median estimates from 

the TF models varied with from > 1 for the lowest G + C% set, to < 1 for the 

highest G + C% set. 

When applied to a real intronic alignment, the estimated effects of sequence 

context differed between model forms Figure 2.2). TF, CNF and NF variants of 

the 48 models including the GTR parameters and one additional dinucleotide 

parameter (the GTR + dinuc models) were fitted to the alignment used for 

simulation in Figure 2.1 b. Unsurprisingly, given the rarity of CpG dinucleotides, 

estimated rates of substitutions involving CpG dinucleotides differed most 

between models. The TF model indicated the strongest effect of the CpG context 

on substitution rates, and the NF model indicated the weakest effect. Estimates 

from the NF model concurred more closely than the TF estimates to the CNF 

estimates when the CNF estimates indicated a weak context effect. The reverse 

was true when CNF estimates indicated a strong context effect. The CNF model 

found that CpG transitions were elevated by about 8-fold over transitions in 

general, and CpG transversions were elevated by about 4-fold over transversions 

in general (Figure 2.2 a. and b.). In contrast to the other model forms, the NF 

model did not detect a strong effect of context for CpG transversions. 
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Figure 2.2: Comparison of dinucleotide parameter estimates between models. Dinucleotide parameters 

(dinuc) were estimated using a GTR + dimic substitution model for the conditional (CNF), 

dinucleotide (TF) and single nucleotide (NF) motif frequency specifications. Models were fitted 

an intronic alignment (ENSGOOOOOl 15423) with a G+C% typical of the alignments in the intronic 

data set. Parameter estimates that differed by more than 0.75 between models are annotated with 

the substitution represented. The line where points on the X-axis and Y-axis are equal is shown in 

red, and black lines are drawn at the value 1 for each model. A parameter value of 1 is interpreted 

as the absence of a context effect. 
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Hereafter, all analyses use the CNF model form. 

2.3.2 Influential dinucleotide contexts 

The individual contributions of each dinucleotide parameter in improving model 
fit were assessed. The GTR + dinuc models were fitted to the intronic data 
set. For each alignment in the data set, models were ranked according to the 
improvement in likelihood ratio over a GTR model. Top ranking dinucleotide 
parameters are shown in Table 2.2. Model rank was very heterogeneous between 
alignments, with all 48 models ranking within the top 10 for at least one 
alignment and 17 models ranking within the top 4 for at least one alignment. 
Unsurprisingly, the most influential parameters were transitions involving CpG 
dinucleotides. The next six most influential parameters were also transitions, 
involving dinucleotides composed of two A-T pairs. 

For the dinucleotide parameters in Table 2.2, LR tests were performed to evaluate 
how much the parameter (denoted dinuc) improved the model fit over the 
GTR model; whether the dinuc parameter was equally influential when the 
two most influential parameters {rxa'^cc*) were also included in the model; 
and whether r jC'^ca* were equally influential when added to a GTR + dinuc 
model. Pairs of strand complementary dinucleotide parameters are denoted with 
*, e.g. rTG^^CG*- Average likelihood ratio statistics for the intronic data set are 
presented in Table 2.3. Note that total likelihood improvement provided by a 
GTR+TG -H- CG*+din uc model over a GTR model does not depend on whether 
the dinuc parameter or the TG CG* parameters are added to the model first, 
which can be seen by summing the relevant columns of Table 2.3. 
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Table 2.2: Most influential dinucleotide parameters for the intronic data set. Dinucleotide parameters were 
ranked by the extent to which likelihood improved when the dinucleotide parameter was added 
to a CTR model. Parameters with a top 6 rank for at least one alignment are ranked by the 
percentage of alignments in wliich they had a top 6 likelihood rank. The Total column shows the 
percentage of alignments for which a parameter ranked in the top 6. 

GTR + 
1 2 3 

Rank (%) 

4 

1 

5 6 Total 

TG o CG 52.06 47.94 0.00 0.00 0.00 0.00 100,00 
CA o CG 47.94 52.06 0.00 0,00 0.00 0.00 100.00 
TT ̂  CT 0.00 0.00 19.64 19.10 17.54 15.31 71.59 
AA ̂  AG 0.00 0.00 17.84 20.28 18,44 14.52 71.08 
AT GT 0.00 0.00 21.27 12.84 10.00 8.47 52.58 
AT ̂  AC 0.00 0.00 21.09 12.05 10.00 8.56 51.70 
AA o GA 0.00 0.00 6.81 12.44 10,61 10.30 40.16 
TT o TC 0.00 0.00 7.02 10.64 10.85 10.52 39.02 
CT o CG 0.00 0.00 1.60 2,41 3.89 6.09 13.98 
CG o AG 0.00 0.00 1.42 2,02 3.83 5.27 12.53 
GA ̂  GG 0.00 0.00 0.72 1.96 3.46 5.36 11,51 
TC <-> CG 0.00 0.00 0,99 1,93 3.77 4.61 11.30 
CG o GG 0.00 0.00 0.66 1.27 2.29 2.95 7,17 
CC CG 0.00 0.00 0.36 1.05 1.87 3.28 6.57 
AG ̂  GG 0.00 0.00 0.24 0,84 1.72 2.59 5.39 
CT^CC 0.00 0.00 0.33 1.14 1.63 1.99 5.09 
TA ̂  CA 0.00 0.00 0.00 0.00 0.09 0.06 0.15 
TA o TG 0.00 0.00 0.00 0.03 0.03 0.06 0.12 
AT AG 0.00 0.00 0.00 0,00 0.00 0,03 0.03 
TC ̂  TG 0.00 0.00 0,00 0.00 0.00 0,03 0.03 

The improvement in model fit obtained by including dinucleotide parameters in 

a model was dependent on the other parameters in the model. The influence 

of dinucleotide substitution parameters modeling C •^T* substitutions in non-

CpG sequence contexts, for example rTT^CT*, generally decreased when the 

rTG^CG* parameters were also included in the model, indicating that a portion 

of the influence of these parameters in improving model fit is due to the same 

cause. Surprisingly, the influence of the tat^gt* parameters increased when the 
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Table 2.3: LR tests of dinucleotide importance for alignments in the intronic data set. The leftmost 

column 'dinuc' indicates the dinucleotide parameter which was added either to the null and the 

alternate model (4th column), or just to the alternate model (2nd and 3rd columns). The remaining 

columns show the average improvement in model fit (LR) for the alternate model over the null 

model, where column headings show the alternate model parameterisation over the null model 

parameterisation. 

7" r> / alternate \ ^^^ \ null ) 
dinuc GTR+dinuc GTR+TG^CG'+dirmr GTR+dhiuc+TG-i^CG* dinuc am GTR+TG'i^CG* GTR+dinur 

TG o C G ' 609.51 _ _ TT^^CT 39.83 19.51 589.19 AA ^ AG 39.19 19.23 589.55 AT o GT 34.72 59.24 634.03 AT <-)• AC 33.80 58.05 633.76 AA GA 27.96 12.66 594.21 TT « TG 27.35 12.18 594.33 CT^GG 18.79 21.81 612.53 CG o AG 18.19 21.13 612.45 TC 17.37 7.20 599.33 GA ^ GG 17.10 7.04 599.45 CG ^GG 14.65 16.51 611.37 CC o CG 14.37 16.25 611.39 AG GG 12.17 3.75 601.09 CT^CG 11.54 3.61 601.57 TA TG 5.19 3.22 607.54 TA o CA 5.04 3.09 607.55 

rTG^̂ CG* parameters were also included in the model, suggesting a synergistic 

effect. Whether this has a biological cause, or is a feature of the model formulation 

is unclear. 

2.4 Discussion 

In reversible, context-dependent substitution models, entries of the instantaneous 

rate matrix Q are typically weighted by the frequency of the motif resulting 
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from the substitution. Here it was shown that the definition of these motifs 

affects estimates of context-dependent substitution rates. One of the two most 

commonly used motif frequency definitions (TF) was shown here to infer that 

substitution is context-dependent in simulated data that evolves with no context 

effects but non-multiplicative dinucleotide frequencies. The equivalent models 

for a codon alphabet both incorrectly infer context-effects when none exist, with 

the extent to which estimates deviate from expectations dependent on the motif 

frequency composition of the sequence being analysed (Yap et al., 2010). As in 

Lindsay et al. (2008), the NF model did not detect an influence of the CpG context 

in simulated context-free data in this study. 

The ability to accurately model the biased composition of real DNA sequences 

is a crucial feature of a context-dependent substitution model. This analysis has 

shown that, as in Yap et al. (2010), the NF model performs poorly when detecting 

context effects in real data. The CNF and TF models both detected a strong 

influence of context for CpG transversions. These estimates are in agreement 

with analyses of human, disease-causing mutations, which also indicate that 

CpG transversions occur at an elevated rate (e.g. Krawczak et al., 1998). When 

compared with the TF and NF models, the CNF model is the only model to 

perform equally well when detecting the presence and the absence of context 

effects in non-coding data. The equivalent result has been previously shown for 

coding data (Yap et al., 2010). 

Motif frequency specification had little impact on the dinucleotide parameters 

identified as the most important for improving model fit. The dinucleotide 

contexts estimated to be the most consistently influential using the CNF model 

were in general agreement with the influential contexts identified using the TF 
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model in Lindsay et al. (2008). The NF model did not detect this effect for the 

intronic alignments considered. These analyses suggest that the TF model is 

prone to type I error, whilst the NF model is prone to type II error. 
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Chapter 3 

Regional substitution process variation 

Previous studies have assumed that male-bias is consistent across the genome 

and that regional variation in the substitution process arises from non-sex-biased 

processes. If this assumption is true, failure to consider regional processes 

u'hen estimating male-bias will confound results. In this chapter, I examine 

regional substitution rate variation in relation to male-bias and consider how 

best to disentangle the influences of sex-biased from non-sex-biased processes 

on the substitution rate. I demonstrate that that a simple strategy of matching 

alignments according to their compositional properties or propensity to undergo 

recombination does not result in meaningful estimates of male-bias (a) for the 

data set under consideration in this study. 

3.1 Introduction 

Substitution rate heterogeneity poses a fundamental challenge for the estimation 

of male-bias, as differences in substitution process arising from regional factors 
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must be distinguished from differences arising from sex. Nucleotide substitution 

rates vary considerably within chromosomes, between autosomes (Lercher et al. 

(2001)), and between autosomes and sex chromosomes. Estimates of male bias 

are sensitive to genomic location of the sequences compared (Berlin et al., 2006, 

Smith and Hurst, 1999). A further complication is that Miyata et al.'s (1987) 

n statistic assumes that the relative time each chromosome spends in the male 

and female germ cell environments determines the extent to which it experiences 

male-biased mutation. As such, Miyata et al.'s (1987) n is unsuited for measuring 

sex-biased processes that are not time-dependent. 

Several previous analyses have attempted to eliminate the confounding effects 

of regional substitution rate variation by estimating sex-bias for duplicated 

sequences (e.g. Goetting-Minesky and Makova, 2006, Bohossian et al., 2000, 

Chang and Li, 1995). As duplicated sequences share an ancestral sequence, 

members of a family of duplicated sequences should, at least initially, be affected 

by the same mutation biases caused by local sequence context. However, Berlin 

et al. (2006) found no correlation between the substitution rates of homologous, 

non-recombining introns shared by the sex chromosomes in birds, indicating that 

duplicated sequences are not immune from regional substitution process biases 

(Berlin et al., 2006). 

An alternative approach to dealing with regional substitution rate variation 

when estimating male-bias has been to "correct" substitution rate estimates 

for effects of sequence composition and recombination rate using regression 

techniques (Taylor et al., 2006). However, this study did not examine whether 

the assumptions underlying the a statistic for estimating male-bias were better 

satisfied once the correction was applied. 
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The availability of whole genome sequences, including the recently published 

macaque genome (Gibbs et al., 2007), enables the relationship between regional 

substitution rate variation and male-biased mutation to be examined on a large 

scale. Of particular interest is whether the assumptions of Miyata et al.'s (1987) 

can be met with appropriate matching of data for regional influences, and 

whether there is evidence for a single, genome-wide male-bias. Amongst the 

most favoured candidate causes of regional substitution rate variation are nu-

cleotide composition, recombination, and telomere-specific effects. The proposed 

mechanisms by which each of these factors are thought to influence nucleotide 

substitution rates are introduced below. 

Substitution rate heterogeneity coincides with variation in nucleotide composi-

tion (e.g. Bielawski et al., 2000, Webster et al., 2003). The genomes of warm-

blooded vertebrates are comprised of large blocks of relatively homogeneous 

nucleotide composition, called isochores, typically each at least 300 kb long 

(Bernardi, 1993). The nucleotide composition of a sequence is typically measured 

as the frequency of guanine and cytosine nucleotides (G+C%). 

Sequence composition itself has been proposed to cause of substitution rate 

heterogeneity. In comparison with A:T nucleotide pairs, G:C pairs have greater 

thermodynamic stability. Certain potentially mutagenic nucleotide alterations, 

such as the deamination of cytosine to uracil or mC to thymine, occur much 

more readily in single-stranded than in double-stranded DNA (Lindahl and 

Nyberg, 1974). As more energy input is required to separate a G:C pair then an 

A:T pair, regions with an elevated G+C% may undergo less transient, localised 

DNA strand separation (DNA breathing) than regions with a high A+T%, and 

consequently have a slower rate of mC mutation. Another compositional feature 



Chapter 3: Regional substitution process variation 

that may have a large impact on substitution rate and process variation is the 

frequency of CpG dinucleotides. As mutations at CpG dinucleotides occur at 

a highly elevated rate (Cooper and Youssoufian, 1988), differences in the CpG 

dinucleotide frequency are expected to affect the substitution rate. 

The most popular hypothesis to account for isochore structure, known as the BGC 

hypothesis (see page 25), is that nucleotide mismatches generated by recombina-

tion are subject to biased repair favouring G and C nucleotides (Galtier et al., 

2001). Consequently, regions with an elevated recombination rate are expected 

to develop an elevated G+C% content. The BGC hypothesis is motivated by the 

observation that mismatches of a G or C nucleotide with an A or T nucleotide are 

corrected with a bias favouring the G or C in monkey kidney cells (Brown and 

Jiricny, 1988). As estimates of the BGC rate are not easily obtained, in previous 

studies the recombination rate has been used to approximate the rate of BGC (e.g. 

Duret and Arndt, 2008). The location of a sequence with respect to the nearest 

telomere can also be used as a crude proxy measure of the male-specific rate of 

BGC, as the male recombination rate is greatest near telomeres (Kong et al., 2002). 

Telomere-specific changes in the substitution process consistent with BGC have 

been previously identified (Arndt et al., 2005), including changes indicative of 

sex-differences in the effect of recombination on the mutation process Dreszer 

et al. (2007). 

Mutation bias hypotheses for isochore structure attribute nucleotide composi-

tional heterogeneity to the regionally biased occurrence of DNA damage and 

repair. In eukaryotic cells, DNA sequences are extensively coiled around proteins 

to form chromatin. The extent of coiling and therefore the accessibility of 

sequences to mutagens and repair systems varies with nucleotide composition 
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(Gong et al., 2005, Filipski, 1987, Ehrenhofer-Murray, 2004). Chromatin compact-

ness is inversely correlated with substitution rate (Prendergast et al., 2007), and 

periodic variations in the human substitution process in accordance with known 

histone locations have been observed (Ying et al., 2010). Another mutation-bias 

explanation for substitution rate heterogeneity, which is more compatible with 

the replication origin hypothesis for male bias than other explanations, is that 

the spectrum of replication errors changes throughout the replication cycle as 

a result of changes in the pool of free nucleotides (Wolfe et al., 1989). Support 

for this hypothesis comes from observations that the spectrum of errors made by 

DNA polymerase is affected by the concentrations and relative proportions of the 

nucleotide percursors, which change throughout the replication cycle (Martomo 

and Mathews, 2002). 

In this chapter, the uniqueness of the substitution process of X-linked loci is 

considered in the context of genome-wide substitution process heterogeneity, 

and the extent to which substitution rate differences between X-linked and 

autosomal alignments truly reflect sex- rather than regional effects evaluated. 

The relationships between nucleotide substitution rate and two direct measures 

of sequence composition (G+C% and CpG frequency) and several measures 

that may be correlated with the BGC rate (male and female-recombination rate 

estimates and telomere proximity) are assessed for X-linked and autosomal 

alignments. The influence of these factors on the single nucleotide substitution 

process was also assessed. Analyses were performed using the intergenic data 

set and, as the recombination rate estimates used were human-specific, analyses 

of substitution rates were restricted to the human rate estimates. 
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3.2 Methods 

3.2.1 Estimation of recombination rates 

Human sex-specific recombination rates were obtained from the deCODE database 

(Kong et al., 2002). For the majority of alignments in the untranscribed data 

set, no recombination rate estimate was available in the region spanned by the 

alignment. Splines were fitted to graphs of recombination rate estimates versus 

chromosomal location using the pspline package in R, with settings adjusted so 

that the fitted spline passed through all estimates. Goodness-of-fit was verified 

by visual inspection. Sex-specific recombination rates were extrapolated from the 

splines for the start coordinate of each alignment. (Due to the removal of gaps and 

low complexity sequences, the genomic coordinates of the alignments were not 

reliable indicators of the central position.) Recombination rates were not extrapo-

lated for alignments located more distally than the most distal recombination rate 

estimate, or for locations with at least 5Mb between consecutive recombination 

rate estimates. The latter criterion was chosen specifically to remove centromeric 

alignments, for which recombination rate estimates were unavailable. 

3.2.2 Estimation of distance to telomere 

The distance of each alignment from the closest telomere was calculated, using 

the estimates of total chromosome length published by Lander (2001). As for the 

estimation of recombination rates, distances were estimated with respect to the 

start of the alignment. 
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Estimation of confidence intervals for a 

Confidence intervals for o estimates were approximated by resampling align-

ments with replacement from a data set and calculating a using the ratio of the 

sample mean substitution rate estimates for the X-linked and autosomal data sets. 

1000 samples of X-linked and autosomal alignments were taken, each sample 

consisting of the same number of estimates as the corresponding observed data 

set. 95% confidence intervals were inferred from the distribution of sample n 

statistics. 

3.2.3 Sliding window comparison of a confidence intervals 

Confidence intervals were estimated for the relationships between the substitu-

tion rate predictors and n estimates by partitioning substitution rate estimates 

according to the value of the predictor, and constructing confidence intervals 

for partitions. Confidence intervals were constructed as described above with 

the exception that resampling was performed only 500 times for each partition. 

For each predictor, partition size was determined by dividing the range of the 

predictor variable by five, where range is defined as the union of the ranges 

for the X-linked and autosomal alignments. Starting from a window centered 

on the lower endpoint of the range, confidence intervals were calculated for 

overlapping partitions. Successive partitions started at the central point of the 

previous partition. For example, if the ranges of the predictor variable for the X-

linked and autosomal alignments were (0, 20) and (5, 25) respectively, the range 

of the predictor would be (5, 20), the partition size would be 3, and confidence 

intervals would be calculated for the ranges (4,6), (5, 7),.. . (19,21). 
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3.3 Results 

3.3.1 Dinucleotide composition of X-linked and autosomal 
alignments 

Compositional differences between X-linked and autosomal alignments may 

contribute to their branch length differences. As different combinations of 

dinucleotide frequencies can result in the same G+C%, the suitability of G+C% 

as an indicator of dinucleotide motif composition was examined. Wilcoxon 

signed-rank tests were performed to evaluate whether X-linked and autosomal 

sequences had the same dinucleotide frequency composition. A p-value of 

0.05 was chosen to nominally indicate significance. Figure 3.1 indicates the 

comparisons that were significant after a Bonferroni correction was applied to 

adjust the p-value cutoff to account for multiple testing. The corresponding 

G+C% distribution for each chromosome is also shown. Intergenic, X-linked 

alignments tended to have a lower frequency of CpG dinucleotides than auto-

somal alignments of similar G+C%, but the frequencies of all other dinucleotides 

generally did not differ. 

3.3.2 Predictors of variation in human substitution rate variation 

The effect of matching X-linked and autosomal alignments according to their 

composition, telomeric location or recombination rate, and estimating n for 

matched alignments was evaluated. Substitution rate estimates were first plotted, 

and trend functions calculated (Figure 3.2). The trend functions were used 

to derive c\ estimates 3 S 3 function of GSCII prGdictor vsri^blc Bootstrap 95% 
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mai 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 2 0 21 22 X 

A > X 

A u t o s o m e (A) 

X > A CZI No difference 

F i g u r e 3.1: C o m p a r i s o n o f G + C % a n d d i n u c l e o t i d e m o t i f p r o b a b i l i t i e s b e t w e e n i n t e r g e n i c X - l i n k e d 

and a u t o s o m a l data . T h e top panel s h o w s the G + C % distr ibution of intergenic a l ignments , 

sorted by the c h r o m o s o m a l location of the h u m a n sequences . W h i s k e r s s h o w the G+C'/o r ange 

for a l i g n m e n t s with G+C'X. within (1.5 t imes the interquart i le range) of the u p p e r and lower 

quart i les . A l i g n m e n t s with G+C"/o outs ide this range are indicated with + signs. The l o w e r 

panel s u m m a r i s e s the results of Wi lcoxon s igned-rank tests of whether the distr ibution of each 

d inuc leo t ide moti f in X- l inked a l ignments differed from the distr ibution of the s a m e motif in each 

of the a u t o s o m e s . A p-va lue cutoff of 0 .05 w a s chosen to indicate signif icant difference. Tests 

that w e r e signif icant after a Bonferroni correct ion for mul t ip le testing w a s appl ied are indicated 

in c o l o u r Blue squares indicate tests with a s ignif icant p -va lue where the mean dinuc leot ide 

f requency on the a u t o s o m e w a s greater than that on the X c h r o m o s o m e (.1 > .V), and red squares 

indicate signif icant tests w h e r e the mean dinuc leot ide f requency w a s greater for the X- l inked 

a l i g n m e n t s (A' > .1). 
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confidence intervals were estimated using a sliding window technique (see 

Methods). Estimates of a and the associated confidence intervals are shown in 

Figure 3.3. 

Substitution rate differences between X-linked and autosomal alignments were 

not consistent across the genome for alignments with similar nucleotide composi-

tion (Figure 3.2, a. and b.). The human substitution rate of autosomal alignments 

tended to increase with increasing G+C% and CpG frequency, but the opposite 

was true of X-linked alignments. Unsurprisingly, estimates of a for alignments 

matched according to their G+C% or CpG frequency were highly variable. In 

Figure 3.3 a. (r> versus G+C%) and b. (a versus CpG frequency), there is an 

asymptote as rv estimates tend towards oo. These invalid values of n indicate 

that the remaining substitution rate difference between the matched X-linked and 

autosomal alignments is too great to be accounted for only by a time-dependent 

male mutation bias. 

Matching alignments according to their female recombination rate resulted in 

a more consistent relationship between the substitution rates of X-linked and 

autosomal alignments (Figure 3.2 c.). Estimates of « and their confidence 

intervals for alignments matched according to their female recombination rate 

remained too variable to be meaningful Figure 3.3 c.. The positive relationship 

between the male recombination rate and the autosomal substitution rate (Figure 

3.2 d.), and the high substitution rate of some autosomal, telomeric alignments 

(Figure 3.2 e.) both suggest that recombination in males contributes to the 

substitution rate. Simultaneously correcting for effects of male and female 

recombination was not attempted, as it is not straightforward to determine how 
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the male and female rates should be weighted, and such a correction was not 

required for subsequent analyses. 

3.3.3 Predictors of substitution process variation 

The influence of the factors considered above in relation to the human sub-

stitution rate was evaluated for the rescaled GTR parameter estimates using 

Spearman's rank correlation test. Spearman's p statistics for the 60 separate 

tests are shown in Table 3.1. The G+C% was the strongest predictor of the 

substitution process of both autosomal and X-linked data. Correlations between 

G+C% and GTR parameter estimates were weaker for X-linked data than for 

autosomal data. CpG frequency was a significant predictor of the autosomal 

substitution process, but less so for the X-linked data. Although other significant 

relationships between GTR estimates and alignment properties were detected, 

the small p statistics in Table 3.1 indicate that these associations were generally 

weak. The one exception was X-linked f j ^ A estimates, which varied significantly 

with female recombination rate and telomeric location, but not with G+C%. 

GTR parameters estimates varied linearly with G+C% for autosomal sequences 

(Figure 3.4). The relative proportion of transitions increased with G+C%. Of the 

transversion terms, the proportion of rc^^G substitutions decreases most rapidly 

with G+C%. As indicated by the Spearman tests, there was little relationship 

between the r^oyi estimates and G+C%. Transition parameters estimates were 

highly variable even amongst alignments with the same G+C%. 
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Table 3.1: Association between GTli parameter estimates and sequence features. Spearman's rank 
correlation statistics were calculated to test for associations. Spearman's i> statistic is shown 
for each comparison to 2 decimal places, and associations that were significant at the 0.001 (**) 
or 0.05 (*) level, after the p-value cutoff was adjusted to correct for the multiple comparisons, 
are indicated. GTR parameter estimates were rescaled to sum to one, and were estimated for 
intergenic X-linked (X) and autosomal (A) data using the CpG baseline model. Abbreviations: $ 
- Female cf - Male rr - recombination rate. 

Data f x o C f c « G f x ^ ^ G f c o A 

G + C % A 0.41 * * ().:«) ** - 0 . 7 2 * * - 0 . 4 5 * * - 0 . 4 5 * * 0.25 * * 
X 0 . 1 8 * -0.,'58 * * - 0 . 4 4 * * - 0 . 3 8 * * 0.05 

CpG frequency A O.S,'-)** 0.24 * * -0..'-)4 * * - 0 . 3 4 * * -0. .34 * * 0 . 1 5 * * 
X 0 . 2 4 * 0.08 - 0 . 1 9 * - 0 . 2 7 * * - 0 . 2 5 * - 0 . 1 3 

Distance to telomere A - 0 . 1 0 * * -O.OG ** O.Ki** 0 . 0 7 * * 0 . 0 7 * * - 0 . 0 3 
X - 0 . 0 8 -0.1.3 - 0 . 0 4 0.20 0.15 0 . 4 0 * * 

? " A 0.04 0.02 - 0 . 0 7 * * - 0 . 0 1 - 0 . 0 2 - 0 . 0 0 
X - 0 . 0 2 0.12 0.11 - 0 . 1 1 - 0 . 0 0 - 0 . 3 1 * * 

Cf rr A 0 . 0 5 * * 0.01 - 0 . 0 0 * * - 0 . 0 2 - 0 . 0 3 - 0 . 0 3 

3.4 Discussion 

Matching X-linked and autosomal alignments according to their nucleotide or 

CpG composition was not sufficient to enable meaningful o estimates to be 

calculated. Although the substitution rate difference between X-linked and 

autosomal alignments was relatively constant for alignments matched according 

to their recombination rate in the female germline, a estimates remained very 

sensitive to fluctuations in substitution rate estimates for X-linked data. Matching 

alignments for several features might generally decrease the variance of a 

estimates, but reducing the volume of data considered could have the opposite 

effect. Considering the confidence intervals for n estimated in here, it is no 

surprise that previous studies have reported a wide range of « statistics even 
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when attempts have been made to eliminate the confounding regional effects on 

nucleotide substitution rates. 

The replication origin hypothesis assumes that the majority of mutations are 

caused by replication errors, and consequently implicitly assumes that regional 

substitution rate heterogeneity is also caused by replication errors. Although the 

spectrum of replication errors is believed to change throughout the replication 

cycle as a result of changes in the composition of the free nucleotide pool (Wolfe 

et al., 1989, Martomo and Mathews, 2002), the male-to-female ratio of replication 

cycles remains constant. Therefore, the replication origin hypothesis predicts 

that male bias should be constant amongst sequences that replicate at the same 

time. At least in somatic cells, replication timing is strongly correlated with 

sequence composition (Schmegner et al., 2007, Woodfine et al., 2004). However, 

in this study o estimates increased with G+C% to invalid values, indicating that 

regional substitution rate heterogeneity is not fully explained by changes in the 

frequency of replication errors over the course of a replication cycle. A recent 

analysis of the relationship between rodent substitution rates and replication 

timing in embryonic cells reported a similar finding (Pink and Hurst, 2009). 

Changes in replication timing associated with X-inactivation are not likely to have 

contributed extensively to this result, as random X-inactivation is reversed early 

during the germ cell cycle (Morgan et al., 2005). 

An influence of recombination on the human substitution rate may explain why 

the relationships between sequence composition and the rate estimates for X-

linked and autosomal alignments differed. If the female recombination rate 

affects the nucleotide substitution rate, the male recombination rate is also likely 

to be influential. Indeed, several studies indicate that recombination has more 
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effect on the substitution rate and process when it occurs in the male germline 

than the female germline (Webster et al., 2005, Dreszer et al., 2007, Duret and 

Arndt, 2008), and in this study the gradient of the relationship between the male 

recombination rate and human substitution rate of autosomal alignments was 

greater than that for the female recombination rate. The male recombination rate 

is greatest, and also greatest with respect to the female recombinahon rate, for 

sequences located close to a telomere (Broman et a l , 1998, Kong et al., 2002). Such 

sequences also tend to be G+C-rich. As X-linked alignments do not recombine 

in males, except at the pseudo-autosomal region, differences between X-linked 

and autosomal alignments located close to a telomere may be indicative of the 

influence of the male recombination rate on the substitution rate. Recombination 

could therefore explain all of the relationships between substitution rates and 

sequence features observed in this study: if male recombination increases the 

substitution rate of G+C-rich autosomal but not X-linked sequences, no telomere 

effect is expected for X-linked data and a stronger relationship between the 

female recombination rate and the nucleotide substitution rate of X-linked than 

autosomal data is predicted. 

Although the substitution rate was correlated with the distance of alignments 

from a telomere and their male and female recombination rates, the GTR 

parameters were not similarly correlated except in a small number of cases. The 

reversible models used in this analysis are not suited for detecting the directional 

effects of BGC, i.e. an increase in the rate of substitutions that create a G or 

C compared with the rate of the reverse substitutions. The GT7? parameter 

estimates were, however, strongly correlated with the G+C% and CpG frequency 

The elevated CpG transversion and transversion rates may contribute to these 

observations. The only type of single nucleotide substitution that cannot either 
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occur at or create a CpG dinucleotide isT ^ A, and VT^A estimates were the only 

instantaneous substitution rate estimates to vary significantly with the female 

recombination rate. 

The results presented here suggest that the factors that cause regional substitution 

rate variation also contribute to sex-bias. If the converse was true, estimates of 

male bias should be consistent for alignments matched according to regional 

influences. Matching X-linked and autosomal alignments according to their 

female recombination rate resulted in the most consistent estimates of male-bias. 

However, if female recombination contributes to substitution rate heterogeneity, 

it is reasonable to assume that male recombination rate does also. Any influence 

of male recombination rate on the substitution rate is expected to affect estimates 

of sex-bias, for the reasons discussed above. Another consideration is that G+C% 

was the best predictor of the single nucleotide substitution rate spectrum of 

both X-linked and autosomal alignments, whereas the female recombination rate 

varied with substitution rate but not process. Although G+C% therefore the best 

predictor of regional variation in the substitution process, estimates of male bias 

increased with increasing G+C%. Consequently the results of this chapter do not 

support the existence of a single, genome-wide male-bias, although individual 

contributing factors may have a consistent effect across the genome. Motivated 

by the results presented in this chapter, the approach taken for estimating the 

contribution of methylation to male-bias in the following chapter is to compute 

genome-wide mean estimates of male-bias, and also consider how estimates vary 

with nucleotide composition. 
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Figure 3.2: H u m a n s u b s t i t u t i o n rate e s t i m a t e s versus rate predic tors , a. G+C'X. b . C p G frequency c. 

Female-speci f ic recombinat ion rate (rr) d. Male-speci f ic recombinat ion rate e. Dis tance from the 

h u m a n telomere. G + C % and C p G frequency are the a v e r a g e values across an entire a l ignment . 

P o l y n o m i a l s of degree 2 w e r e fitted to each data set for e., and d e g r e e 1 p o l y n o m i a l s fitted to the 

other figures. Fitted values are plotted. Each data point represents the m a x i m u m l ikel ihood 

es t imate of the h u m a n subst i tut ion rate for o n e of the a l i g n m e n t s in the intergenic data set. 

Abbrevia t ions : rr recombinat ion rate c M cent iMorgan M b M e g a b a s e b p base pairs 
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Figure 3.3: Human-specif ic o versus al ignment features, a. G+C'X> b. C p G frequency c. Female-specific 

recombinat ion rate (rr) d. Distance from the human telomere, o was est imated using the 

trend functions in Figure 3.2. Approximate 95% bootstrap confidence regions are shaded. 

Abbreviat ions are defined as for Figure 3.2. 
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Figure 3.4: Variation in the subst i tut ion rate spec t rum of intergenic , autosomal data with G + C % . Re la t ive 

rate es t imates were es t imated with a G T R subst i tut ion model and are scaled to s u m to 1. T h e 
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Chapter 4 

Methylation 

The hypothesis that sex differences in the frequency of mutation at mC nu-

cleotides are a major cause of male-biased evolution is evaluated in this chapter. 

I consider whether the CpG transition and transversion rates are equally male-

biased in comparison with the rates of other types of substitutions, and estimate 

the proportional contribution of methylation to male biased-evolution. 

4.1 Introduction 

DNA methylation, which is the covalent addition of a methyl group to the 

5' position of a cytosine nucleotide, is one of the most important epigenetic 

modifications in mammals. It is involved in biological processes associated 

with chromatin condensation, including silencing retroelements, transcriptional 

regulation, and setting up tissue-specific and developmental stage-specific gene 

expression patterns. In mammals, most methylation occurs at cytosine nu-

cleotides that have guanine as their 3' neighbour, i.e. CpG dinucleotides. 
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Methylation occurs at 60-80% of the CpG dinucleotides in mature human germ 

cells (Trasler, 2006), the majority of which are located in repetitive sequences 

(Trasler, 2009). Many mammalian gene promoters include CpG-rich regions, 

known as CpG islands, that generally remain unmethylated. Outside CpG 

islands, the CpG dinucleotide is considerably underrepresented, presumably 

because of the high propensity of mC to undergo mutation (Coulondre et al., 

1978). 

Mutations of CpG dinucleotides are a major contributor to human genetic disease 

and evolution. Approximately one third of all human point mutations are tran-

sitions at CpG dinucleotides (El-Maarri et a l , 1998), and 37% of human disease-

causing point mutations occur at CpG dinucleotides (Cooper and Youssoufian, 

1988). Transitions at CpG dinucleotides are estimated to occur at least an order of 

magnitude faster than that of other types of substitutions (Nachman and Crowell, 

2000, Cooper and Youssoufian, 1988). Because of the highly elevated mutation 

rate of CpG dinucleotides, sex differences in germline biology that affect the 

mutation rate of CpG dinucleotides potentially have large effects on the male-

bias in the mutation rate. 

Mutations at mC nucleotides are not generally thought to be a consequence of 

replication errors (e.g. Taylor et al., 2006), although replication does affect the mC 

mutation rate (Lieb and Rehmat, 1997, see below). A key argument in favour 

of this hypothesis is that, unlike other types of substitutions, transitions at CpG 

dinucleotides accumulate at a constant ("clock-like") rate over time (Hwang and 

Green, 2004, Kim et al., 2006). If the rates of CpG and other types of substitutions 

are affected by different processes, they may also differ in male-bias. In the 
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following sections, the processes that influence the rate of CpG substitution, and 

their likely activity in the germline are considered. 

4.1.1 Determinants of the substitution rate of CpG dinucleotides 

Whilst the factors that modulate the CpG substitution rate are not completely 

understood (Pfeifer, 2000, El-Maarri et al., 1998, Radford and Lobachevsky, 2008), 

the elevated mutation rate of methylated compared to unmethylated cytosine 

has been clearly demonstrated. Cytosine residues that are mutation hotspots 

when methylated in transgenic Escherichia coli are not hotspots in strains lacking 

DNA methylation (Coulondre et al., 1978). Mutations at mC nucleotides arise 

as a consquence of spontaneous hydrolytic deamination of mC, which produces 

the naturally occurring base thymine. The resulting G:T lesions are thought to 

cause difficulties for repair systems, so that transition mutations arise either at 

replication or following inaccurate repair. Deamination is widely accepted as the 

primary mechanism by which CpG mutations arise, although other processes 

can also cause lesions specifically at mC nucleotides (e.g. Pfeifer, 2000), and 

the deamination explanation does not account for the elevated rate of CpG 

transversions (Huttley, 2004, Siepel and Haussler, 2004, Blake et al., 1992). 

The mutation rate of a CpG dinucleotide may be affected by its methylation 

status, the rate of mC deamination, the frequency and accuracy with which T:G 

lesions are repaired, and the chance of lesions being fixed as a mutations at 

replication before repair can take place. Mutations that occur for reasons other 

than deamination of mC will also contribute to the total mutation rate. Of these 

processes, deamination is often assumed to be the stage that most influences the 

mutation rate (e.g. Shen et al., 1994, Taylor et al., 2006, Fryxell and Moon, 2005). 
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The frequency of CpG transitions in humans is much less than the theoretical 

maximum that can be explained by deamination events if the mC deamination 

rate in humans is similar to the rate in E. coli (Shen et al., 1994). However, the 

difference between the rate of cytosine transitions in CpG and non-CpG contexts 

is much greater than the difference in the deamination rates of C and mC (Lindahl 

and Nyberg, 1974, Pfeifer, 2000), indicating that other factors influence the CpG 

transition rate. 

The balance between the rates of DNA replication and repair also potentially 

contributes to the mutation rate difference between transitions within and out-

side the CpG dinucleotide context. Mismatches that arise from replication and 

from deamination of mC must be dealt with differently. For a replication error, 

the nascent strand must be corrected; whereas for a G:T mismatch arising from 

deamination of mC the T should always be reverted to a C regardless of strand. 

At least two different repair systems can correct G:T mismatches in eukaryotic 

cells. In addition to the MMR system which corrects DNA replication errors, 

eukaryotes have a dedicated repair enzyme, thymine glycosylase, that acts as 

part of the BER system to specifically excise the T from a G:T mismatch in the 

context of a CpG dinucleotide. The repair of G:T lesions by BER is biased in 

favour of retaining the G (Brown and Jiricny, 1988). In hamster ovary cells, MMR 

and BER compete to repair G:T lesions (Bill et al., 1998). Repair mediated by 

thymine glycosylase is much less efficient. As MMR does not share the correction 

bias of thymine glycosylase, a mismatch resulting from deamination of mC can 

be fixed as a mutation if it is repaired by the incorrect system. Intuitively, this 

scenario is most likely to occur when MMR is active, i.e. in cells that frequently 

replicate. Indeed, in £. coli, an mC site was found to only be a mutation hotspot 

in dividing cells (Lieb and Rehmat, 1997). Repair of G:T lesions may be targeted 
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to actively transcribed genomic regions, as thymine glycosylase interacts with a 

variety of transcription factors (reviewed in Cortazar et al., 2007). 

4.1.2 Methylation pattern changes during gametogenesis 

Genome-wide changes in methylation patterns are crucial for the mammalian 

embryo to regain totipotency (Trasler, 2006, Morgan et al., 2005). The majority of 

DNA methylation is erased during early embryogenesis and reacquired during 

gametogenesis at a gender-specific time. Demethylation of the paternal and 

maternal genomes occurs via different mechanisms. The paternal genome 

undergoes active, i.e. enzyme-mediated, demethylation as the protamines are 

replaced by histones prior to the first DNA replication (Morgan et al., 2005, 

Trasler, 2006). As the maternal genome undergoes a more gradual demethylation 

process during the blastocyst stage, the paternal genome is hypomethylated in 

comparison with the maternal genome during the very early stages of embryo-

genesis. 

Reacquisition of methylation patterns during gametogenesis is also gender-

specific both in terms of timing and extent. Methylation of male germ cells 

occurs prenatally for most sites (Trasler, 2006), whilst methylation of oocytes 

occurs progressively during the oocyte growth phase around puberty and is 

completed by metaphase II of meiosis (Lucifero et al., 2002). The mature 

mammalian spermatozoa and oocyte have considerably different methylation 

patterns (Allegrucci et al., 2005), which are not limited to imprinted loci (Swales 

and Spears, 2005). Mature oocytes are globally hypomethylated compared to 

sperm, though both types of germ cells are less methylated than somatic tissues 

(Monk et al., 1987, Allegrucci et al., 2005, Driscoll and Migeon, 1990). In primates. 
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the duration of time for which male germ cells are more methylated than female 

germ cells is much longer than the early embryonic period when the paternal 

genome is comparatively hypomethylated. 

4.1.3 Potential consequences for male-biased evolution 

The possibility that most CpG mutations are of paternal origin was suggested 

by Driscoll and Migeon (1990) after they observed that human oocytes are 

unmethylated compared to spermatocytes when they begin meiosis. Lower 

methylation levels, later acquisition of methylation and less frequent replication 

in oocytes suggest that CpG transitions should be male-biased. The CpG 

transition rate may also be affected by sex differences in germline transcription 

activity (discussed in Chapter 5) and differences in deamination rate caused by 

regional nucleotide composition. 

As is typical of a estimates in general, estimates of the male-bias in the CpG 

mutation and substitution rates are highly variable (e.g. Ketterling et al., 1993, 

Becker et al., 1996, Taylor et al., 2006). McVean (2000) found that the very 

low human « estimate published by Bohossian et al. (2000) can be attributed 

to the low CpG frequency of the data analysed, assuming that male-bias at 

other sites derives from a strong bias at CpG sites. Ketterling et al. (1993) 

found the rate of hemophilia-causing CpG transitions was greater than the 

rate of non-CpG transitions, as was the rate of CpG compared to non-CpG 

transversions. Dinucleotide frequency differences between chromosomes also 

support a contribution of methylation to male-biased mutation (Huttley et al., 

2000). However, estimates of the male-bias derived from substitution rate 

estimates do not consistently support a strong male-bias for CpG substitutions 
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relative to other types of substitutions. The contribution of CpG substitutions to 

the male-biased substitution rate is typically estimated by dividing the sites of an 

alignment into "CpG" and "non-CpG" classes, and estimating the substitution 

rate separately for each class. Using this method. Smith and Hurst (1999)found 

that o for CpG transitions depends on the chromosome comparison used for 

estimation. Comparisons involving the Y chromosome generally suggested that 

CpG transitions have a weaker than average male bias, but ^ comparisons 

indicated the opposite (Smith and Hurst, 1999). Within a chromosomal class, 

the effect of CpG sites on male-bias estimates was locus-specific. Other studies, 

including the most recent and comprehensive study by Taylor et al. (2006), have 

found that CpG transitions show less male-bias than non-CpG substitutions for 

^ (Erlandsson et al., 2000) and ^ (Taylor et al., 2006, Nachman and Crowell, 2000) 

comparisons. 

Methodological biases and region-specific substitution rates may have con-

tributed to the considerable variation in previous estimates of male-bias for 

CpG sites. The assignment of aligned sites into CpG and non-CpG classes 

is usually done parsimoniously. Because of the very high substitution rate 

of CpG dinucleotides compared to other types of substitutions, the use of 

parsimony to assign ancestral states can result in substantial bias even for closely 

related sequences such as human and chimpanzee (Gaffney and Keightley, 2008, 

Hernandez, Williamson and Bustamante, 2007), thus a likelihood approach as 

used in this study is preferable. Another potenhal source of bias is that the models 

used to estimate the substitution rate of CpG and non-CpG sites typically assume 

the substitution process is stationary and reversible. Applying this process to the 

subset of observed CG TG transitions clearly violates the model assumptions. 

This study examined male-bias using a model designed to incorporate the 
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CpG substitution process into the complete substitution spectrum, and a large, 

genome-wide data set to facilitate detection of locus-specific effects. 

This analysis first reconsiders Taylor et al.'s (2006) finding that CpG substitutions 

are less male-biased than non-CpG substitutions, by estimating male-bias for all 

dinucleotide substitutions in intergenic and intronic alignments. The question 

of whether instantaneous substitution rate estimates support a difference in the 

intrinsic mutability of CpG dinucleotides in the male and female germlines is 

addressed, and the relative contributions of motif frequency and transition rate 

differences to the male-bias for CpG substitutions examined. 
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4.2 Methods 

A set of 24 models, referred to as the complementary dinucleotide model set 

and consisting of the CpG baseline model plus the 23 models containing the 

CpG baseline parameters and an additional strand complementary dinucleotide 

parameter pair, was used in this chapter. Sex-bias was estimated for each instan-

taneous dinucleotide substitution by fitting each model in the complementary 

dinucleotide model set to the intronic and intergenic alignments. Miyata et al.'s 

(1987) n statistic was used to estimate the strength of male-bias in the substitution 

process, using the same procedure as for estimating bias in the substitution 

rate. Estimates of o were calculated using the ratio of the mean parameter 

estimates for sets of X-linked and autosomal data. When estimating male-bias 

in the substitution process, the Q matrix was scaled so that the GTR parameter 

estimates sum to one (see Chapter 2, Section 2.1.6). Note that the scaling of the 

Q matrix also constrains estimates of a for the substitution process. The GTR 

parameters cannot all be greater in autosomal than in X-linked data and also sum 

to one. Bootstrap confidence intervals for a statistics were estimated as described 

in Chapter 3. 

Estimates of a for dinucleotide substitution rates are presented in three ways: 

as the bias for the single-nucleotide substitution class of which the dinucleotide 

substitution is a member, e.g. CG •H- TG is an instance of a C •h- T substitution; as 

the bias which can be attributed to the context, e.g. how is the bias for GG ^ TG 

substitutions different from that of C -(-> T substitutions in general; and the total 

bias for the dinucleotide substitutions. The latter is calculated using the product 

of the relevant GTR and dinucleotide terms in the model. 
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4.2.1 Expected number of CpG substitutions per site 

The method used to estimate the expected number of CpG substitutions per 
site was an extension of that developed by Goldman and Yang (1994) and first 
applied to estimate the expected number of synonymous and non-synonymous 
substitutions per site for coding data. For a given branch, the Q matrix was scaled 
so that the branch length estimate was equal to one. The expected number of 
substitutions of a given type is then the sum of the relevant Q matrix entries 
each multiplied by the frequency of their starting motifs. Parameter values for 
this analysis were estimated using a model with rate parameters for transitions, 
transversions, CpG transitions and CpG transversions. Branch lengths were 
scaled to reflect the independent contributions of each of these terms. Note that 
the expected number of substitutions of a given type per site does not have a clear 
biological meaning (see discussion in Muse and Gaut, 1994, Muse, 1996) 

4.3 Results 

4.3.1 CpG transitions are not weal<ly male-biased 

For each instantaneous, dinucleotide substitution, a was estimated for the total 
substitution rate, and the single nucleotide and dinucleotide substitution rate 
components that together compose the total rate. Estimates of average, genome-
wide a for the integenic data set are shown in Table 4.1. The rv statistic is used 
here to rank dinucleotide contexts from least to most male-biased. Whilst the r, j 
(instantaneous substitution rate) terms for some parameters indicate a female-
bias, i.e. a < 1, when substitution frequencies are considered all substitutions 
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were male-biased because the autosomal alignments evolve at a faster rate than 

the X-linked alignments. Consequently, n estimates are described as indicating 

either a strong or weak male bias, rather than a male or a female bias. 

Genome-wide estimates of a indicate that the CpG transitions are neither weakly 

nor strongly biased in comparison with other types of substitutions. Estimates 

for the two CpG transition parameters indicate a reduction in the average male-

bias for transitions at CpG dinucleotides compared with the respective GTR 

substitution rates, i.e., the n,iinuc entries in Table 4.1 are less than one. This was 

in part due to the fact that in other sequence contexts, transitions showed the 

strongest male-bias. Of the eight most male-biased dinucleotide substitutions, 

seven were transitions. However, CpG transitions were not the least biased of 

the transition rates, and comparison of the confidence intervals indicates that the 

total bias estimated for CpG transitions does not differ from the bias estimated 

for the majority of the other dinucleotide contexts. In contrast, transversions 

involving CpG dinucleotides showed the weakest male bias, accounting for four 

of the five lowest ranks. 

No significant difference was observed between estimates of n for CpG transi-

tions calculated using different substitution model parameterisations. Estimates 

of ^A^cxcA^ca ^ere calculated for each of the complementary 

dinucleotide models. In all cases the estimates fell within the confidence interval 

estimated for the CpG baseline model and shown in Table 4.1. 
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Table 4.1: Total, context-dependent and context-independent a estimates for dinucleotide substitution 

rates in intergenic data. Estimates were calculated using the average substitution rate 

estimates from autosomal and X-linked intergenic data for C T I i parameters ((\gtr), dinucleotide 

parameters (n,(,„„,-) and their product (d aTitxdi,„u )- Estimates in brackets the 95% bootstrap 

confidence intervals. Parameters are ranked from most to least male-biased. Abbreviations: Ts -

transition, Tv - transversion, CpG - substitution invok ing a CpG dinucleotide. Values are shown 

to 2 decimal places. 

Rank Context GTR ' CTRXdintic Type 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

AT CT 
AT ^ AC 
TA ^ TO 
TA o CA 
CC ^ GO 
AC o GC 
CT^CC 
AC ^ GC 
CA o GA 
TG « AC 
TC « TC 
TT o TC 
AA CA 
CC o CA 
TC o CC 
AC o AG 
CC ^ AC 
CC GG 
GA GG 
GT ^GC 
TC TA 
TG ^ CC 
CT o GT 
CA CG 
GC o GA 
TA « AA 
CT o AT 
TT « GT 
TC CC 
CT GG 
CT o CA 
TC<^GC 
AC AA 
TT^CT 
TT TG 
AA AG 
CA ^ AA 
AT ^ AG 
TA o GA 
TC ^ AC 
TT ^ AT 
TT ^ TA 
CT o CA 
CG^AG 
CC GG 
AT ^ AA 
CC o CG 
CT^CG 

A<r^G 
T^C 
A^G 
T^C 
C^G 
A ^ G 
T ^C 
A ^ G 
C o G 
T^ A 
C ^G 
T^C 
A G 
C<^ A 
T 
C ^C 
C .1 
C^G 
A o G 
T^C 
C o A 
T^C 
C<-^G 
A o G 
C^ A 
T^A 
C o 4 
T ^C 
T^C 
T^C 
T o .1 
T<^G 
C .1 
T^C 
T^C 
A^G 
C ^ A 
T<^G 
T^C 
T^ A 
T ^ A 
T^A 
T^ A 
C A 
C ^G 
T^ A 
C^G 
T^G 

1.55 (1.40-1.71) 
1.38 (1.25-1.53) 
1.30 (1.18-1.42) 
1.24 (1.13-1.37) 
1.14 (0.96-1.36) 
1.12 (1.01-1.23) 
1.11 (1.02-1.22) 
1.10 (0.98-1.23) 
1.06 (0.91-1.24) 
1.06 (0.88-1.24) 
1.05 (0.91-1,21) 
1.03 (0.94-1.13) 
1.01 (0.92-1.13) 
1.01 (0.89-1.18) 
0.98 (0.84-1.14) 
0.97 (0.84-1.13) 
0.97 (0.83-1.13) 
0.96 (0.81-1.13) 
0.95 (0.86-1.06) 
0.95 (0.85-1.05) 
0.95 (0.81-1.10) 
0.94 (0.82-1.08) 
0.94 (0.81-1.09) 
0.91 (0.77-1.06) 
0.90 (0.75-1.08) 
0.86 (0.74-1.00) 
0.86 (0.74-0.99) 
0.86 (0.75-0.98) 
0.85 (0.76-0.94) 
0.85 (0.71-1.00) 
0.84 (0.71-1.00) 
0.84 (0.70-0.99) 
0.83 (0.72-0.95) 
0.82 (0.75-0.90) 
0.81 (0.71-0.93) 
0.81 (0.73-0.88) 
0.80 (0.71-0.90) 
0.80 (0.69-0.92) 
0.79 (0.68-0.91) 
0.76 (0.62-0.93) 
0.75 (0.63-0.88) 
0.74 (0.64-0.87) 
0.74 (0.59-0.90) 
0.73 (0.58-0.90) 
0.68 (0.51-0.91) 
0.63 (0.54-0.74) 
0.61 (0.46-0.81) 
0.61 (0.46-0.78) 

1.07 (1.00-1.13) 
1.02 (0.96-1.08) 
1.09 (1.02-1.15) 
1.02 (0.96-1.08) 
1.01 (0.94-1.08) 
1.10 (1.02-1.17) 
1.02 (0.96-1,09) 
1.09(1.02-1.16) 
0.98 (0.91-1.06) 
0.74 (0.68-0.80) 
0.98 (0.91-1.06) 
1.02 (0.96-1.09) 
1.10 (1.03-1.18) 
0.89 (0.84-0,95) 
0.84 (0.79-0.90) 
1.03 (0.96-1.11) 
0.90 (0.84-0.96) 
1.01 (0,93-1,08) 
1.10(1.03-1.17) 
1.03 (0.98-1.10) 
0.90 (0.84-0.97) 
1.03 (0.97-1.09) 
1.03 (0.96-1.12) 
1.09 (1.02-1.17) 
0.91 (0.85-0.97) 
0.77 (0.70-0.84) 
0.91 (0.85-0.97) 
0.85 (0.80-0.92) 
1.04 (0.98-1.10) 
0.86 (0.80-0.92) 
0.74 (0.67-0.80) 
0.86 (0.80-0.92) 
0.92 (0.86-0.98) 
1.04 (0.97-1,10) 
0.86 (0.81-0.92) 
1.12 (1.04-1.19) 
0.92 (0.86-0.99) 
0.86 (0.81-0.93) 
0.87 (0.81-0.93) 
0.77 (0.71-0.84) 
0.81 (0.74-0.88) 
0,77 (0,70-0,85) 
0,77 (0.71-0,84) 
0,89 (0.83-0.95) 

1.02 (0,94-1,10) 
0,81 (0,74-0,88) 
1.02 (0.94-1.09) 
0.84 (0.78-0.91) 

1.45 (1.34-1.57) 
1.36 (1.25-1.46) 
1.19 (1.11-1,28) 
1.22 (1.12-1.32) 
1.13 (0.93-1.35) 
1.01 (0.91-1.12) 
1.08 (0.98-1.18) 
1.01 (0.93-1.11) 
1.08 (0.93-1.27) 
1.44 (1.23-1.71) 
1.08 (0.93-1.24) 
0.99 (0.90-1.10) 
0.91 (0.83-1.01) 
1.13 (0.99-1.34) 
1.16 (1.00-1.34) 
0.93 (0.81-1.07) 
1.09 (0.94-1.26) 
0.95 (0.80-1.14) 
0.86 (0.78-0.95) 
0.92 (0.84-1.01) 
1.05 (0.91-1.22) 
0.91 (0.80-1.04) 
0.89 (0,76-1.04) 
0,83 (0,72-0,96) 
0,99 (0,82-1.17) 
1.10 (0.96-1.25) 
0.94 (0.81-1.10) 
1.00 (0.88-1.13) 
0.82 (0.74-0.90) 
0.98 (0.83-1.17) 
1.14 (0,96-1.35) 
0.97 (0,80-1,15) 
0,90 (0,78-1.04) 
0.78 (0.71-0,85) 
0,94 (0,83-1,08) 
0,72 (0.66-0.78) 
0.86 (0.76-0.98) 
0.92 (0.80-1,05) 
0.91 (0.79-1.05) 
0.97 (0,81-1,18) 
0,94 (0.80-1.08) 
0.93 (0.79-1.11) 
0.95 (0.78-1.16) 
0.82 (0.65-1.02) 
0.64 (0.47-0.88) 
0.79 (0.68-0,92) 
0.57 (0.41-0.75) 
0.72 (0.55-0.92) 

Ts 
Ts 
Ts 
Ts 
Tv 
Ts 
Ts 
Ts 
Tv 
Tv 
Tv 
Ts 
Ts 
Tv 
Tv 
Tv 
Tv 
Tv 
Ts 
Ts 
Tv 
CpGTs 
Tv 
CpGTs 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
Tv 
Tv 
Tv 
CpGTv 
CpGTv 
Tv 
CpG Tv 
CpG Tv 
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4.3.2 Weak bias for CpG transversions is not genome-wide. 

The weak genome-wide male-bias observed for CpG transversions in Table 4.1 

is a consequence of differences in CpG transversion rates amongst autosomal 

alignments rather than a difference in CpG mutability between the male and 

female germlines. Wilcoxon Signed-rank tests were performed to determine 

whether dinucleotide rate estimates differed between the X-chromosome and 

any of the autosomes. A conservative Bonferroni correction was used to adjust 

the p-value of 0.05 to account for the 22 comparisons performed for each of the 

48 dinucleotide parameters. The significant comparisons are shown in Table 

4.2. CpG transition and transversion rate estimates only differed between the 

X chromosome and the smaller-sized autosomes. Chromosome-specific relative 

rate estimates for a CpG transition and transversion parameter, and the most 

biased dinucleotide parameter are shown in Supplementary Material, Figure 

7.1. Previous analyses (Chapter 3, Section 3.3.2) indicated that the dinucleotide 

motif composition of the intergenic, X-linked data is most similar to that of 

chromosomes 3, 5 and 6. Estimating a as in Table 4.1 by comparing mean rate 

estimates from these autosomes with X-linked estimates eliminated the apparent 

weak bias for CpG transversions (Supplementary Material, Table 7.1 ). Bias 

estimates for other types of substitutions were largely unaffected. 

4.3.3 Influence of methylation in intronic data 

Estimates of frG-^CC and rcA*^ca tended to be lower in intronic than intergenic 

data (Figure 4.1). The rate reduction was more pronounced for fcA^^cc than 

for rrc^cc estimates. This result may indicate that the rate of CA CG 
substitution is reduced on the non-transcribed strand of genes, or equivalently 
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Table 4.2: Differences between dinucleotide substitution rate estimates for intergenic X-linked and 

autosomal alignments. For each parameter, substitution rate estimates from X-linked alignments 

were compared with estimates from each of the autosomes using a Wilcoxon signed-rank test. 

Comparisons that were significant at the 0.05 level after application of a Bonferroni multiple test 

correction are shown. Dinucleotide parameters are sorted according to the number of significant 

comparisons between the X chromosome and the autosomes. Estimates of the parameters not 

listed did not differ between the X chromosome and any of the autosomes. 

Context Substitution Significant comparisons 

AA ^ AG A^G 1-20,22 
AT ^ GT A o G 1-18, 20,22 
AT o- AC T^C 1-12,14-21 
TT ^ CT T ^C 2,6-12,14-17, 20 
TC ^CC T ^C 7,9-11 ,15-18 ,20-22 
TA o- CA T ^r^C 2,3, 5, 7 ,9 ,11 ,12 ,15 
TA o TG A G 2 ,9 -11 ,15 ,16 
CT « CG T ^G 15-17,19, 22 
CA ^ CG A o G 16,17,19, 22 
TG ^CG T^C 16,17,19, 22 
CG « AG 10,16,17, 22 
CC^CG C^G 10,15,16, 21 
CG GG C 10,15,18, 22 
GA GG A ^ G 10,16,17, 22 
TG o AG T ^ A 4,13 
AC o GC A ^ G 20 

that the rate of TG CG substitution is reduced on the transcribed strand. 

Estimates of a for the intronic data set are shown in Supplementary Material, 

Table 7.2. Although « statistics for the CpG transversions suggested that male-

bias is weaker in the intronic than the intergenic data set, the 95% confidence 

intervals for these statistics overlapped indicating that the difference was not 

significant. As in intergenic data, genome-wide a estimates from introns 

indicated that CpG transversions are the least male-biased. It is assumed but 

not tested here that this result again reflects compositional differences between 

the autosomal and X-linked data sets. 
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Intronic 

TGi-yCG (autosomal) 
CAi^CG (autosomal) 

Intergenic 

rooCG (X-linked) 
CA <^CG (X-linked) 

Figure 4.1: CpG transition rate estimates for intronic and intergenic data. Estimates for the CpG baseline 

model are shown for data from the entire autosomal and the X-linked data sets. Whiskers and 

outliers are defined as in Figure 3.1. 

4.3.4 Effect of motif frequency differences on male-bias estimates 

Whilst it was shown in Table 4.1 that the instantaneous CpG transition rate 

is approximately equal in X-linked and autosomal data, the CpG substitution 

frequency along the human branch exhibits an above-average male bias as a 

consequence of the often greater CpG dinucleotide frequency in autosomal than 

in X-linked alignments (see Chapter 2, Figure 3.1 ). Figure 4.2 shows the number 

of transitions, CpG transitions, transversions and CpG transversions expected 

along the human branch, and n statistics calculated by comparing the mean 

number of substitutions of each type are shown in Table 4.3. Considering the 

rarity of CpG dinucleotides, CpG transitions account for a large fraction of 

the substitution rate difference between X-linked and autosomal alignments. 
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Table 4.3: a estimates for CpG and non-CpG transitions and tranversions. Estimates were calculated 

by comparing the average expected number of substitutions in X-linked and autosomal data. 

Abbreviations CpG ts transition involving a CpG, ts transition not involving a CpG, CpG tv 

transversion involving a CpG, tv transversion not involving a CpG 

Data type CpGts ts CpG t\' tv 

Intergenic 53.63 (20.06-3C) 6.48 (5.01-8.52) 13.14(8.25-27.93) 4.32(3.36-5.76) 

Intronic oc (cx:- ) 234.32 (18.45-oc) oc(DC- ) 24.89(9.24-30) 

Based on the mean expected number of substitutions per site, CpG transitions 

account for approximately 14-15% of the substitution rate difference between X-

linked and autosomal data, and CpG transversions another 3%. CpG transition 

frequencies exhibit a stronger male-bias than all of the other substitution types 

considered, and CpG transversion frequencies exhibit a stronger male-bias than 

non-CpG transversions. 

4.4 Discussion 

Taylor et al. (2006) found that substitutions at CpG sites show less male-bias 

than substitutions at non-CpG sites, and concluded that that CpG and non-CpG 

substitutions occur via different mechanisms. This study expanded on these 

results by considering male-bias for CpG substitutions in relation to the complete 

dinucleotide substitution spectrum. It was supposed that if CpG transitions have 

a weak male-bias because they occur via a replication-independent mechanism 
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Figure 4.2: Contributions of transitions and transversions within and outside the CpG context to the 

human substitution rate. Substitution frequencies are estimated as the number of substitutions 

per dinucleotide site expected along the human branch of the alignments. Abbreviations CpG ts 

transition involving a CpG, ts transition not involving a CpG, CpG tv transversion involving a 

Cp>G, tv transversion not involving a CpG 

and all other substitutions occur via a replication-dependent mechanism, CpG 

transitions should be less biased than all other types of substitutions. 

The results presented in this chapter are in conflict with the results presented 

by Taylor et al. (2006). By considering genome-wide average substitution rate 
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estimates, it was observed here that the CpG transversion rate is weakly male-

biased in comparison with other types of substitutions (Table 4.1). However, 

this result was not observed when comparing only alignments with a similar 

dinucleotide frequency and G+C% composition (Supplementary Material Table 

7.1). As Taylor et al. (2006) employed a correction for G+C% in their study, the 

results of this study would predict that no difference in the the male bias in the 

CpG and non-CpG substitution rate should be observed. 

Results presented in this study imply that the partitioning of substitutions into 

CpG and non-CpG classes, as in Taylor et al. (2006), is not a sufficient measure 

of evaluating whether CpG substitutions are weakly male-biased in comparison 

with other types of substitutions. If genome-wide estimates of male-bias for the 

CpG and non-CpG substitution rates had been compared, the weak bias for CpG 

transversions might result in the CpG class exhibiting less male-bias than the 

non-CpG class. However, other partitions of the substitution spectrum would 

produce similar results. For example, substitutions between T and A show a 

weaker than average male-bias (see Table 4.1). If substitutions were partitioned 

into T ^ A transversions and non- T •h- A substitutions, T y\ transversions 

would show a weak male-bias. The results of this study therefore do not support 

the hypothesis that CpG substitutions occur independently of replication and 

exhibit a weak male-bias in comparison with all non-CpG substitutions. 

Implications for understanding for the mechanism of CpG mutation 

The observed male-bias for CpG transitions was predicted based on methylation 

pattern differences between the male and the female germlines. However, it was 

not expected that the strength of the male-bias for CpG substitutions should equal 
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that observed for other types of substitutions, as CpG lesions arise via a unique 

mechanism. One simple explanation for this observation is that male bias results 

from differences in repair activity between the male and female germlines, rather 

than differences in the number of replication cycles. As nucleotide excision repair 

(NER) and BER target a wide range of lesions, sex differences in the activity or 

expression of any of the core components of these repair systems could result in a 

sex bias of consistent magnitude across the entire substitution spectrum. The 

implication of this proposed mechanism is that the rate of repair is the most 

important determinant of the CpG substitution rate after methylation status, 

rather than the deamination rate. 

Even supposing that the replication rate is the major determinant of the CpG 

substitution rate, the consistent strength of male-bias for CpG and other types of 

substitutions is not easily explained by the replication origin hypothesis. If the 

elevated CpG transition rate is the result of the cumulative effects of replication-

depenendent and deamination induced substitutions, there is no reason to 

suppose that the male-bias for CpG transitions should be equal to the bias for 

a substitution type caused solely by replication. 

Contribution of methylation to male-bias 

The frequency of CpG transitions on the human lineage in X-linked and auto-

somal alignments showed a stronger male-bias than the frequency of non-CpG 

transitions or transversions (Table 4.3). As the rate of CpG transitions tended to be 

less-biased than the rate of other transitions, this result is primarily a consequence 

of the elevated CpG transition rate in combination with CpG frequency differ-

ences between the X chromosome and the majority of the autosomes. Krawczak 
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et al. (1998) similarly found that CpG transitions constitute a larger proportion 

of autosomal than X-linked mutations associated with human disease because of 

differences in the frequency of CpG dinucleotides, and unusually low values of 

n have been estimated for sequences with a low CpG frequency (McVean, 2000, 

Bohossian et al., 2000). The X chromosome and the autosomes may differ in the 

frequency of CpG dinucleotides as a result of the repetitive elements they contain. 

The human X chromosome contains proportionately more LINEl elements and 

less Alu elements than the autosomes (Smit, 1999). Alus have a high CpG 

frequency whilst LINEls have a low frequency (Ohshima et al., 2003). It has been 

proposed that the unique repeat distribution of the X chromosome is involved 

in X inactivation (Chow et al., 2005). Motif frequency differences may contribute 

to differences between species in n estimates. The difference between the CpG 

frequencies of X-linked and autosomal sequences is more pronounced in rodents 

than in humans (Jensen-Seaman et al., 2004), suggesting that CpG substitutions 

may account for a greater proportion of the male bias in rodents. 

If the elevated a estimates for CpG transitions are a consequence of motif 

frequency differences, these estimates derive from an effect of chromosomal 

location rather than sex. No direct effect of methylation on male-bias was 

detected. However the fact that the strength of the male-bias in the CpG 

transition rate was similar to strength of the bias for most other types of 

substitution may indicate that methylation has an indirect effect on male-bias. 

Methylation is closely associated with chromatin condensation (e.g. Stancheva, 

2005), gene expression (Fuks, 2005) and recombination rates (Sigurdsson et al., 

2009), all of which are known to affect mutation. Methylation may contribute to 

the male-bias by differentially marking sequences in the male and the female 

germlines, thus altering how they are affected by other agents. It remains to 
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be determined whether CpG substitutions exhibit an average male bias because 

methylation indirectly affects male bias, or because the processes that cause male-

bias affect CpG and non-CpG dinucleotides equivalently. However, any effect 

of methylation on the male-bias does not appear to be a simple consequence of 

methylation differences between the male and female germlines. 
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Chapter 5 

Transcription 

In this chapter, the contribution of transcription to male bias estimates is evalu-

ated for the human, chimpanzee and macaque lineages. I consider whether the 

effects of transcription are modulated by the background substitution process, 

and whether there is a simple relationship between strand asymmetry and male 

bias in the substitution process. 

5.1 Introduction 

Transcription is a plausible contributor to male-biased evolution because tran-

scription affects the nucleotide substitution process (Green et al., 2003), and sex-

specific programs of transcription play important roles in gametogenesis. Like 

methylation, transcription has a predictable effect on the substitution spectrum, 

which allows its contribution to male-biased evolution to be evaluated. The effect 

of transcription is measured as a difference in the rates of strand complementary 

substitutions, i.e. asymmetric substitution rates.lntronic sequences from human 
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and chimpanzee are distinguished from neighbouring intergenic sequences by 

a greater difference between the substitution processes of complementary DNA 

strands, measured as a difference in the rates of strand complementary substitu-

tions (Green et al., 2003). As similar substitution rate asymmetries, believed to 

result from replication, are seen in intergenic sequences (Touchon et al., 2005), the 

effects of transcription should be measured relative to the background rate for a 

given region. 

5.1.1 Effects of transcription on substitution rate and process 

Transcription increases strand asymmetry in the substitution process because 

it affects the two strands of a DNA molecule differently. The non-transcribed 

(template) strand is left in a single-stranded state, leaving it vulnerable to 

damage, whilst the transcribed (non-template) strand is transiently paired with 

the nascent RNA and occluded by the RNA polymerase. Additionally, a repair 

system known as transcription-coupled repair (TCR) specifically repairs only the 

transcribed strand. TCR is a subpathway of NER, which repairs a range of bulky 

DNA lesions (see Hanawalt and Spivak, 2008, for a review of TCR). The other 

component of NER is global genomic repair (GGR), which can repair both strands 

of a transcribed gene as well as the surrounding region. In the absence of TCR, 

the RNA polymerase can hinder NER, probably by physically blocking access to 

damaged DNA (Li and Smerdon, 2004). 

Though asymmetry is a convenient indicator of transcription, transcription can 

also affect the mutation rate of the region surrounding a gene without neces-

sarily increasing strand asymmetry Transcription is associated with changes in 

chromatin structure that are conducive both to binding of transcription factors 
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and to DNA repair (Workman and Kingston, 1998). Open chromatin is thought 

to passively facilitate repair by making the DNA more accessible. Transcription 

activators can also actively promote repair independently of TCR, by recruiting 

repair enzymes to transcription initiation sites (Frit et al., 2002). Inverse associ-

ations have been detected between histone density and transcription intensity 

in yeast and Dwsophila (in Williams and Tyler, 2007); and aligned primate 

sequences with an open chromatin structure in the modern human genome 

show less divergence than those with a condensed structure (Ying et al., 2010, 

Prendergast et al., 2007). These results suggest that transcription should decrease 

the evolutionary rate of genes and their surrounding regions. 

The overall effect of transcription on the mutation rate is a combination of its 

repair promoting activity, mediated via chromatin structure and TCR, and muta-

genic effects resulting from increased exposure of the non-transcribed strand to 

damage during transcription. The relative contribution of each of these factors 

is likely to be influenced by the surrounding region. Transcription-associated 

chromatin decondensation, for example, may have a negligible effect on the 

mutation process in a region already located in open chromatin. Transcription 

intensity also appears to affect transcription-associated mutagenesis (Majewski, 

2003), probably because the efficiency of TCR depends on transcription intensity 

(Leadon and Lawrence, 1991). 

Estimates of the net effect of transcription on mutation in eukaryotes have been 

contradictory. Reversion assays in Saccharymyces cerevisiae indicate that high rates 

of transcription are associated with an increased mutation rate (Datta and Jinks-

Robertson, 1995, Kim et al., 2007), with the magnitude of the increase directly 

related to the intensity of expression (Kim et al., 2007). Hendriks et al. (2008) 
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found a similar increase in mutation in a reporter gene construct in mouse 

embryonic stem cells following UV treatment. In Hendriks et al.'s (2008) study, 

transcription status did not affect the induction of lesions, but increased the 

frequency of mutation in a UV dose-dependent manner. In contrast, other 

evidence suggests that transcription results in either a reduction (Lippert et al., 

1998, Smith et al., 2002) or no change (Green et al., 2003) in mutation rate in 

comparison with surrounding non-transcribed regions. This may be because 

the mutagenic effects of transcription are balanced by TCR and transcription-

associated chromatin changes that are conducive to repair. Estimates of the 

effect of transcription on mutation in bacteria have been similarly inconsistent. 

Experimental evidence tends to suggest that transcription increases the mutation 

rate in bacteria whilst comparative evidence tends to indicate the opposite 

(Ochman, 2003). 

Strand asymmetry in the substitution process and in sequence composition have 

been used in previous studies to estimate the influence of transcription on the 

evolutionary process. If nucleotide substitutions occur with equal frequency on 

both DNA strands, within a single strand the frequency of A should equal the 

frequency of T, and the frequency of G should equal that of C. Strand asymmetric 

substitution results in deviations from this expectation, which is known as 

Chargaff's strand parity rule (see Sueoka (1995) and Baisnee et al. (2002)). The 

majority of human genes examined by Green et al. (2003) and Majewski (2003) 

showed an excess of G and T over A and C nucleotides on the non-transcribed (i.e. 

coding) strand. The extent of strand asymmetry in human housekeeping genes 

is correlated with their average expression intensity across a range of somatic 

tissues (Majewski, 2003). Both TCR and GGR efficiency also vary positively with 

transcription intensity and inversely with chromatin compaction (Feng, Drost, 
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Scaringe, Liu and Sommer, 2002, Feng, Hu, Komissarova, Pao, Hung, Adair and 

Tang, 2002, Episkopou et al., 2009). 

5.1.2 Transcription in the germ line and male-bias 

Chromatin structure and transcription intensity have been implicated as factors 

that can influence the transcription-associated mutation rate, and may contribute 

to male-bias if there are sex-differences in the interplay between transcription, 

repair and mutation. For example, assuming transcription is protective, more 

intensive transcription in the female than the male germline would lead to a 

male-biased substitution rate and process. Notable stages of sex-specific germline 

transcription programs are outlined below. The effect of transcription on male-

bias is difficult to predict, as gene expression status and intensity varies between 

genes and between stages of gametogenesis. 

Transcription levels fluctuate throughout oogenesis. Gene expression is very 

intensive and widespread throughout the oocyte growth period, and decreases 

dramatically once growth is completed before the end of meiosis I (Picton et al., 

1998). During the intense growth period, oocytes store mRNA to support the 

embryo after fertilisation until the embryonic genome is activated (reviewed in 

Picton et al., 1998). The oocyte growth phase is probably the most intensive 

period of widespread transcription in either germline, but is of a short duration 

compared to other stages of oogenesis. Oocytes spend a long time period, up 

to decades in humans, in a state of quiescence. Primary follicles are formed 

prenatally and undergo little subsequent transcription until puberty (Eichenlaub-

Ritter and Peschke, 2002). 
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Spermatogenesis is associated with changes in chromatin structure and gene 

expression. In the post-meiotic stage of spermatogenesis, the chromatin structure 

is dramatically changed and most of the cytoplasm is lost. A unique feature of 

spermatogenesis is that transcription occurs in the haploid spermatid autosomes 

until the replacement of histones with protamines (reviewed in Dadoune et al., 

2004). Although RNA is present in mature spermatozoa, there is no evidence 

of active transcription in the nuclear genome (Grunewald et al., 2005). Peaks 

in transcriptional activity occur in the mitotic phase, the start of meiosis and 

immediately preceding chromatin condensation in the spermatid (Wrobel and 

Primig, 2005). Most of the spermatogenesis-specific transcription occurs either at 

or post-meiosis (Schultz et al., 2003). 

Repair activity declines during the late stages of spermatogenesis. For certain 

types of lesions, intact rat meiotic and post-meiotic male germ cells show 

inefficient or non-existant NER activity despite earlier spermatogenic cell stages 

showing high activity (Jansen et al., 2001). Another study found that different 

types of lesions were repaired efficiently by NER in various mouse spermatogenic 

cell stages (Xu et al., 2005), although in both of these studies repair was less 

efficient than in somatic cells. NER activity in postmeiotic mouse spermatids 

was significantly reduced in middle-aged compared with young animals (Xu 

et al., 2005). TCR of lesions resulting from UV exposure was dependent on 

developmental stage in mouse male germ cells, with repair in mitotic cell stages 

more efficient than repair in meiotic or post-meiotic cells. However, inefficient 

NER in rodent male germ cells does not imply that damage is transmitted. Xu 

et al. (2005) proposed that damaged spermatogenic cells may be targeted for 

apoptosis rather than repaired. 
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The distribution of genes according to their function and timing of expression 

is non-random (Khil et al., 2004), which could affect n estimates. In the male 

germline, sex chromosomes are inactivated at meiosis and most sex-linked genes 

remain transcriptionally repressed for the post-meiotic period (Turner, 2007). 

If transcription is mutagenic, the sex chromosomes may be less affected by 

transcription than the autosomes, as they are generally expressed for a shorter 

period of time in the male germline. This could lead to a male-bias for X-

autosome comparisons, and a stronger female bias for Y-autosome comparisons. 

In this chapter, the contribution of transcription to the estimated male-bias in the 

substitution rate is evaluated. As in previous analyses, male-bias was estimated 

using Miyata et al.'s (1987) a statistic, by comparing the substitution rate and 

process of X-linked and autosomal alignments. Note that the relative time a gene 

spends in the male and female germlines is not necessarily related to the relative 

influences of male and female germline transcription on its mutation rate. Whilst 

X-linked genes spend more time in the female than the male germline, they may 

still be expressed predominantly or only in the male germline. This study only 

deals with the question of whether transcription affects estimates of o, due to the 

difficulty of estimating average transcription intensity throughout gametogenesis 

and the lack of sufficient gene expression data for oogenesis in humans. 

5.2 Methods 

Pairs of flanking alignments were selected from the intronic and intergenic data 

sets according to the criterion that no more than 100 000 nucleotides separated the 

end of one sequence from the start of its flanking pair in any species. Intergenic 
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alignments that flanked either the start or the end of an intronic gene were 

included. A total of 919 flanking pairs of alignments were identified, consisting 

of 895 pairs of autosomal alignments and 24 pairs of X chromosomal alignments. 

The intronic alignments were sampled with respect to the transcribed DNA 

strand. The intergenic alignments were sampled from the strand corresponding 

to the transcribed strand of the neighbouring intronic alignment. The intergenic 

alignments are putatively untranscribed, or at least, transcribed less intensely 

than known genes. Male bias estimates and confidence intervals were calculated 

as described in Chapter 3, 

Gene annotation data was obtained from Ensembl release 50. All human gene 

descriptions were searched for the keywords testis, sperm, ovary, oocyte, oogenesis, 

meiosis. The keywords were allowed to occur anywhere within 

the description, for example the search term sperm retrieved gene descriptions 

containing sperm, spermatocyte, azoospermia, etc. Of the entire Ensembl human 

gene collection, 434 genes were detected using the keyword search and 12 of 

these were represented in the flanking alignment pair data set. The descriptions 

for these genes were manually classified into categories: 5 'sperm' genes with 

annotations including the word 'sperm', 1 'ovary' gene defined similarly, and 6 

'testis-specific' genes expressed specifically in the testis. The single 'ovary' gene 

was not given special consideration in analyses. 

Multiple regression analysis 

The significance of chromosomal locafion (autosomal or X-linked) as a predictor 

of substitution rate was assessed using mulfiple linear regression. A separate 

regression model was fitted for each branch, using substitution rate estimates 
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from the flanking pair data set. Intronic substitution rates were modeled as a 

linear function of the substitution rate of neighbouring intergenic alignments 

and chromosomal location. One X-linked alignment pair with an atypically 

low intronic substitution rate in the macaque lineage was excluded from the 

macaque analysis. Normality of the residuals was verified by visual inspection 

of the quantile-quantile plot of theoretical versus observed residuals. Regression 

analysis was performed using R version 2.7.2. 

5.3 Results 

As the effects of transcription on the nucleotide substitution rate potentially 

extend beyond the transcribed region, neighbouring intronic and intergenic 

sequences may evolve at more similar rates than intronic and intergenic se-

quences on average. The contribution of transcription-related processes to the 

male mutation bias was thus assessed by comparing lineage-specific estimates of 

male bias (a) for neighbouring intronic and intergenic alignment pairs, and for 

intronic alignments in gene-rich regions versus intergenic alignments in gene-

poor regions. The former comparison was made using the "flanking" data set, 

and the "other" remaining alignments for which no flanking alignment was 

available were used for the latter comparison. 

When the 95% confidence intervals indicated a significant difference between 

lineage-specific male bias estimates (a) for intronic and intergenic alignment sets, 

the bias was consistently greater in the intronic than the intergenic set (Table 5.1). 

Differences in male bias were less pronounced for the "flanking" than the "other" 

intronic and intergenic sequences, as expected if the influence of transcription on 
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Table 5.1: a estimates for intronic and intergenic data, o was estimated for the flanking pair data set, the 

complete intronic and intergenic data sets ('All Intronic' and 'All Intergenic'), and the intronic 

and intergenic alignments that were not members of the flanking data set ( 'Other Intronic' and 

'Other Intergenic'). Estimates of a were calculated using the ratio of the mean X-linked and 

autosomal substitution rate (branch length) estimates for each data set. Branch lengths were scaled 

conventionally. The 95% confidence intervals are shown in brackets. Confidence intervals were 

calculated by resampling from each set of substitution rate estimates with replacement. The value 

'oc' is used when the ratio of X-linked and autosomal substitution rates did not produce a 

valid a statistic, that is, | < ^ < |. Estimates are shown to 3 decimal places. 

Data Human Chimpanzee Macaque 

Flanking intronic 24.741 (5.846 - o c ) 1.181 ( 0 . 7 2 1 - 1.932) 2 .357(1.300 - 3.935) 

Flanking intergenic 9.147 (3.813 - 388.452) 1.302 (0.665 - 2.368) 2 .116(1 .425 - 3 . 2 4 7 ) 

All intronic 35.645 (9.121 - o c ) 1 . 6 2 4 ( 1 . 2 5 5 - 2.105) 3.072 (2.481 • - 3.742) 

All intergenic 6 . 3 7 8 ( 4 . 9 4 7 - 8.684) 1 . 1 3 3 ( 0 . 9 5 5 - 1.337) 1.848(1.658- - 2 . 0 5 3 ) 

Other intronic 40.059 (7.860 - o c ) 1 . 8 0 8 ( 1 . 3 4 4 - 2.483) 3.391 (2.838 • - 4 . 0 6 8 ) 

Other intergenic 6.230 (4.833 - 8.534) 1 . 1 2 2 ( 0 . 9 5 0 - 1.326) 1.828 (1.637-•2.040) 

the substitution process extends beyond the transcribed region. Further, male 

bias was greatest for the "other intronic" alignments, which because of the lack 

of long neighbouring intronic alignments are presumably located in gene-dense 

regions. Similarly, male-bias was weakest for the "other intergenic" alignments, 

which are presumably located in gene-poor regions. 

Male-bias estimates for the human and chimpanzee lineages differed significantly 

in each of the data sets. Estimates in Table 5.1 indicate a strong male bias for 

the human lineage, a weak bias for the macaque branches, and little evidence of 

male-bias on the chimpanzee lineage. No significant male-bias was detected on 

the chimpanzee branch for the intergenic data, suggesting that the bias observed 

in intronic data may be entirely related to transcription. 
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The effect of transcription on the substitution rate, measured as the difference 
in the substitution rate estimates of flanking intronic and intergenic sequences, 
was strongly related to the background, or intergenic substitution rate (Figure 
5.1). In each of the species, when the autosomal, intergenic substitution rate 
was at the lower end of its range, the corresponding intronic rate was often 
faster, suggesting that transcription increases the mutation rate. This was also 
true of X-linked chimpanzee sequences (Figure 5.1 b). For human (Figure 5.1 a) 
and macaque (Figure 5.1 c) X-linked sequences however, transcription tended to 
decrease the mutation rate even when the background rate was low. Regression 
analysis confirmed that X-linked versus autosomal status was a highly significant 
predictor of the human intronic substitution rate even after accounting for the 
substitution rate of the neighbouring intergenic region (j) « 0.001), suggesting 
that the increased male-bias of intronic compared to intergenic data is not 
a consequence of the neighbourhood in which X-linked genes are located. 
Chromosome class was also a nominally significant predictor of the macaque 
intronic substitution rate (j) < 0.01), but not a significant predictor of the 
chimpanzee intronic substitution rate. The effect of transcription on autosomal 
testis-specific genes and genes known to be expressed in spermatogenesis, or 
expressed only in the male-germline was not obviously different from its effect 
on autosomal genes in general (Figure 5.1). 

Concordance of transcription-associated male-bias with changes in the substitu-
tion process, in particular increased substitution rate asymmetry, was assessed. 
As expected, parameter estimates for intronic and intergenic regions were consid-
erably different and estimates of strand complementary GTR parameters were 
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F i g u r e 5 .1 : T h e e f f e c t o f t r a n s c r i p t i o n o n s u b s t i t u t i o n rate d e p e n d s o n t h e b a c k g r o u n d s u b s t i t u t i o n 

rate . E a c h data p o i n t r e p r e s e n t s data f r o m a f l a n k i n g i n t r o n i c a n d i n t e r g e n i c a l i g n m e n t pair . 

T h e b r a n c h length for the i n t e r g e n i c a l i g n m e n t is c o n t r a s t e d w i t h t h e d i f f e r e n c e b e t w e e n this 

l ength a n d the e q u i v a l e n t l en gth e s t i m a t e f r o m the i n t r o n i c a l i g n m e n t . T h e ' t e s t i s - s p e c i f i c ' 

g e n e s are e x p r e s s e d spec i f i ca l ly w i t h i n t h e test is in h u m a n s . T h e ' s p e r m ' g e n e s are i n v o l v e d 

in s p e r m a t o g e n e s i s in h u m a n s . 
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Figure 5.2: Comparison of strand asymmetry in intronic and integenic CTIi parameter estimates in the 

flanking pair data set. a. Transitions and b. transversions. Each set of CTIi parameters was 

scaled to sum to one. Whiskers and outliers are defined as in Figure 3.1. 

more similar in intergenic than in intronic data (Figure 5.2). No prominent 

differences in the distributions of GTR parameter estimates for autosomal and 

X linked alignments were found in either the flanking intronic or intergenic data 

sets. A slight reduction of the instantaneous, relative T G substitution rate 

in autosomal compared with X-linked data was observed (Figure 5.2 b.), but as 

this pattern of asymmetry was common to intronic and intergenic data it is not 

obviously related to transcription. 

As expected from the analysis of strand asymmetry for single nucleotide substi-

tutions, strand asymmetry in dinucleotide substitution rate estimates was much 

stronger (Figure 5.3) and much more consistent (Table 5.2) in intronic than in 
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intergenic data. The "strength" of strand asymmetry amongst the alignments in 

a data set was defined as the log of the average ratio of strand complementary 

parameter estimates. The ratio was defined with respect to the dinucleotide 

that produced an average ratio greater than one, and the log was taken because 

ratios spanned a narrow range. The "consistency" of asymmetry was defined 

as the percentage of alignments for which one dinucleotide parameter estimate 

was greater than the estimate for the complementary parameter. If the direction 

of asymmetry is not consistent, the consistency score should be 50% and the 

asymmetry score should be 1, as the member of a complementary parameter pair 

with the greater rate estimate should be random. 

Strand asymmetry for X-linked and autosomal alignments is compared in Figure 

5.3. The size of each circle in Figure 5.3 is proportional to the strength of 

strand asymmetry and circles are scaled with respect to the smallest asymmetry 

estimate, which occurred in the intergenic data set. Values are shown with respect 

to the member of a complementary dinucleotide pair with the greater substitution 

rate estimate for the majority of alignments in each data set. Asymmetry 

estimates for X-linked and autosomal alignments are overlaid. In some locations 

on Figure 5.3, only one asymmetry strength estimate is displayed. In these 

cases, the direction of asymmetry differed between the X-linked and autosomal 

data sets. For example, consider the lower triangle of Figure 5.3, which shows 

results from the flanking intronic data set. For autosomal alignments, f c G ^ c c 

estimates tended to be greater than the complementary f c a ^ c c estimates, so the 

asymmetry strength value for the autosomal alignments is shown at row 'CG' and 

column 'CC. The opposite was true of X-linked intronic data, so the asymmetry 

strength value for X-linked data is shown in row 'GG' and column 'CG'. 
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F igure 5.3: Strength of strand asymmet ry in c omp l emen ta r y d inuc l eo t ide subst i tut ion rates fo r f l ank ing 

intronic and intergen ic a l i gnments . The log of the mean ratio of complementary d inucleot ide 

parameters was used as a measure of strand asymmetry, and the size of each bubble is 

proport ional to '0.9(77^), whe r e D i is de f ined as the d inucleot ide substitution that results in an 

va lue greater than 1, and the entry for each compl imentary parameter pair is d isplayed wi th 

respect to D i . In the cases where d i f ferent members of a d inucleot ide pair we r e greater in X-

l inked and autosomal data, X-l inked and autosomal values are still d isp layed wi th respect to D i 

as de f ined above, and d isp layed in di f ferent locations on the plot. The substitution rate d i f ference 

be tween complementary d inucleot ide parameters is de f ined as ( r ( r rH, * ' ; ) , ) - { r c m ^ * ' ' i h ) -

The s ize of each circle is proport ional to the strength of a s y m m e t r y 
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Parameter pairs with strongly asymmetric substitution rates tended to have 

consistently asymmetric substitution rates, but the direction of strand asymmetry 

was not always consistent between X-linked and autosomal data. The six 

most consistently asymmetric substitutions in intronic data were transitions, 

with purine transitions (.4 ̂  G) most often occurring at a greater rate than the 

complementary pyrimidine transitions {T o C) on the transcribed strand (Table 

5.2). For these parameters, the strength of asymmetry was fairly consistent 

between the X-linked and autosomal data, as can be seen in Figure 5.3. TC ^ 

TG* and TG GG* were notable as parameter pairs for which asymmetry 

was both more consistent and stronger in X-linked than autosomal, intronic data. 

The most prominent parameter pair for which the autosomal data was visibly 

more asymmetric than the X-linked data in Figure 5.3 was GG GG*. This 

pair also showed the strongest asymmetry in intergenic data, but the direction 

of asymmetry was reversed and intergenic X-linked data was more asymmetric 

than autosomal data. 

Male-bias in the substitution process was unrelated to strand asymmetry. For 

example, amongst the most consistently asymmetric substitutions pairs, male-

bias varied from exceptionally strong for AT ^ GT*, to exceptionally weak for 

AA o AG* (Table 5.2). This difference cannot be attributed to differences in 

background substitution patterns. Male-bias for AT ^ GT substitutions was 

increased relative to the intergenic data, but decreased relative to the intergenic 

data for AA AG substitutions. 

Thus, although consistent differences in the substitution process of X-linked and 

autosomal alignments exist, these differences can not be summarised simply in 

terms of increased or decreased substitution rate asymmetry In a simple scenario. 
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Table 5.2: Consistency of strand asymmetry in intronic and flanking intergenic data. Complementary 

pairs of dinucleotide parameters (Di and D2) are sorted from most to least consistent in intronic, 

autosomal data, where consistent refers to how often one parameter estimate was greater than 

the complimentary parameter estimate. A% and X% are the percentages of autosomal and X-

linked alignments respectively where the instantaneous, relative rate of D i , was greater than D2. 

The substitution rate estimates used to rank dinucleotide parameter pairs were comprised of the 

product of a CTli and a dinucleotide term. Values were estimated for the flanking pair data set 

using the set of complementary dinucleotide model set. The Sex-bias (Ranks) columns show 

estimates of male-bias for each parameter pair, and the ranks of these estimates witln respect to all 

dinucleotide substitutions. These estimates were calculated using the flanking pair data set, and 

so differ from the estimates of male bias for intronic and intergenic data presented in Chapter 4. 

Intronic Intergenic 

D i D2 A % X % n (Ranks) A7o X% a (Ranks) 

A T G T A T 0 A C 92.6 83.3 1 .8 ,1 .6 (1 ,2 ) 55.8 41.7 1 .6 ,1 .3(1 ,5) 
T A 0 T G T A « C A 91.7 83.3 1 .4 ,1 .1(5 ,12) 54.3 45.8 1.3,1.2 (4, 8) 
A C 0 G C G T < - > G C 89.7 87.5 1.0,1.0 (23,14) 52.8 33.3 1.3, 0.8 (3,31) 
A A ^ A G T T 0 C T 87.8 91.7 0.6,0.7 (45,42) 53.7 50.0 0 .8 ,0 .7 (33 ,41) 
C A 0 C G T G C G 83.6 87.5 0.9, 0.8 (29, 33) 57.2 45.8 1 .1 ,1 .0(14,21) 
G A 0 G G T C C C 79.9 79.2 1.0,1.0 (22,17) 53.0 41.7 0.9,0.7 (29 , 38) 
T O T G C A 0 G A 72.5 79.2 0.7,1.3 (40, 6) 48.9 41.7 1.0,0.9 (22,25) 
A A G A T T 0 T C 68.2 70.8 1.0,1.0 (20,13) 52.7 41.7 1 .0 ,1 .0(17,23) 

C T C A T G A G 66.7 66.7 1.6,1.2 (3 ,9) 50.1 45.8 0.7, 0.9 (40, 27) 

T T A T A T 0 A A 66.7 62.5 0.8,0.7 (31,41) 54.2 50.0 0.8, 0.5 (35, 47) 

C T G T A C •(-> A G 66.3 50.0 1.0,0.7 (21,37) 49.2 62.5 0.7,1.0 (42,19) 

C C C A T G 0 G G 66.1 70.8 0.9,0.8 (27, 34) 51.5 41.7 0.9,1.1 (28,18) 

C T 0 A T A T 0 A G 65.5 70.8 0.9,1.0 (28,16) 52.2 62.5 1.2, 0.8 (9, 30) 

C C o C G C G 0 G G 64.5 50.0 0.8, 0.5 (30,46) 53.6 33.3 0.4, 0.9 (48, 26) 

T C 0 T A T A 0 G A 64.6 54.2 0.9, 0.7 (26,43) 48.9 54.2 1.1,0.7(12, 37) 

A G 0 G G C T 0 C C 61.7 58.3 1 .2 ,1 .2(11,10) 54.0 66.7 1.5,1.1 (2,10) 

T C o G C G C G A 61.2 75.0 0.8,1.3 (35,7) 51.2 50.0 0.6, 0.8 (46, 36) 

T T 0 T A T A A A 58.9 45.8 1.3,0.8 (8, 32) 47.9 54.2 1.3,1.0 (7,20) 

C C 0 A C G T 0 G G 56.0 45.8 0.8,0.7 (36, 44) 48.4 37.5 1.3,1.1 (6,13) 

C C 0 G C G C 0 G G 54.4 66.7 0.7,0.7 (39, 38) 49.8 50.0 1.1,1.1 (11,16) 

C G ^ A G C T 0 C G 52.3 54.2 0.3,0.3 (47, 48) 51.4 54.2 0.6,1.1 (45,15) 

T T ^ G T A C 0 A A 51.6 45.8 0.9,1.0 (24,19) 49.4 29.2 0.8,0.8 (32, 34) 

C A 0 A A T T T G 51.5 37.5 1 .0 ,0 .9(15,25) 49.5 54.2 0.7,1.0 (39, 24) 

T C 0 A C G T 0 G A 50.4 37.5 1.5,1.0 (4,18) 51.2 54.2 0.7,0.7 (43, 44) 
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X-linked and autosomal data would evolve with the same pattern of asymmetry 

at different rates, i.e. either the X-linked alignments would have greater strand 

asymmetry than the autosomal alignments across all complementary parameter 

pairs, or vice versa. The results in Figure 5.3 are suggestive not just of differences 

in the extent to which transcription affects the substitution rate of X-linked 

and autosomal alignments, but also differences in how transcription affects the 

substitution process. 

5.4 Discussion 

5.4.1 The effect of transcription on the substitution process is 
modulated by regional factors. 

Comparison of the substitution patterns of neighbouring intronic and intergenic 

alignments indicated that transcription can have either mutagenic or protective 

effects, and the effect of transcription on a specific region is related to the 

substitution process of the surrounding region. When the substitution rate of the 

surrounding region was relatively slow, reflecting accurate repair or infrequent 

damage, transcription increased the substitution rate. As the substitution rate of 

the surrounding region increased, transcription tended to decrease the substitu-

tion rate. For transcription to be mutagenic despite the activity of TCR, it must 

either create lesions that are not repaired or prevent the repair of lesions that 

would be effectively repaired in non-transcribed DNA. An association between 

transcription intensity and mutation, but not lesion induction (Kim et a l , 2007, 

Hendriks et al., 2008), suggests that the transcription apparatus blocks the repair 
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of naturally-occurring lesions. In regions where lesions are not effectively 

repaired, this effect of transcription would not be apparent. The results of this 

study are consistent with a scenario where transcription inhibits repair in regions 

which are otherwise effectively repaired, but increases repair in regions which 

are otherwise poorly repaired. Modulation of the influence of transcription on 

the substitution rate by regional factors may explain why previous studies have 

found varying effects of transcription on mutahon and substitution. 

In the species examined, n estimates for intronic and intergenic alignments were 

most similar when the alignments were sampled from neighbouring regions. 

That the intergenic alignments located close to an intronic alignment showed 

the strongest male-bias may be a consequence of the effects of transcription on 

the substitution rate extending beyond the boundaries of genes. This is further 

implied by the smaller n estimates for intronic sequences located close to a long 

intergenic region than for intronic sequences located in presumably gene-dense 

regions where no intergenic sequence alignment was found. 

The effect of transcription on the substitution rate, and the relationship between 

the background (intergenic) and intronic substitution rates differed between X-

linked and autosomal data. Transcription was more likely to have a protective 

effect in X-linked than autosomal human and macaque sequences, when their 

neighbouring intergenic regions evolved at similar rates. This is consistent with 

the hypothesis of greater repair in the female than the male germline. Another 

possibility is that the decline of TCR during spermatogenesis (Xu et al., 2005) 

causes transcription in males to have mutagenic consequences, as transcription 

can hinder repair when not coupled with recombination (Li and Smerdon, 2004). 

If transcription causes more mutation in the male than the female germline, testis-
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specific genes might be expected have the greatest substitution rates compared to 

their flanking sequences as they would only be expressed in the mutagenic male 

germ-cell environment. No such difference in the effect of transcription on male-

specific and other genes was apparent. 

5.4.2 Male bias in transcribed regions is associated with multiple 
differences in the substitution process 

It was hypothesised that the increased male-bias observed in putatively tran-

scribed sequence alignments was a resultf of TCR, and consequently that dif-

ferences in male-bias between intronic and neighbouring intergenic alignments 

would be related to differences in the extent of strand asymmetry in their 

substitution processes. If male-bias is the result of greater TCR in the female than 

the male germline, then X-linked sequences, which are most frequently located 

and presumably most frequently expressed in the female germline, should evolve 

according to a more asymmetric substitution process than autosomal alignments. 

However, the results of this study indicate that the effect of transcription on 

the substitution process cannot be adequately summarised in terms of 'more' or 

'less' strand asymmetry. The strength of transcription-associated substitution rate 

asymmetry is known to differ between different substitution types (Green et al., 

2003). The results presented here demonstrate that, at least for comparisons of X-

linked and autosomal alignments, the strength of substitution rate asymmetry 

also does not covary between substitution types: some types of substitutions 

were equally asymmetric in X-linked and autosomal alignments, but others were 

more, or less, asymmetric. 
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As transcription had both positive and negative effects on the substitution rate, it 

is unsurprising that the effect of transcription on the substitution process was 

hkewise heterogenous. The effects of transcription on nucleotide substitution 

may be caused by several processes, some of which act differently in male and 

female germlines. Some of the effects of transcription may also be caused by 

mechanisms that do not result in strand asymmetry, for example transcription-

associated chromatin decondensation. Determining whether the changes in 

substitution rate asymmetry observed between intronic autosomal and X-linked 

alignments are sufficient to account for the increased male-bias would be a logical 

next step in understanding how transcription affects the male-bias. 

5.4.3 Transcribed regions have greater male-bias 

Male-bias was much stronger in intronic than intergenic alignments (Table 5.1), 

suggesting a major role for transcription in generating male-bias. As the amount 

of ancestral polymorphism present in a population at speciation is dependent 

on, amongst other factors, the mutation rate (e.g. Burgess and Yang, 2008), the 

possibility that the difference in male-bias is an artefact of mutation rate differ-

ences between intronic and intergenic data should be considered. Because the X 

chromosome and the autosomes have different effective population sizes, they 

are differentially affected by ancestral polymorphism. Differences in divergence 

times may therefore over- or underestimate the true male-bias in the mutation 

rate, depending on the chromosomes compared (see Section 1.0.2 in Chapter 

1). Theoretically, substitution rate differences between intronic and intergenic 

data could affect the extent to which ancestral polymorphism contributes to 

their divergence and therefore affect male-bias. However, Ebersberger et al. 
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(2007) found the percentage of sites in aligned primate sequences that show 

phylogenetic inconsistency, a possible consequence of ancestral polymorphism, 

did not differ between genie and intergenic regions. 

The contribution of transcription to male-bias may explain at least some of the 

variation in previous estimates of male-bias. In particular, Bohossian et al. 

(2000) and Lander (2001) both found a very low male-bias for humans using 

intergenic data, whilst other studies have found a greater male-bias by comparing 

duplicated genes (see Table 1.2 in Chapter 1). Although estimates of human-

specific male-bias calculated in this study for intergenic data was greater than in 

these previous studies, estimates for intronic data were also higher than in many 

previous studies. Other factors, such as alignment method (Smith and Hurst, 

1999), can also contribute to systematic variation in male-bias estimates between 

studies. 

5.4.4 Male-bias in chimpanzee sequences can be entirely 
explained by transcription 

Branch-specific estimates of male-bias did not show a generation time effect. In 

both intronic and intergenic data, a strong male-bias was estimated for human 

branches, with a weaker bias for macaque and very weak bias for chimpanzee. 

No male-bias was detected for the chimpanzee branch in intergenic data, sug-

gesting that what bias was observed was entirely due to transcription. The 

replication origin hypothesis for male-biased mutation predicts that male-bias 

for different species should vary according to their generation times. Depending 

upon the average generation time assumed,« statistics for humans, chimpanzees 
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and macaques are expected to be around 9.7, 6.2 and 2.5 respectively (see Section 

13 in Chapter 1 for the derivation of these values). 

Male-bias estimates for human and macaque derived from intronic data were on 

the upper limit of expected values. Equivalent estimates derived from intergenic 

data were towards the lower limit of expected values. However, male-bias 

estimates for the chimpanzee were much smaller than expected values, and 

indeed significantly smaller than the equivalent estimates for macaque, in both 

intergenic and intronic data. A generation time effect predicts that male-bias 

estimates in chimpanzee sequences should be greater than estimates for macaque 

sequences. 

The absence of a generation time effect for estimates of male-bias is not likely 

to be a consequence of ancestral polymorphism. As ancestral polymorphism is 

predicted to contribute less to the divergence of X-linked (r/ v) than autosomal 

(CIA) alignments, it should result in estimates of ^ overestimating the ratio of 

mutation rates (reviewed in Box 1 of Presgraves and Yi, 2009). The propor-

tional contribution of ancestral polymorphism to sequence divergence decreases 

with increasing time since speciation, therefore ancestral polymorphism should 

contribute proportionately less to the divergence of the macaque than the 

chimpanzee. Estimates of a for macaque would remain greater than estimates 

for chimpanzee if a correction for ancestral polymorphism was applied. 

Previous studies have rarely estimated male-bias for human and chimpanzees 

separately. A trio of sequences is required to assign differences between the 

human and chimpanzee sequences to either the human or the chimpanzee 

branch. Previous studies have often used distance measures that only enable 

a male-bias estimate to be derived for the combined human-chimpanzee branch. 
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As the male-bias estimated on the human branch in this study was very strong, 

an estimate of male-bias derived by combining the very biased human branch 

with the weakly biased chimpanzee branch is likely to produce an estimate 

within the wide range of values predicted by the generation time hypothesis. 

Branch-specific estimates of male-bias have been calculated by Presgraves and 

Yi (2009), but the estimates were conditional on the alignments chosen. Using 

alignments of human, chimpanzee, gorilla and macaque sequences, Presgraves 

and Yi (2009) found that male-bias is stronger in chimpanzees than in humans. 

However, male bias was stronger for humans than chimpanzees when estimated 

using alignments that also included orangutan sequences. 

Although the weak male-bias for chimpanzee sequences estimated in this study 

does not agree with the predictions of the replication origin hypothesis for male-

bias, this result is less surprising in light of recent debate concerning the unusual 

substitution process of human and chimpanzee X-chromosomes (e.g. Patterson 

et a l , 2006, Burgess and Yang, 2008, Wakeley, 2008, Presgraves and Yi, 2009). 

Primarily, this debate has centered on whether the unusually low divergence of 

the human and chimpanzee X chromosomes is a result of a shorter time since 

speciation than the autosomal average, a smaller female ancestral population 

size, a strong male-mutation bias, or selective sweeps on the X chromosome. 

The methods developed to simultaneously estimate ancestral population size, 

mutation rate and speciation time to date have given limited consideration to 

molecular clock violation (Hobolth et al., 2007, Burgess and Yang, 2008). Error 

parameters were incorporated in Burgess and Yang's (2008) model to account 

for violation of the molecular clock and sequencing errors, either of which could 

lead to branch-specific substitution rates. The difference between the human and 

chimpanzee branch lengths was thought to reflect sequencing errors rather than 
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violation of the molecular clock, because the inclusion of the error component 

altered the estimated transition rate. When estimating male-bias, error parameter 

estimates from an autosomal data set were applied to the X-linked data set. 

Branch lengths estimated in this study suggest that human and chimpanzee X-

linked and autosomal sequences differ in the extent to which the molecular clock 

is violated. Resolving the 'true' male-bias for human and chimpanzee sequences, 

and quantifying the contribution of transcription towards this will probably 

require both a more detailed method for analysing the primate speciation process, 

using a model that allows lineage-specific substitution processes. 
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Chapter 6 

Conclusions 

In this study, the replication origin hypothesis for male-biased mutation was 

evaluated by estimating the contributions of methylation and transcription 

to male-biased mutation. Both transcription and methylation were found to 

contribute substantially to male bias estimates, methylation for reasons possibly 

unrelated to sex. In developing the model of context-dependent nucleotide 

substitution used to evaluate the influences of these processes, a methodological 

bias that affects popular variants of context-dependent substitution models was 

identified. These findings emphasise the importance of testing the assumptions 

underlying models and statistics used in phylogenetic inference. 

6.0.5 Is a appropriate for estimating male-bias ? 

A fundamental assumption of Miyata et al.'s (1987) method for estimating male 

bias is that substitution rate differences between the sex chromosomes and the 

autosomes are caused by sex differences in mutation rather than chromosome-

specific effects. Studies that have tested this assumption have consistently found 
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evidence indicating that chromosome-specific effects contribute to a estimates 

(e.g. McVean and Hurst, 1997, Smith and Hurst, 1999, Pink et al., 2009). In 

Chapter 4, it was shown that n estimates are confounded by sequence features. 

Over 15% of the average substitution rate difference between X-linked and 

autosomal alignments can be attributed to CpG motif frequency differences. 

Another assumption of the n statistic is that there is a single, genome-wide 

value for the male mutation bias. The results of Chapter 5 illustrate that 

this assumption is violated. Male bias estimates for intronic alignments were 

consistently greater than estimates for nearby intergenic alignments. Further, in 

Chapter 3, negative values for a were calculated even when attempts were made 

to eliminate confounding sources of substitution rate variation. 

The a statistic cannot be considered a test of the replication origin hypothesis, 

as the assumptions of this hypothesis are built in to its formulation and only 

very extreme values of r> can be considered as evidence against this hypothesis. 

The genome-wide a statistics estimated for intergenic human and macaque 

sequences in Chapter 5 are in general agreement with the values predicted by 

the replication origin hypothesis, however, consideration of regional substitution 

process variation contradicted rather than supported this hypothesis. 

Many corrections are required to make data meet the assumptions of the a 

statistic. Factors that must be accounted for include ancestral diversity, motif 

composition, and regional substitution rate heterogeneity Rather than perform-

ing extensive data culling and curating in order to make use of the a statistic, it 

is simpler and more intuitive to consider substitution rates directly, and estimate 

the effects of nucleotide composition separately The ability to separate the effects 

of motif frequencies from those of substitution rates is the most valuable feature 



of the new substitution model form (Yap et al., 2010) developed as a result of the 

bias detailed in Chapter 2 and (Lindsay et al., 2008). This property of the model 

will be useful in future analyses of the reasons for substitution rate differences 

between the sex-chromosomes and the autosomes. 

6.0.6 Do replication errors cause the majority of nucleotide 

substitutions? 

Several arguments against, and no arguments for a major contribution of repli-

cation errors to the substitution process were presented in this study. Most 

critically, species-specific estimates of rv calculated in Chapter 5 clearly violated 

the generation time effect predicted by the replication origin hypothesis. If 

it is assumed that replication errors accumulate at a rate proportional to the 

number of DNA replications, the almost complete absence of a male bias in the 

chimpanzee lineage would imply that replication is not the major contributor 

to the mutation rate. The inadequacy of this model for replication errors is 

further supported by experimental studies (see Section 1.0.4 in Chapter 1), and 

by several other studies that have also found that variation in n estimates cannot 

be completely explained by the replication origin hypothesis (e.g. Smith and 

Hurst, 1999, Pink et al., 2009). Instead, the results of Chapters 4 and 5 support 

genome-wide and transcription-coupled repair in the female germline as a major 

contributors to male-biased evolution. Evaluating the contribution of replication 

to male-biased mutation will require a more accurate understanding of how 

replication errors accumulate. 
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Further consideration of the factors that potentially contribute to male bias 

would be aided by the use of a wider variety of substitution models. In 

particular, relaxing the modeling assumption of reversibility would be beneficial 

for evaluating the contributions of recombination and oxidation. Biased gene 

conversion is thought to increase the rate of substitution to G and C nucleotides, 

whilst oxidation is believed to primarily cause mutations of guanine nucleotides 

(Wang et al., 1998). Both of these effects may have been obscured by the 

non-reversible used in this study for evaluating methylation and transcription. 

Like methylation and transcription, recombination has predictable effects on 

the substitution process, and the effects of oxidative damage can potentially 

be identified by exploiting the sequence context of substitutions (Stoltzfus, 

2008). The use of non-reversible substitution models may also help resolve the 

mechanism of AT •«-)• GT substitutions. The results of this study indicate that 

AT ^ GT substitutions make an important contribution to male bias and warrant 

further investigation, being important in improving model fit, exhibiting the 

strongest male bias of all dinucleotide substitutions in intergenic data, and the 

most substitution rate asymmetry in intronic data. 

6.0.7 Implications for understanding the mechanism of mutations 

Variation in mutation rates of different nucleotides has previously related to the 

fidelity and context-preferences of DNA polymerases. An illustrative example is 

the well-known bias for transitions over transversions. Watson and Crick (1953) 

proposed that the probability of a nucleotide being misincorporated depended 

on its ability to form a base pair with the complementary nucleotide in a similar 

way to the correct nucleotide, preserving the normal helical structure. Topal 



and Fresco (1976) proposed a scheme whereby the greater rate of transitions 

compared with transversions is explained by the ability of uncommon tautomeric 

forms of nucleotides to pair with a standard nucleotide in the same geometric 

configuration as standard Watson-Crick nucleotide pairs. However, structural 

analyses have indicated that mismatches typically involve the major tautomeric 

nucleotide forms (Morgan, 1993). If replication errors do not make a major 

contribution to the mutation rate, more work is needed before the base sub-

stitution spectrum can be understood at the molecular level for the majority of 

substitutions. 

The Q matrix is often given only limited consideration by phylogenetic studies 

(Oscamou et al., 2008), despite the potential for the processes that most influence 

evolution to be inferred from Q as attempted in this study. Research into the 

biological interpretation of a Q matrix, and the effects of model assumptions on 

Q matrix parameter estimates, will help future studies make better use of the 

information provided by Q. 
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Table 7.1: Estimates of male-bias for intergenic data, based on comparison of mean values for 

chromosomes 3,5 and 6 with X Estimates were calculated as described in Table 4.1 Abbreviations 

are Ts - transition, Tv - transversion and CpG - substitution involving a CpG dinucleotide 

Rank Context G T R ' GTRXdiriMC Type 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

AT o CT 
AT ^ AC 
CC ^ GC 
TA <-). TG 
TA CA 
CA^GA 
TC TG 
AG o GG 
CT o CC 
AC o AG 
GC o GG 
CC^CA 
TG^^CG 
TG o AG 
AC ^ GC 
CA<^CG 
CC o AC 
CT^GT 
TG^GG 
AA o GA 
TT ^ TC 
GA o GG 
TC o TA 
GC o GA 
GT o GC 
TC ^ CC 
CT o AT 
GT^GG 
CG ^ AG 
CG^GG 
AT ^ AG 
TT^GT 
AC ylA 
TCi^GC 
TT ^ CT 
CT o CA 
AA <->• AG 
CA AA 
TT TG 
TA GA 
TA o .lyl 
CC^CG 
CT o CG 
TT o TA 
TC o AC 
GT GA 
TT o AT 
AT ^ AA 

A^G 
T^C 
C^G 
A^G 
T^C 
C ^G 
C ^ G 
A ^ G 
T^C 
C ^G 
C^G 
C-H-/1 
T^^C 
T-i^A 
A ^G 
A^G 
C ^ .1 
C ^G 
T <^G 
A-h-G 
T^C 
A*r^G 
C A 
C - o 
T^C 
T^C 
C^A 
T<r^G 
C o A 
C^G 
T ^G 
T<^G 
C ^ A 
T^G 
T ^C 
T^ A 
A^G 
C ^ A 
T •Ir^G 
T^G 
T ^ A 
C ^G 
T^G 
T^ A 
T^ A 
T^ A 
T ^ A 
T^ A 

1.46 
1.32 
1.26 
1.25 
1,21 
1.15 
1.11 
1.10 
1.09 
1.07 
1.06 
1.05 
1.03 
1.02 
1.01 
1.01 
1.01 
1.00 
0.99 
0.97 
0.96 
0.96 
0.96 
0.94 
0.90 

(1.31-1.62) 
(1.19-1.46) 
(1.06-1.52) 
(1.14-1.39) 
(1.10-1.35) 
(0.99-1.34) 
(0.95-1.30) 
(1.00-1.21) 
(1.00-1.19) 
(0.92-1.24) 
(0.90-1.29) 
(0.89-1.22) 
(0.90-1.19) 
(0.85-1.22) 
(0.89-1.15) 
(0.87-1.18) 
(0.86-1.20) 
(0.86-1.16) 
(0.85-1.16) 
(0.87-1.07) 
(0,88-1.06) 
(0.87-1.08) 
(0,82-1.12) 
(0.79-1.12) 
(0.81-1.01) 

0.89 (0.79-0.98) 
0.89 (0.77-1.04) 
0.88 (0.73-1.04) 
0.87 (0.69-1,09) 

(0.66-1.14) 
(0.74-0.99) 
(0.73-0.97) 
(0.73-0.97) 
(0.71-1.01) 
(0.77-0.93) 
(0.70-1.00) 
(0.75-0.90) 

0.82 (0.72-0.95) 
0.82 (0.72-0.93) 
0.80 (0.69-0.94) 
0.80 (0.69-0.93) 
0.80 (0.60-1.09) 
0.79 (0.61-1,01) 
0.72 (0.61-0.86) 
0.70 (0.55-0.88) 
0.69 (0.55-0.88) 
0.69 (0,58-0,82) 
0.59 (0.49-0.71) 

0.87 
0.86 
0.85 
0.85 
0.85 
0.84 
0.83 
0.82 

(0.98-1.10) 
(0.95-1.06) 
(0.99-1,15) 
(0.99-1.14) 
(0,94-1.07) 
(0.98-1.15) 
(0.99-1,16) 
(0.99-1.15) 
(0.95-1.07) 
(1.02-1.20) 
(0.99-1.16) 
(0.85-0.98) 
(0.95-1.08) 
(0.64-0.76) 
(1.00-1.14) 
(1.00-1.14) 
(0.86-0.98) 
(1,02-1.21) 
(0.80-0.92) 
(1.00-1,15) 
(0.95-1,09) 
(1.00-1.14) 
(0.86-0.99) 
(0.87-1.00) 
(0.96-1.08) 
(0.95-1.09) 
(0.87-1.00) 
(0.82-0.95) 
(0.86-0.98) 
(1.02-1.20) 
(0.82-0.95) 
(0.88-1.01) 
(0.88-1.01) 
(0.82-0.95) 

1.02 (0.96-1,08) 
0.69 (0.64-0.76) 

(1.02-1.16) 
(0.88-1.02) 
(0.83-0.95) 
(0.83-0.96) 
(0.66-0.82) 
(1.01-1,19) 

0.87 (0.80-0.93) 
0.74 (0.67-0.81) 
0.74 (0.68-0.81) 
0.74 (0.68-0.81) 
0.78 (0.71-0.86) 
0.78 (0.71-0.85) 

1,04 
1.00 
1,07 
1.06 
1.00 
1.07 
1.07 
1.07 
1.01 
1.11 
1.07 
0.92 
1.01 
0.69 
1.07 
1.07 
0.92 
1.11 
0.86 
1.07 
1.01 
1.07 
0.93 
0.93 
1.02 
1.02 
0.93 
0.88 
0.92 
1.10 
0.88 
0.94 
0.94 
0.88 

1.09 
0.95 
0.89 
0.89 
0.74 
1.10 

1.40 
1,31 
1.18 
1.18 
1 .21 
1.07 
1.05 
1.02 
1.08 
0.96 
0.99 
1.14 
1.01 
1.46 
0.95 
0.95 
1 ,11 
0.89 
1.15 
0.90 
0.94 
0.90 
1,04 
1.00 
0.89 
0.87 
0.95 
0.99 
0.95 
0.75 
0.97 
0.90 
0.90 
0.95 
0.82 
1.18 
0.75 
0.86 
0.93 
0.91 
1.07 
0.69 
0.90 
0.94 
0,94 
0.94 
0.91 
0.78 

(1.29-1.53 
(1.21-1.43 
(0.97-1.43 
(1.10-1.27 
(1.11-1.31 
(0.91-1,25 
(0.90-1.24 
(0.91-1.13 
(0.98-1.19 
(0.83-1.13 
(0.81-1,18 
(0.98-1.35 
(0.88-1.16 
(1.23-1.75 
(0.86-1.05 
(0.82-1.09 
(0.96-1.31 
(0.76-1.03 
(0.99-1.33 
(0.81-0.99 
(0.85-1.03 
(0.81-1.00 
(0.89-1.22 
(0.83-1.19 
(0.81-0.97 
(0.79-0.96 
(0.81-1.09 
(0.83-1,17 
(0,75-1,17 
(0,54-0.99 
(0,85-1.13 
(0.78-1.03 
(0.78-1.03 
(0.80-1.16 
(0.75-0.89 
(0.99-1,41 
(0.70-0.82 
(0,75-0,99 
(0.82-1.06 
(0.78-1.06 
(0.92-1.26 
(0.51-0.92 
(0.69-1.14 
(0.79-1.11 
(0.77-1.14 
(0,76-1.16 
(0,78-1,06 
(0.65-0.91 

Ts 
Ts 
Tv 
Ts 
Ts 
Tv 
Tv 
Ts 
Ts 
Tv 
Tv 
Tv 
C p G T s 
Tv 
Ts 
C p G T s 
Tv 
Tv 
Tv 
Ts 
Ts 
Ts 
Tv 
Tv 
Ts 
Ts 
Tv 
Tv 
CpG Tv 
CpG Tv 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
C p G T v 
CpG Tv 
Tv 
Tv 
Tv 
Tv 
Tv 



Table 7.2: Estimates of o for intronic data Estimates were calculated as described in Table 4.1 Abbreviations 

are Ts - transition, Tv - transversion and CpG - substitution involving a CpG dinucleotide 

Rank Context GTR GTHXdtnuc a . Type 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

AT ̂  GT 
TA o TG 
TG o AG 
AT o AC 
CT GA 
TG ̂  AC 
rro- TG 
GT o GC 
GG ̂  CA 
TA^CA 
TT o AT 
AG o GG 
TG o TA 
AA GA 
TG o GG 
TCi^TG 
CA o .1.1 
TG^GC 
GT^GG 
GT o GA 
AG o GG 
GG <-^GG 
GT AT 
TA o AA 
GG o AG 
GG o GA 
TG ^CC 
AG AA 
GC^GG 
GT GT 
GT^GG 
GA ̂  GG 
TA « GA 
TTo GT 
GA •(->• GG 
TT TG 
GA o GA 
TT^ TA 
AT o AG 
yl.l AG 
AT o A A 
TT^GT 
TC <^GG 
GG ̂  GG 
AG o /IG 
GG o AG 
GT o GG 
GG^GG 

A G 
.1 G 
T A 
T ̂ ^G 
T ̂  A 
T ̂  A 
T^C 
T^C 
G ̂  A 
T ^C 
T^ A 
A^G 
G o-
A^G 
T^G 
G ^G 
G^ A 
T 
T ^G 
T ̂ r^ A 
A^G 
G^G 
G^ A 
T^A 
C A 
C o A 
T<^C 
G ̂  A 
G ̂ r^G 
G -t^G 
T ^G 
A o G 
T^^G 
T 
A ̂  G 
T ^G 
C o G 
T ̂  A 
T 
A^G 
T ̂  A 
T 
T •i^G 
C o G 
C^G 
C^ A 
T<^G 
C ^G 

1.59 (1.35-1.90) 
1.39 (1.19-1.64) 
1.35 (1.01-1.81) 
1.27 (1.09-1.50) 
1.26 (0.97-1.66) 
1.23 (0.89-1.70) 
1.19 (1.02-1.39) 
1.19 (1.02-1.38) 
1.15 (0.88-1.48) 
1.14 (0.99-1.31) 
1.13 (0.89-1.45) 
1.12 (0.97-1.30) 
1.11 (0.86-1.38) 
1.06 (0.92-1.24) 
1.05 (0.78-1.44) 
1.04 (0.80-1.32) 
1.03 (0.81-1.31) 
0.99 (0.77-1.25) 
0.98 (0.83-1.16) 
0.97 (0.69-1.35) 
0.95 (0.79-1.14) 
0.95 (0.71-1.25) 
0.92 (0.74-1.15) 
0.91 (0.69-1.20) 
0.88 (0.65-1.23) 
0.87 (0.62-1.19) 
0.86 (0.72-1.01) 
0.86 (0,66-1.12) 
0.86 (0.63-1.21) 
0.85 (0.68-1.05) 
0.84 (0.62-1.13) 

(0.69-0.97) 
(0.65-1,10) 
(0.67-1.04) 
(0.64-1.00) 
(0.65-1.03) 

0.79 (0.59-1.07) 
0.78 (0.60-0.99) 
0.78 (0.58-1.01) 
0.76 (0.66-0.90) 
0.76 (0.59-0.97) 

(0.61-0.84) 
(0.53-0.85) 
(0.44-0.97) 
(0.48-0.85) 
(0.35-0.91) 

0.55 (0.32-0.83) 
0.43 (0.20-€.76) 

0.83 
0.85 
0.84 
0.81 
0.81 

0.71 
0.67 
0.67 
0.65 
0.58 

1.05 
1.06 
0.91 
1.04 
0.91 
0.95 
0.99 
1.00 
0.97 
1.02 
0.99 

(0.96-1.13) 
(0.97-1.16) 
(0.80-1.04) 
(0,95-1.12) 
(0,79-1.04) 
(0,83-1,10) 
(0.91-1,10) 
(0.91-1,10) 
(0.86-1.10) 
(0.94-1.11) 
(0.86-1.13) 

1.09 (1.00-1.21) 
0.98 (0.87-1.11) 
1.09 (1.00-1.20) 
0.86 (0.76-0.98) 
0.82 (0.71-0.93) 

(0.87-1.11) 
(0.76-1.00) 
(0.93-1.10) 
(0.83-1.08) 
(1.00-1.20) 

0.87 (0.76-0.99) 
1.00 (0.88-1.13) 

(0.90-1.22) 
(0.88-1.13) 
(0.89-1.15) 
(0.93-1.12) 
(0.89-1.16) 
(0.76-0.98) 
(0.80-1.02) 
(0.77-1.00) 
(1.01-1.21) 
(0,78-1.01) 
(0,77-1.01) 
(0,99-1.19) 
(0.76-1.02) 
(0.72-0.93) 
(0.91-1.23) 
(0.77-1 .(X)) 

1.10 (1.00-1.20) 
0.99 (0.86-1.13) 

(0.95-1.14) 
(0.93-1.10) 
(0.73-0.97) 
(0.79-1.02) 
(0.85-1.10) 

0.86 (0.75-0.98) 
0.85 (0.73-0.97) 

0.98 
0.87 
1.01 
0.95 
1.09 

1.06 
1.00 
1.01 
1.02 
1.01 
0.87 
0.91 
0.88 
1.10 
0.88 
0.88 
1.08 
0.89 
0.82 
1.06 
0.88 

1.04 
1.02 
0.85 
0.91 
0.97 

1.53 (1.36-1.74) 
1.32 (1.16-1,50) 
1,53 (1.16-2.01) 
1.23 (1.09-1.40) 
1.43 (1.10-1.85) 

(0.87-1.76) 
(1.00-1.41) 
(1.04-1.39) 
(0.92-1.51) 
(0.99-1.26) 
(0.88-1.48) 
(0.87-1.20) 
(0.89-1.44) 
(0.84-1.12) 
(0.96-1,64) 

1,23 (0,94-1,60) 
1,06 (0.83-1.33) 

(0.91-1.47) 
(0.81-1.11) 
(0.73-1.44) 
(0.75-1.01) 
(0.80-1.44) 
(0.73-1.15) 
(0.64-1.11) 
(0.61-1.23) 
(0.63-1.19) 
(0.75-0,99) 
(0,62-1,08) 
(0,69-1,34) 
(0.72-1.15) 
(0.72-1.22) 
(0.59-0.90) 
(0.74-1,24) 
(0.78-1.19) 
(0.60-0.93) 
(0.69-1.14) 
(0.75-1.29) 
(0.53-0.92) 
(0.70-1.13) 
(0.58-0.80) 
(0.59-0.99) 

0.68 (0.57-0.81) 
0.67 (0.53-0,84) 

(0.52-1.06) 
(0.54-0.94) 
(0.34-0.90) 
(0.42-0.94) 
(0.28-0.88) 

1.26 
1.18 
1.21 
1.18 
1.12 
1.14 
1.02 
1.14 
0.97 
1.25 

1.15 
0.96 
1.01 
0.88 
1.07 
0.92 
0.84 
0.87 
0.87 
0.86 
0.83 
0.97 
0.92 
0.95 
0.73 
0.97 
0.96 
0.75 
0.88 
0.97 
0.71 
0.89 
0.68 
0.77 

0.75 
0.72 
0.59 
0.64 
0.52 

Ts 
Ts 
Tv 
Ts 
Tv 
Tv 
Ts 
Ts 
Tv 
Ts 
Tv 
Ts 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Tv 
CpGTs 
Tv 
Tv 
Tv 
Tv 
Ts 
Tv 
Ts 
CpGTs 
CpGTv 
Tv 
CpGTv 
CpG Tv 
CpGTv 
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Figure 7.1: Dinucleotide substitution rate estimates by chromosome. Estimates are shown for a. 

AT ^ C T , the most male-biased dinucleotide substitution b. TG o CO, the transition 

caused by deamination of methylated cytosine and c. CT CO, the most female-biased 

dinucleotide substitution. Dinucleotide substitution rate estimates indicate the extent to which 

the substitution within the specified dinucleotide context differs from the relevant GTIi estimate. 

The black line behind the box plots is the mean substitution rate estimate for the autosomes, and 

the area that falls within one standard deviation of this value is shaded grey. An extreme value 

that differed from the chromosomal mean by more than 5 standard deviations was excluded from 

panels b and c. Whiskers and outliers are defined as in Figure 3.1. 
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