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Abstract—Energy harvesting (EH) provides a means of greatly transmission and reception, including idle listening, €imergy
enhancing the lifetime of wireless sensor nodes. Howevethe cost of information sensing and processing, and (iii) eperg
randomness inherent in the EH process may cause significant oot of other basic processing while being active. Gengerall

delay for performing sensing operation and transmitting the th t of other basi . . h I
sensed information to the sink. Unlike most existing studig on € energy cost of other basic processing IS much smaller

the delay performance of EH sensor networks, where only the compared to the energy cost of transmission [7]. Hence, the
energy consumption of transmission is considered, we comgr majority of the current work on EH WSNs has considered
the energy costs of both sensing and transmission. Specifiga  only the energy cost of transmission, while ignoring thergpe

we consider an EH sensor that monitors some status property ¢oqt of sensing [8], [9]. For some sensors, such as high-rate

and adopts a harvest-then-use protocol to perform sensingnal d hiah Ut i d seismi th
transmission. To comprehensively study the delay performace, &Nd NIgN-resolution acouslic and SeiISMIC Sensors, theggner

we consider two complementary metrics and analytically deve ~ COSt Of sensing can actually be higher than the energy cost of
their statistics: (i) update age - measuring the time takenrom transmission, e.g., see [10] and references there in. Kénce

when information is obtained by the sensor to when the sensed is important to accurately model the energy cost of sensing i
information is successfully transmitted to the sink, i.e.how timely WSNs [11].

the updated information at the sink is, and (ii) update cycle- . .
measuring the time duration between two consecutive succss For WSNs powered by EH from the ambient environment,

transmissions, i.e., how frequently the information at thesink the energy arrival process is inherently time-varying ituna
is updated. Our results show that the consideration of sensg These fluctuations in the energy arrival process can be slow
energy cost leads to an important tradeoff between the two or fast and are characterised by its coherence time [12]. For
metrics: more frequent updates result in less timely inforrmation instance, for the case of EH from a solar panel on a clear
available at the sink. - . . .

day with abundant sunshine, the coherence time is on the
_Index Terms—Energy harvesting, wirelessly powered commu- order of minutes or hours. For the case of wireless energy
nications, delay analysis, energy costs of sensing and tremis-  yansfer via RF signals, the coherence time can be on the
ston- order of milliseconds, which is comparable to the duration

of a communication time slot. The energy arrival process in

. INTRODUCTION the latter case can be modeled as a random process where the

. . amount of harvested energy in each time slot follows some
Background: Energy harvesting (EH) from energy sources e :

robability distribution. For example, papers studying t&bin

in the ambient environment is an attractive solution to pow : Lo
wireless sensor networks (WSNs). The feasibility of pongri F signals often assume an exponential distribution [1B—15
' Another example, using the gamma distribution, can be found

WSNSs by EH from solar, wind, vibration and radlo—frequenc% [16]. However, many energy arrival processes in practice

(RF) signals has been demonstrated in the literature [1£5]. . .
cannot be accurately modeled by using exponential or gamma

an EH source is periodically or continuously available, a-se”.” .~ ° . . .
. istributions. The consideration of a more general prdtgbi
sor node can in theory be powered perpetually. However, the

design of EH WSNss raises several interesting and challgngm'St”buuon for modeling the amount of energy arrival il st
issues largely an open problem.

; A . . . In many sensor network applications, the delay performance
Design ChallengesAn important design consideration foris a key design challenge. The effects of randomness in both
EH WSNs is the modeling of energy costs. There are three. Y 9 ge.

: S P arrivals of the multiple data packets and harvested energy
main energy costs in wireless sensors [6]: (i) energy coBfof L . ) .
on the overall transmission completion time were consitlere
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costs, has not been investigated in the literature.

Paper Contributions: We consider a statusonitoringsce-
nario, e.g., monitoring some property of a target enviromtne

with one sensor-sink pair. The sensor is solely powered bye
EH from an ambient energy source. The sensor periodically

monitors and senses the current environment, i.e., it géeer
current status information about one or more variablestefin
est, and then transmits a status-information-containaaket

to the sink. Once the packets are successfully transmitted to

the sink, which may occur after several failed retransrorssi

the update age. We consider both a deterministic energy
arrival model and a random energy arrival model with a
general distribution, so that our results can be applied to
model a wide range of EH processes.

We take the energy costs of both sensing and transmis-
sion into account when studying the delay performance.
Such a consideration brings up an interesting question
of whether to increase or reduce the number of allowed
retransmission attempts for each sensed information, be-
cause both sensing and transmission consume energy.
This in turn results in a tradeoff between the update

due to fading in the transmission channel, the status under cycle and the update age. The tradeoff emphasizes the
monitoring isupdatedat the sink. importance of modeling the energy cost of sensing.
We adopt two different metrics to assess the delay per-Notations: E {-} andPr {-} are expectation and probability
formance: (i) update agewhich measures the time dura-operators, respectively. Convolution operators for coniis
tion between the time of generation of the current statasd discrete functions are denotedkaand*, respectively/-]
information at the sink and the time at which it is updatednd|-] are ceiling and floor operators, respectivély;._, is
at the sink, and (ii) update cycle which measures the tinige summation operator, and if. > n, the result is zero.
duration between one status update at the sink to the néXsis (i, \) is the probability mass function (pmf) of a Poisson
The update age (or freshness) and update cycle (or frequerdigtribution with parametex.
are complementary measures. For instance, a smaller update
age means the updated status information at the sink is much Il. SYSTEM MODEL
more timely, but does not indicate when the next updateWe consider the transmission scenario where a sensor
status information will be received. A smaller update cyclgeriodically transmits its sensed information to a sink, as
means more frequent status updates at the sink, but dfiestrated in Fig. 1. The sensor is an EH node which harvests
not indicate when the current updated status informatios wanergy from the ambient environment such as solar, wind,
originally generated or how old it is. Thus, the quality of &ibration or RF signals. The sensor has two main functions,
status monitoring system, i.e., the status update freshaes i.e., sensing and transmission, each having individuatggne
frequency, is comprehensively captured by the update agie ast. We assume half-duplex operation, i.e., sensing amg-r
update cycle, respectively. mission cannot occur at the same time. In order to perform
We account for the fact that sensing and transmissi@ither sensing or transmission, the sensor first needs talspe
operations both consume energy. Inspired from the harvestcertain amount of time on EH. The harvested energy is
then-use and save-then-transmit communication protdools stored in a battery. We assume that the battery cannot charge
EH nodes in wireless networks [13], [14], [16], which arend discharge at the same time [16]. In addition, the battery
simple to implement in practice, we consider a harvest-thetas sufficient charge capacity such that the amount of energy
use protocol for the EH sensor. In our proposed protocol, teeored in the battery never reaches its maximum capacity.
sensor performs sensing and transmission as soon as it A assumption is reasonable since battery capacityaipic
harvested sufficient energy. In order to limit the delay dme tanges from joules to thousands of joules [1], while the gper
retransmissions, we impose a time window for retransmissiolevel in the battery in our system is only in thel range as
The delay performance of the considered harvest-then-y$mwn in Section V.
protocol is analyzed. The main contributions of this pager a Following the state-of-the-art EH sensor design prac-
as follows: tice [20], we adopt a time-slotted or block-wise operation.
« We provide a comprehensive study on the delay perfdMe assume that one sensing operation or one transmission is
mance of EH sensor networks. Apart from the commonfgerformed in one time block of duratidf seconds. At the
considered delay due to the information transmissidreginning of each block, we assume that the sensor checks the
from the sensor to the sink, defined as the update ag@ftery energy state and makes a decision to perform either
we also characterize the frequency of updating the infggensing, transmission, or energy harvesting. Thus, we elefin
mation held by the sink, defined as the update cycle. the following types of time blocks with the associated antoun
« Considering a Rayleigh fading wireless channel, we an@f energy cost/harvesting:
lytically derive the statistics of both the update cycle and Sensing Block (SB): the sensor samples the status informa-
tion and then processes and packs sensed information into
1Due to the fluctgation in th(_e energy grrival process, §y_r'pﬁriodic _sen;ing a data packet. The energy cost ina SBis denoteﬂgl@y
and transmission is not possible. In this paper, ‘periodicdised to indicate .. g .
that the sensor alternates between sensing and transng&sioorder to keep ® Transmission Block (TB)' the sensor transmits the newest

status updating at the sink. generated data packet (from the last sensing operation) to
2The term update age is inspired by [18] and indicates the agmeliness

of the transmitted information, since an outdated messagelose its value 3In general a sensor may spend different amounts of time orsensing

in a communication system when the receiver has intereseghfinformation operation [10]. Thus, the assumed protocol and analysisbeageneralized

[19]. Note that this notion of the delay is in fact the samehasttansmission to different sensing time durations other th@n which is outside the scope

delay in [13]. of this work.
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transmission attempt always happens immediately after the

(1®) SB, the time window for retransmissionslig— 1 time blocks.
m' Under the proposed protocol, the sensor operates as follows
158
(192) oo ) 1) First, the sensor uses several EHBs to harvest enough
Sink energy,£sg + £, and then a SB and a TB occur.

Encrgy harvesting  Semsor Information transmission 2) If the transmission in the TB is successful, i.e., we have a
STB, the sensor harvests energy (taking several EHBS) for

the next sensing period until the battery energy exceeds

Battery )—D( Transmitter

Energy flow €SB + gTB-
—> 3) If the transmission in the TB fails, i.e., we have a FTB,
(Sensing module }—(_ Data buffer ) Data flow the sensor goes back to harvest energy (taking several
— EHBs) and performs a retransmission when the battery
Fig. 1 lllustration of system model and sensor components. energy exceed&rp.

4) Retransmission may occur several times until the sensed
information is successfully transmitted to the sink or
the time window for retransmissiord® — 1 is reached.
Then, the data packet at the sensor is dropped and the

the sink with energy cosfrg, i.e., the transmit power is

Prs = Erp/T. Then the sink sends a one-bit feedback sig-

nal to the sensor to indicate successful packet receptien. W :

assume that the time consumed for receiving the feedback Sensor goes back to harvest the energy for a new sensing

signal at the sensor is negligible as compared to its packet operation.

transmission time. If the transmission is successful, weeha Fig. 2 illustrates this protocol withl” = 7. In the example

a successful transmission block (STB); otherwise, we hagBown, the first block in Fig. 2 is a SB, followed by two FTBs

a failed transmission block (FTB). We assume that sund two EHBs in between). Since the third TB is a STB, the

cesses/failures of each TB are mutually independent [18Ensed information in the first SB is successfully transitt

[14]. The probability of a TB being a FTB, i.e., transmissiof0 the sink. Then, the sensor uses three EHBs to harvestenerg

outage, is denoted b, .. to conduct sensing in the next SB. After the second SB, there
¢ Energy-harvesting block (EHB): the sensor harvests ener@fe three TBs during time blocks, and all of them are FTBs.

from the ambient environment and stores the energy in it§us, the retransmission process is terminated &fter 7 is
battery. reached. As a result, the sensed information in the second SB

is not transmitted to the sink. The time indices shown in Fig.
2 will be defined in the following section.
A. Proposed Sensing and Transmission Protocol

Since the time-varying EH process results in randomnessgn
the delay for performing sensing and transmission, we gepo
a harvest-then-use protocol with a time window for retraissm _ In this paper, we consider that the harvested energy in each
sions in order to improve the delay-related performance. EHB could eitherremain constanor changefrom block to

The protocol is motivated as followsirstly, considering PlOCk. The former is referred to as deterministic energivakr
the energy cost of sensing, it is necessary to harvest arficiwhile the latter is referred to as random energy arrival.
energy£si, before sensing can occur. However, it is unwise to Deterministic energy arrival is an appropriate model when
perform sensing as soon as the harvested energy redghesthe coherence time of the EH process is much larger than
because there will be insufficient energy left for transiniss the duration of the entire communication session, such as EH
after the sensing operation. The time spent on EH due Ry solar panel on clear days [12], [22], [23]. In this paper,
insufficient energy for transmitting the sensed informatiove denote this asleterministic energy arrival processor
will result in unnecessary delay. To avoid such delay, wactability, we also assume théds andérp represent integer
define the condition for the sensing operation to be when tA#ltiples of the harvested energy by one EHB,
harvested energy in the battery exceéds + Erp. In this For random energy arrivals, we consider independent and
way, a transmission of sensed information occurs immegiatédentically distributed (i.i.d.) random energy arrival ded’
after the sensing operation (i.e., a SB is always followadith a general probability distribution function for the aomt
by a TB). Secondly in the event that the transmission i®f energy harvested in each EHB. This energy arrival model
not successful due to the fading channel between the sen§oieferred to ageneral random energy arrival procesthe
and sink, we need to allow for retransmissions, which arePeviously considered exponential and gamma distribstion
common feature in conventional (non-EH) WSNs [21]. In thi [13], [14], [16] become as special cases of the general
paper, we impose a time window for retransmissions to contiyobability distribution in this work. Since the exponetti
the delay caused by unsuccessful transmissions because #istribution is commonly studied for wireless power traamst
unwise to spend an indefinite amount of time trying to transmi
outdated information. We denot® as the maximum number 4The i.i.d. energy arrival model is commonly considered ie tfhera-
of time blocks after a SB, within which transmissions of tht@&lfre [18]. 124], 125]. fhefe are oler eneray arrival modaipmures ine

, mporal correlation of the energy arrival process, sudissete-Markovian
currently sensed information can take place. Since the firsideling [8], [9], [26], which are beyond the scope of thisrkio

Proposed Models for Energy Arrival
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Update cycles (see Section 111.B)

e SB
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tsp,; tsTB,j tsj+1 tstej+1 tSBj+2 UsTBj+2 :

—_ [ FTB

Update ages (see Section I11.A)

Fig. 2 lllustration of update cycle and update age.

using RF signals, we will also provide results for this im{shown in Fig. 2). Thejth update cycle is

portant special case and referred to iteaonential energy ‘
arrival process Tuc,; = tstB,j+1 — tsTBjs J = 1,2,3, ... ()

Remark 2. The update cycle measures the time elapsed from
HI. DELAY-RELATED METRICS one status update at the sink to the next. The update cycle,
As described in the previous section, both sensing ahdwever, does not reflect the update freshness at the sink.
(re)transmission requires a variable amount of EH timegtvhi Unlike the update age, the update cycle takes into accoant th
may result in significant delays in obtaining the sensedrinfadelay due to dropped data packets. Therefore, update cycle
mation at the sink. In this section, we consider two metrics tomplements update age, and they jointly capture the update
measure the delay performance of the considered sensing fiaduency and freshness, to provide comprehensive meinics
transmission protocol. the delay performance of a status monitoring system.
For the convenience of describing the two metrics, as
shown in Fig. 2, we uségtp ; to denote the block index ) , . ,
for the jth STB during the entire sensing and transmissidiy Modeling Delay-Related Metrics as i.i.d. Random Vari-
operation. Note that a successful transmission also irdudbles
an information update at the sink. Also, it is important to To model each of the update age/update cycle as i.i.d.
associate each transmission with its information cont@at. random variables, we focus on the steady-state behavior as
this end, we uségp ; to denote the block index for the SB incharacterized in Lemma 1.
which the sensed information is transmitted in jite STB. In
other words, status information sensedg ; is successfully
transmitted to the sink akrg ;. Next, we define two delay-
related metrics, expressed in terms of the number of ti

Lemma 1. For a deterministic energy arrival process, the
energy level after each TB is zero. For a general random
foergy arrival process with pdf containing at least onetjpp@si
right-continuous pointf (¢), the steady-state distribution of the

locks:
blocks energy level after each TB has pdf
1
A. Update Age and Update Cycle gle)==(1—F(e), (3)
Definition 1 (Update age) For the jth STB, the update age P
is given by the number of time blocks fromg ; to tsTs,; Where p is the average harvested energy, afitk) is the
(shown in Fig. 2). Theith update age is cumulative distribution function (cdf) corresponding f¢e).
Tua ; =tsTB,j —tsBj, J = 1,2,3,.... (1) Proof: For a deterministic energy arrival process, Lemma
Remark 1. The update age measures the time elapsed frolmIS stralghtforwarq. Eor a general _random energy arrival
process, the proof is given in Appendix B. ]

the generation of a status-information-containing paekéhe . . . .
) . According to the sensing and transmission protocol defined
sensor to the reception of the packet, i.e., status update, a X : S
in_the previous section, each SB is directly followed by a

the sink. This metric is referred to as the status update D :
in [18]. A larger update age implies that a more outdatedjsta?['pg' From Lemma 1, the steady-state distribution of avaélabl

is received by the sink. The update age, which captures e oY after any TB is the same. Hence, the steady-state

) ) dlgtribution of the available energy aftgyrg_; is the same for
freshness of the updated status information, however, oies _ . ; 7
) all j. Because the successes/failures of each TB are mutually
reflect the update frequency at the sink. Rather, the upda : : :
. S ndependent, andyc ; is determined by both the available
frequency is captured by the update cycle which is presente J ’ .
i energy aftetsrg ; and the successes/failures of the following
below: e o
TBs, Tuyc ; are i.i.d. for allj. Similarly, it is also easy to show
Definition 2 (Update cycle) For thejth STB, the update cycle that Ty, ; are i.i.d. for all j. For convenience, we remove

is given by the number of time blocks froterg ;1 to tsre,;  subscriptj for Tyc andTya in (2) and (1), respectively.
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IV. UPDATE AGE g(x) and f(z) are defined in Lemma 1.
In this section, considering the dynamics of an energyairriv. proof: See Appendix D. u

process and the probability of successful/failed transim®  From Theorem 2, the average update dge, for a general

in our proposed harvest-then-use protocol, the update@ge fandom energy arrival process is obtained straightforlyars
deterministic, general random and exponential energyadrrijn Corollary 2.

processes are analyzed. )
Corollary 2. For a general random energy arrival process,

A. Deterministic Energy Arrival Process average update age is given by
Theorem 1. For a deterministic energy arrival process, the _ 1— Pyt Vo4 et
update age pmf is given by vA="p - 1+ZZZ (Pout)™ " (Gin-a((n—1)é1s)
et v =2 n=2
- {TUA:k}:(kPoug(Pout) | k:1+(n_1)<f‘3T_B +?, —Glg,L((n—l)ETB)()l)d)
suc
(4) where Py, is given in(8).
where
W —1 . C. Exponential Energy Arrival Process
n:1527’ﬁ‘5’ﬁ‘:1+ T Ern ;Psuczl_(POut)n7 (5) b i H
14+ gTTB Theorem 3. For an exponential energy arrival process, the
and P, is the probability of a TB being a FTB, defined mupdate age pmf is given by
Section Il 11— FPou k=1
Pu b} K
Proof: See Appendix D. - ] a S; ) k
Frgm Theoremll, the average update age, for a detgrml_n— Pr{Tya =k} = Tout Z (Pout>n_1 «
istic energy arrival process is straightforwardly obtaire in ST —
Corollary 1. <
Pois (k:—n,(n—l)LB) 2< k<W,

Corollary 1. For a deterministic energy arrival process,

average update age is given by (11)
. ) where
- - ETB >> (1 - Pout) (Pout)n7 w1
Tua = 1+(n-1{—=—=+1 , n-lp . B
UA ngl ( ( ) ( 14 Psuc Psuc:1*Pout+(1fpout)ZZ(Pout> 1POIS <ZT%(711)7>7
(6) =2n=2 19
where P, is given in(5). (12)
Proof: See Appendix D. - ]
B. General Random Energy Arrival Process From Theorem 3, the average update dfe, for an expo-
Theorem 2. For a general random energy arrival process, théiential energy arrival process is straightforwardly oméai as
update age pnifis given by in Corollary 3.
1 — Pout k=1 Corollary 3. For an exponential energy arrival process,
Pa. =7 average update age is given by
k
Pr{Tua=k}= (17Pout> n—1 — 1-P, W !
{ UA } TZ(PO%) v (Gk,nfl((n* 1)€TB) TUA:% 1+ZZZ(Pout)n71POiS (Z—n(n—l)%) 7
su n=2 suc 1—2 n—2
~Ghn((n —1)&)),2<k<W, (13)
(7) where Py, is given in(12).
where W From Theorems 1-3 and Corollaries 1-3, we see that differ-

ent energy arrival processes induce different pmfs andageer
values of update age. For benchmarking with the existing
studies on delay without imposing a constraint on the time
window for retransmissions [13], we &V — oo, so that alll
sensed information is eventually transmitted to the sihle, t
average update age is the same under different energylarriva
processes as in Corollary 4.

Psuc == 1*Pout+(]- *Pout)ZZ(Poutylil(Gl#nfl((n* ]-)5TB)
=2 n=2

~Grn((n—1%Tp)),
(8)

i=—1,

)

T
i(z) /(g*f*f* ek ) (w)du, i>0. C) Colrollary 4. For a (_jetermlmstlg or general random energy

arrival process, Ty increases withHV, and asWW gets large,

the asymptotic upper bound 6f; o is independent with energy
5Although the general expression in Theorem 2 contains plelthtegrals — arrival distribution and is given by

in Eq. (9), for special cases, such as deterministic and rexgi@l energy P <

arrival processeses, the results given in Theorems 1 aneé 8lased-form lim TU A=1+ out B +1]. (14)

expressions. W —00 1— Pyt P

0 4 convolutions
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Proof: See Appendix G. m  whererm = W,;flJ and functions( (&, ), ¢(i) and ¥(i) are
Remark 3. From the above analytical results, we have tha#Ven by
i) From Theorems 1 to 3Tya is independent of the ¢(£ i) = G, (&) — G4(E), (18a)
energy cost of sensingsg, because the delay is only .\ _ .
affected by the energy harvesting and retransmissions tﬁgg = PacPr{Tua =i, (18b)

happen after the sensing operation. This might give tHi?) = Pout (Gwi-2(E1B) — Gwi-1(ET8))

impression that energy cost of sensing does not affect V., ! .

delay. However, update age is only one of the two delay > (Pout) (Gion—1((n — 1)€rs)—Gi_n((n — 1)Erp)) x

metrics, and the energy cost of sensing has important!=27=2

impacts on update cycle, which will be investigated in (Gw+i—1-1(E1tB) —Gw+i—1(E1B)) -

the next section. (18c)
ii) Allowing a larger window for_ retr_ansmissions increasep,. (Tua = i}, Poe and G;(€) are given in(7), (8) and (9),

the average update age. This might suggest that retrafé%‘pectively.

missions should be avoided, .8}/ = 1. However, the .

update age does not take into account cases where sensedProof: See Appendix E. u

information is not successfully transmitted to the Si”'@orollary 6. For a general random energy arrival process,
In this regard, the update cycle implicitly captures Sucgverage update cycle is given by

cases.
1- Psuc <ESB

V. UPDATE CYCLE Tuc=— — +V+W+1
suc P

In this section, considering the dynamics of an energy alrriv B (19)
process and the probability of successful/failed transimisin Where Py, and Tuya are respectively given i8) and (10),
our proposed harvest-then-use protocol, the update cgcle &nd V' is given in(20) shown at the top of next page.
deterministic, general random and exponential energyarri

s+ Erm -
)+M+TUA+1,

Proof: See Appendix F. ]
processes are analyzed.
A. Deterministic Energy Arrival Process C. Exponential Energy Arrival Process
Theorem 4. For a deterministic energy arrival process, theTheorem 6. For an exponential energy arrival process, the
update cycle pmf is given by update cycle pmf is given by
Pr {TUC:k} - (]- - Pout) (Pout>n_1+mﬁ ’ u
N Pr {TUczk'} ZZ(C((m-i-l)ESB-i-ETB)
e (ESB + nETB) +n+1+m(5513 + nErn +(ﬁ+1)>, vard
p p (21)
(15)

wheren = 1,2,...a,m = 0,1,2, ..., and 7 is given in(5). M*L)(k_m(l""w)_l)’k =2,3,....

m convolutions

Proof: See Appendix E. ]

A | k=2 : . . .
Corollary 5. For a deterministic energy arrival process,W_herem - {WHJ’ and functions( (£, 7), «(i) and v(z) are

average of update cycle is given by given by
_ Poy)” Esp+nE & ((&,1) =Pois (i,€/p), (22a)
Tyo = —Low) <1+ﬁ+—SB+nTB>+§+1 N b Pl 9ob
1= (P 7 (i) = PaucPr {Tia = . (220)
Erp. 1— Py O ) ¥(2) = PousPois (W +1i—1,Er8/p)
+(1+—)ﬁZ(Pout)ni n. w 1
P 1= (Pouw)" 721 (16) +ZZ(Pout)"Pois (—n, (n=1)&rp/p)Pois W+i—1, ETn/p),
=2 n=2
Proof: See Appendix F. n (22c)
B. General Random Energy Arrival Process and Pr{Ty, =i} and Py are given in (11) and (12)
' ] respectively.
Theorem 5. For a general random energy arrival process, the )
update cycle pmf is given by Proof: See Appendix E. =
™ Corollary 7. For an exponential energy arrival process,
Pr{Tuc=k} :Z C(Esp+ErB) #C(Esp) * -+ * ((EsB) average update cycle is given by
m=0 . _ N B
m convolutions T = 1 PPSHC (857]3 LV AW 1) +gSB + & Tuatl,

where Ty4 and Py, are given in(13) and (12), and V is
(17) given in(24) shown at the top of next page.

m convolutions

p
*19*---*19*L)(k—m(1+W)—1)ak=2,37---- (23)
—_——
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g Low (Erp WﬁQ'G b Gy(E W-1 1W7QG & Gy(E
“ioha T, 2 i(Gi-1(étB) — Gi(ErB)) — (W 1) *;( i—1(E1) — Gi(E1B))
1 w 1 - , B
1o Piue ;; (Pout)" (Gi—n-1((n = 1)é1p) — G1—pn((n — 1)érB)) X (20)

I W—i-1 W—il-1
<LB — Y i(Gi-1(E) — Gi(Erp)) — (W = 1) (1_ > (Gioa(Es) - Gi(gTB))>> :

P =0 i=0

W—2 W—2
~ Pout ErB o ( 5TB) , ( 5TB) 1
V=" |=_ iPois (i,— | — (W —=1)[1— Pois | 3, — + X
1= PSUC < P ; P ( ) LXZ; P 17PSHC

Wl P o Wl e Wil P (24)
ZZ(Pout)nPois (Z—n, (n—l)LB) B N iPois (i, LB)—(I/V—Z) 1— ZPOiS (i,LB> .
=2 n=2 P p =0 P =0 P

Proof: See Appendix F. B harvested power i$0 mW [28], i.e., average harvested energy

Similar with the case of update age, different energy drrivper time block,p = 50 ©J. Unless otherwise stated, (i) we
processes induces different pmfs and average values ofaipd®t the power consumption in each TBrg = 40 mW,

cycle. However, for benchmarking with the existing studiese., &t = 200 pJ. Note that this includes RF circuit
on delay without imposing a constraint on the maximuroonsumption (main consumption) and the actual RF transmit
allowable retransmission time, when we consider removippwer?;, = —5 dBm® and (ii) we set the power consumption

the constraint of retransmission, .8}/ — oo, so that all in each SB a$’sg = 50 mW [10], i.e.,Esg = 250 uJd. In the
sensed information is eventually transmitted to the sihk, tfollowing calculations, power and SNR related quantitise u
average update cycle is the same under different energiahbrria linear scale. We assume that a transmission outage from the
processes as in Corollary 8. sensor to the sink occurs when the SNR at the sink lower

Corollary 8. For a deterministic or general random energy.than SNR threshold, = 40 dB [15]. The outage probability

arrival process,Tyc decreases with?/, and asW grows

large, the asymptotic lower bound &f;¢ is independent with Pow = Pr{y <10} (26)
energy arrival distribution and is given by The SNR at the sink is [29]
. 4m o EsetETB Pous  (ErB ™
m}lgnoo Tuc =2+ + 1 P < P + 1) . (25) v = T2’ (27)
Proof: See Appendix G. B whereh is the source-sink channel fading galh~= PLd(fl"),

. . . 0
Remark 4. From the above analytical results, we have thal§ & path loss factor relative to reference distarigeof the
i) From Theorems 4 to 6, we know that,c is affected antenna far field, and.(dy) is linear-scale path loss, which
by the energy cost of sensingks. A larger £ means depends on the propagation environment [13]. Following,[13

more EHBs are required to harvest a sufficient amount bf4l: We assumé’ = 1, for simplicity.

energy to perform sensing operation(s) between adjacenf©" the numerical results, we assume thas block-wise
STBs. Rayleigh fading. Using (27), the outage probability can be

ii) A larger window for retransmissions shorten the averagi¥ttén as

A 2
update cycle, because allowing more retransmissions in- Pout =1 —exp (—d; %) . (28)
creases the chance of having a successful transmission. £

This might suggest that it is also better to incre&iéeto By applying (28) to the theorems and corollaries in Sections
reduce the update cycle. But increasifigalso increases IV and V, we compute the expressions of the pmfsTefy

the update age as discussed earlier. Therefore, theréisl Tuc as well as their average valugs, andTyc.

clearly a tradeoff between the two metrics. Pmfs of update age and update cycle with different
energy arrival processes:First, we consider a deterministic
VI. NUMERICAL RESULTS energy arrival process with harvested energy in each EHB,

In this section, we present numerical results for the updzﬁeAlso we c?n3|der tv§/o. special ca:_sels of the ggnetr:al random
age and update cycle, using the results in Theorems 1-6 rgy arrival process: (i) exponential energy arrivatpeses
with average harvested energy in each EHBand (ii) ran-

Corollaries 1-8. The typical outdoor range for a wirelessse q val ith distributi 16
is from 75 m to 100 m [27]. Hence, we set the distance om energy arrival processes with gamma distribution [16],

between the sensor and the sinkdas 90 m and the path loss Gr?ir\llmlla(ro'o‘r)’ 10?}? " i\Ne terrtn \Ehlr?f atf] ttrlt;.ﬁammr:mener:g)r/
exponent for the sensor-sink transmission link\as 3 [13]. armvat processa S €asy to verily that this gamma energy
The duration Of_ a t'_me block i§" = 5 ms [22]. The Nois€  e1he values we chose fdPrp and Py are typical for commercial sensor
power at the sink iss? = —100 dBm [14]. The average platforms, such as MICAz [27].
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Tyc, time blocks Tyc, time blocks Tyc, time blocks
Fig. 3: pmfs forlya andTyc with Fig. 4: pmfs forlya andTyc with Fig. 5: pmfs forTya andTyc with
deterministic energy arrival process. gamma energy arrival process. exponential energy arrival process.

arrival process has the same average harvested energyamollaries 3 and 7. For the update age, we see that when the
each EHB as the deterministic and exponential energy &rriewverage harvested power is very low, i.e., less th@ndBm,
processes. the update age is one time block. This is expected since
Figs. 3-5 plot the pmfs of update agé&ys, and update sufficiently low average harvested power cannot enable any
cycle, Tyc, for the deterministic, gamma and exponentigetransmission during time windoW — 1, i.e., a packet is
energy arrival process, respectively. The analyticalltesare either successfully transmitted in the first transmissitei
plotted using Theorems 1-6, and we ¥ét= 50, i.e., the time right after the sensing block (an update age of one) or dabppe
window for retransmissions 8 — 1 = 49 time blocks. In due to no chance of retransmission. With an increase of
particular, in Fig. 4 the analytical pmfs @f;, andTyc for the average harvested power, retransmissions are enablech whi
general random arrival process are obtained using Theorem@gkes the update age increases beyond one. However, when
2 and 5. The results in Figs. 4-5 also illustrate the impartanthe average harvested power is higher tfardBm, the
of the general random energy arrival process, which is usaderage update age monotonically decreases with an iecreas
in this work. This is because gamma and exponential enerefy the average harvested power. This is as expected: the
arrival processes, which have been used in the literati8e [I1sensor requires fewer energy harvesting blocks to perform
16], are special cases of the general random energy arrikgiransmissions, and hence, the sink is likely to receiee th
processWe see that different energy arrival processes resyiicket in a more timely manner (i.e., with a smaller update
in different pmfs of update age and update cycle. Hence,age). For the update cycle, we see that the average updage cyc
statistical analysis of the two metrics will provide insighto monotonically decreases with average harvested powemAga
the design of future EH WSNs. this is expected since a higher average harvested powelesnab
In the following figures (Figs. 6-9), we only present thénore transmission blocks within a certain time duratiord an
numerical results for the average values of the two del&gnce, more successful block transmissions are likely ¢taroc
metrics, which have been presented in Corollaries 1-8.  Within a given time duration, i.e., the update cycle deasas
Average update age and average update cycle with Also we see that when the average harvested power is very
different energy arrival processes:Figs. 6 and 7 show the av- high, i.e.,p > 30 dBm, both update age and update cycle
erage update ag&};», and the average update cycle;c, for Converge to constant values which can be obtained by letting
different I, i.e., different time windows for retransmissionsp — o in Corollaries 3 and 7, respectivelJhus, without
W — 1, and energy arrival processes. The results in Figs.cBanging the parameters of the communication protocol, the
and 7 are generated using Corollaries 1-4 and CorollariesiBWProvement in delay performance is limited when incregsin
8, respectively. We can see that the different energy arrijie average harvested power.
models result in almost the same values of the average updateffect of energy cost of sensing on average update
age and especially the average update cycle. As the timyle: We illustrate the effect of energy cost of sensing on
window for retransmissions increases, the average update average update cycle with exponential energy arrival m®ce
increases monotonically and approaches its analyticatiupps a special case of the random energy arrival process. Fig. 9
bound given by Corollary 4, while the average update cycéhows the average update ad&;a, and the average update
decreases monotonically and approaches its analyticarlowycle, Ti;c, as a function ofi/, with different energy cost
bound given by Corollary 8Thus, with a smaller time window of sensing,Psg. The figure shows that the average update
for retransmissions, the updated status is more fresh, lheit tage increases al/ increases (consistent with Fig. 6) but
update frequency is lower. it does not change with the energy cost of sensing, i.e.,
Average update age and average update cycle withthe energy cost of sensing has no effect on the update age
different average harvested powerFig. 8 shows the averageThis is in perfect agreement with our earlier observatiams a
update agelya, and the average update cyclgyc, for explanations provided in Remark 3. We can see that for a fixed
different average harvested power valugswith an expo- value of W, the average update cycle increases as the sensing
nential energy arrival process. The results are plottedgusipower consumption increases fr&mmw to 100 mW, i.e.,the
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Fig. 8: Tuc and Tua versusp with exponential energy Fig. 9: Tuc and Tya versus W for different sensing
arrival process. power, Psg.

higher the energy cost of sensing the lower update frequenRgmark 4 Thus, with the consideration of sensing energy cost,
This is in perfect agreement with our earlier observatiams aan increase of update frequency is achieved at the expense of
explanations provided in Remark 4. To place these resultsupdate freshness, and vice versa.

context with existing studies in the literature that comigon Effect of transmit power consumption on average update
ignore the energy cost of sensing, we also include the resaffe and averge update cyclefig. 11 shows the impact of
with zero energy cost of sensing. Wh@gs = 0 mW, we can power consumption offi;a and7Tyc, for different values of

see thatTyc is almost constant around the value if and transmit powerPrg and RF transmit powef;,, with an
does not vary much witf. exponential energy arrival process. In realiBrg and Py

Tradeoff between average update age and average up_do not _have a linear relationship. Three pairs of typicaligal
date cycle:Fig. 10 shows the tradeoff between average upddf¥nd in [25] are chosen. We see that bdtha and Tuc
age,Tya, and average update cyclB;c with exponential en- decrea_se witlPrg or _Ptx._ This is as expected: if the transmit
ergy arrival process. The different points on the same carge POWer is small,Foy, is high, resulting in a large number of
achieved with different. We can see that when the energ transmissions until the sensed information is succkgsfu

cost of sensing is comparable to or larger than the energy c@nsmitted oV’ — 1 time blocks are reached. As a result,
of transmission, e.gPsg = 50 MW and Psg = 100 mW, Tua and Tyc are large when the transmit power is small.

the reduction inTy, can result in a significant increase in! NUS, under these above parameter choices, a higher transmi

Tue, and vice versa. For example, whéhs = 100 mW, power results in better delay performance.
decreasinglya from 15 to 5 time blocks, causes th&c
to increase froni’5 to 95 time blocks. However, when the VII. CONCLUSIONS

energy cost for sensing is negligible, e Bsg = 0 mW, such This paper has analysed the delay performance of an EH
a tradeoff is almost barely noticeable. For example, dsanga sensor network, focusing on the operation of a single EH
Tya from 15 to 5 time blocks, results inlyc increasing sensor and its information transmission to a sink. The gnerg
by two time blocks, i.e., a significant change Ty does costs of both sensing and transmission were taken into atcou
not result in a noticeable change i#;c. These trends in Two metrics were proposed, namely the update age and update
Fig. 10 are in accordance with our earlier observations aycle. In order to limit the delay due to retransmissions, a
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time window for retransmissions was imposed. Using bothhere F'(x) and p are respectively, the cdf and the mean of
a deterministic and a general random energy arrival modg},
the exact probability mass functions and the mean values of . ,

P y Proof: The proof consists of two steps. In the first step, we

both metrics were derived. The results showed that the geera = .

update age increases while the average update cycle d?em-:reglrso\_'(_a that the energy s_tate a_fter yto ECB’:J' ' ConSt'tUt?S a
with increasing retransmission window length. The avera é)smve recurrent Harris chain (a collection Of_ Markov tfsa
update age is independent of the energy cost of sensingéut th_un;ountai)le s'Fate space). Thus, a unique steady-state
average update cycle increases as the energy cost of sen Iﬁg'b”t'o’? Of E; e>_<|sts [30]. In the secon d fstep, We prove
increases. In addition, a tradeoff between update age aha (A1) |s_the unique steady-state distribution. .
update cycle was illustrated when the energy cost of sensing>t€P 1: It IS €asy to see that the current staf, takes its

is comparable to the energy cost of transmission. Futur& wof'u€ from a continuous state space and only relies on the

can consider the impact of non-deterministic time for reiogi  P'€Vious energy stat&; ., thus=;, j = 1,2,3,..., forms
the feedback signal at the sensor. a continuous-state Markov chain. Without loss of gensralit

we assume thatup {&;} = B, thussup {éj} < B holds

APPENDIXA: PROOF OFLEMMA Al in this harvest-then-use progés$t is easy to see that the
We first define the block-wise harvest-then-use process, afigte space of Markov chaifi;, S, is a subset of0, B),
then propose and prove Lemma Al. and because of the harvest-then-use protocol, any cutegat s

Definiton Al (Block-wise harvest-then-use process) Which is higher than@, will access the interval0, Q) in
harvest-then-use process consists of energy harvestiogsl the following steps. Thus, we only need to prove that any
(EHBs) and energy consumption blocks (ECBs). It starts aftftes € [0, min{B,Q}) can hit any arbitrary small interval
keeps on harvesting energy with EHBs. Once the availabfe,= (7~,7") in S with non-zero probability within finite
i.e., accumulated, energy is no less than a threshold) of Steps. Actually, in the following, we complete the prooffwit
Joules, an ECB occurs, and consunggsloules of energy. the assumption thaf = [0, B), which also proves that the
If this condition for ECB is not satisfied, the process goeiate space of Markov chaif; is exactly[0, B).
back to harvest energy with EHBs. In the following, using a constructive method, we show
During the harvest-then-use process, the harvested endfit for Markov chainZ;, given any current state ¢
in the ith EHB is represented by;, i = 1,2,3,..., and the [0,min{B,Q}), there is at least a probability,x p, that any
available energy after thgth ECB is represented @j, j = arbitrary small intervat- will be accessed with steps, where
1,2,3,.... Due to the randomness of the energy arrival proce¢s,¢. j are defined below which only depends on the state
i.e., & is a random variable, the available energy after eadhe interval lengthr and the pdf of the harvested energy in
ECB, Z;, is also a random variable which only depends ofach EHB.

&. Furthermore, using the statistics &f and modeling=;, Since pdf functiorf (x) has positive right-continuous points
j =1,2,3,..., as a random process, an important feature o [0, B), there exists at least one intervaD™, D) that
the random process is revealed in Lemma A1l. satisfies[D~,D) < [0,B), D — D~ = 7/2, and f(x)

, _is positive right-continuous oiD—, D). We assume that
Lemma Al. For block-wise harvest-then-use process Wltb)_ > ++, and theD~ < 7+ case can be easily generated

energy threshold), where the harvested energy in each EHB o yhe the following discussions, thus is omitted due tacep

&,1=1,2,3,..., are independent and identically d'St”bUteqimitation. Now we defing 2 fé{ f(x)dz as the probability

eaph with pdf containing at least one positive righ}-camns that harvested energy in one EHB lies in the intefyaf, D).
point, f(x), the available energy after each ECB;, j = 50 we definef(x) — f(z) whenz € [D-, D), otherwise
1,2,3,...,, consists of a positive recurrent Harris chain, W'té(:c) = 0, andf;(x) is thei-fold convolution of functionf (z:).
unique steady-state distribution which is given by

. "Note that althou is fini " _
v gh we assunig is finite, the infinite case can be easily
9(5) = p (1= Fl), (A1) generated from the discussions below, thus is omitted degpdoe limitation.
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Thus, it is easy to see tha(x 2 is positive and continuous From (A.4) and (A.5), we have

in the interval(iD~,4D), and [, f, )dz is the probability 1

that the harvested energy b¥EHBs I|es in the intervala, b), Z i (Q +x — -(1-FQ+z—-vy))

while the energy harvested by each of thEHBs lies in the o

interval [D~, D). Thus, lettingi £ [4(Q + 7)/7 — 1] and 1 B 7 B

jE (i +1)D — 77)/Q], given the current energy state p (FQ+z—y) = (Fxf)(@+z—y))

after: EHBs, theaccumulated energy leviés in the interval 1

A2 (s+iD~,s+1D) with positive probability distribution. +; (Fx ) (Q+z—y)=(Fx [+ ) (Q+z—y)+.

Also we see thatinterval £ (jQ+7~—D~,jQ+77—D) C
A, thus, there is at least (because we have only considered the — 1 1—lim [ Fxf* fo..xf](2) _l.

scenario that harvested energy by each EHB ligdin, D)) a P 100 T P

probability ¢ 2 inf{[. f;(x), interval# C S, length of # = + convalutions (A.6)
length of A = 7/2} that the accumulated energy level lies iraking (A.6) and (A.1) into the right side of (A.3), we have
A. Therefore, after the next EHB with probabilipythat the

harvested energy lies [, D), the accumulated energy level Qe

lies in the intervaljQ+7—, jQ +7), which means that after 9(* + @) + / (Z 9i(Q +x — ) f(y)dy
the current statéj = s, with j steps (each step consumes the x

amount of energy(), there is at least a probability, x p @tz

to make the Markov chain hit the intervét—,7"). Thus, =
Markov chainéj is a positive recurrent Harris chain [30].

Step 2: In the aforementioned Markov chain, we still 1
assume that the current stafie = s. Thus, in the previous = (1 = F(z +Q)) + p( (@+2) = (F(z) = P (1= F(z)).
state, the available energy could be higher th@ni.e., (A.7)
=1 = s+ @, and Z;_; could also be smaller tha), Thus,g(x) in (A.2) satisfies Condition 2. Becausegf(l—
i.e., based on energy Ievaj 1, there arei EHBs ( = F(z)) = E{¢;} [30], Condition 1 is also satisfied, yielding

(1-F(z+Q)) / —fly

DI DI

1,2,3,...) to make the energy level reaoy + s, which the desired result. [ |
makesZ; = s. Based on the above and the Markovian

property, the steady-state distribution of the proce)s{s:) APPENDIXB: PROOF OFLEMMA 1

should satisfy the followmg conditions: (Jj" g(z) = Land g, general random energy arrival processes, the proof is

(2) g(z) = g(z + Q) + Z fQ” gi-1(Q + x — y)f( )dy. based on Lemma Al given in Appendix A. First, we find
an arbitrarily smallQ) which is a constant such thdlsg
and Erp are integer multiples of it. Then, from an energy
perspective, we equivalently treat the proposed commtiaita

where g;(z) represent the pdf of energy level afteEHBs
following a ECB, which is given by

g(x), i=0, protocol with energy harvesting, sensing and transmisa®on
a simple harvest-then-use process with EHBs and ECBs (each
9i(x) = grf s frxf (@), >0, (A.2)  consumes energyy) as discussed in Lemma AL. Thus, the
—_— energy level after a TB, can be treated equivalently as fiet a
4 convolutions

a corresponding ECB. Therefore, the steady-state disitvitou
Becausef(x) and g;(z) > 0 for all x andi = 0,1,2,..., of energy level after each TB is the same as that after each
by using Tonelli's theorem for sums and integrals [31], wECB, which is given in Lemma A1, completing the proof.
exchange the summation and integral operator in Condition 2

thus we have APPENDIXC: EVENT AND RANDOM VARIABLE
DEFINITIONS

Q+
z o+ (O +a— du. (A3 To assist the proofs of the main results, we Uggto denote
9(@) = g+ Q)+ <;g “ ) fw)dy- (A.3) the sequence of time blocks from an arbitrary STB to the next

STB. Also we define two events (according to [30]) and several
Taking (A.1) into (A.2), we have discrete random variables (r.v.s) for convenience:

1) Event A,,.: Given a SB, its generated information is
g:(m):l Fafxforsf| @)= | Fxfxfonf|@)],i>0. successfully transmitted to the sink, i.e., STB occursrayri
’ P N——— N———

x

the W blocks after the SB.

2) EventAg.,;): Given a SB, its generated information is not
successfully transmitted to the sink, i.e., STB does not
occur during the?” blocks after the SB.

3) rv. N, 1 < N < W: Given a SB, it is followed byN

i—1 convolution 4 convolutions.

Since0 < F(z) < 1, f(z) > 0 and [;° f(z) = 1, when
i — 0o, we have [30]

TBs before the next SB. l.e., ify,. occurs, theN TBs
Fxfxfo.xf](x) (A.5) includesN — 1 FTBs and one STB. While if\s,;; occurs,
4 convolutions all the N TBs are FTBs.
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4) rv. L, 1 < L < W: After a SB, theLth block is the last TB is the same, each even,./Asu is independent with
TB before the next SB. l.e., ik, occurs, theLth block each other during the communication process. Therefore, r.
is a STB, thusL is the update age. While ifs,;; occurs, M follows the geometric distribution
the Lth block is the last FTB during the time window for ,
retransmissiond. g Pr{M =m} = Pae (1 — Pae)™, m=0,1,2,.... (C.7)

5) rv. V, V > —1: Given a SB, if A occurs,V = —1,
while if an Af.; occurs,V is the number of the required APPENDIXD: PMF OF UPDATE AGE
EHBs after the time window for retransmission;, in From the definitions in Appendix C, the pdf @f;5 can be
order to harvest the amount of energyg. Note that, after calculated as
a Agj, the amount of energ¥sg + Erp is required to Pr{L =k, Aq
be reached in order to support the following SB and TB.Pr{Tua = k} = W’ =2 W 0D
Without loss of generality, here we assume that the energy_ e i )
harvesting process first meets the energy Iéve), and the sing tr_]e law of total probability and the r.v.s defined in
TB consumes the energ§ys, (V)irtually. From Lemma 1 APPendix C, we have
and its proof, the steady-state distribution of the avédab k
energy level after th& EHBs is g(e). Pr{L =k, Asuc} :Z Pr{L=k,N=n, Asc}

6) rv. V, V > 0. Given a SB and conditioned on /. n=1
occurs,V is the number of the required EHBs after the *
time window for retransmissions}’, in order to harvest :Z Pr{N=n,E((n—1)érp)=k — n, Asuc}
the amount of energy;Ts. From the definition oft” and ";1
V, it is easy to see that _ ZPr (N =1, A E((n—1)E15) =k — 1}

~ Pr {V:U} n=l
Pr{V =v}=Pr {V:'UlAfai]} = Pi,v =0,1,.... Pr{E((n—1)érp)=k—n}
1 {Atait} 1) .

7) rv. E(E), E(§) > 0: Given the distribution of initial = Z(l — Pout) (Powt)" ' Pr{E((n — 1)érp) = k —n}.
energy levelg(e), and the amount of target enerdy, the n=1 (D.2)
required number of energy harvesting blockfic). Again using the law of total probability and using (D.2), &
For a deterministic energy arrival process, straightfodiya becomes
we have W

Pr{E()=i}=1,i=&/p. (C.2) Psuc:Pr{Asuc}:ZPr{L:laAsuc}
For a general random energy arrival process, from the =1
definition of £(£), Lemma 1 and its proof, we have W
=Pr{L=1,Aqc} + ZPr {L =1, A}
Pr {E(g) = Z} = Gl_l((‘:) — Gt(g), 1= O7 1, 2, (C3) 1=2
w 1
where ] -1, :1_P0ut+ZZPr {L=1,N=n,Asuc
T =2 n=2
e { / gi(u)du, >0, €4 Wl
0 =1—Pou+»_» Pr{E((n—1)&rp)=1-n, N=n,Aqc}
andg;(z) is defined in (A.2). B2 n=2
For exponentialenergy arrival process, we know that the W !
energy accumulation process during EHBs after a TB is & 1=~ Pout+ Y Y _Pr{N=n, Aqc|E((n—1)Erp) =1—n} x
Poissonprocess [30], thus, we have B2 n=2
Pr{E((n—-1)&rp)=1—n}
Pr{E(&)=i}=G(E)Gi(E)=Pois (i,E/p),i = 0,1, ... —_
(C5 _q_ _ n-1 _ —]_

8) rv. M, M > 0: Given a UC, A, occur M times and ! POMJF;;“ Four)Fou) ™ PriB((n=1)érp) =-n}.

followed by oneAg,. in it. (D.3)

From the definitions of event, we know that,. and Az By taking (C.2), (C.3) and (C.5) into (D.2) and (D.3),

are mutually exclusive events. Thus, we have and then substituting (D.2) and (D.3) into (D.1), the pmfs of

N Ty a for deterministic, general random and exponential energy
Pae = Pr{Asuc} andPr{Agi} =1 — Pruc, (C.6) arrival process are given in Theorems 1, 2 and 3, respegtivel

where Ag,. and A¢,;; depends on transmit outage probability

in

each TB, and the available energy after the first TB APPENDIXE: PMF OF UPDATE CYCLE

following the SB. Because we have assumed that the succesSirst, assuming thadr.; occursm times during a UC, we
of each transmission are independent of one another, and frdefine r.v.slky, V;, E;,i = 1,2, ...,m, andL. Ey is the number

Lemma 1, the distribution of the available energy after eac EHBs at the beginning of the UC until the first SB occurs
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which follows the same pmf with r\&(Esg +E1). Vi isthe = Pr{Afi, N =1, E(Erp) =W +v -1}

number of EHBs required to harvest the amount of energy, V. !

Erp, outside the time window for retransmissions of tie Y _Pr{Awi, N=n, E(n—1)Erp) =1—n, E(Erp) =W +v—1}
At.i1. By is the number of EHBs required to harvest the amount &2 »=2

of energy,&sg, following V; EHBs after theith Ag. L is =Pt {Ail, N=1|EErE) =W +v—1}Pr{E(&Tp) =W +v—1}
the number of blocks after a SB to the last TB before the W !

next SB, and the TB is a STB. From the r.v. definitions in+ZZPr {Atait, N=n|E(n—1)Erp)=1—n, E(Erg) =W +v—1}
Appendix C,Ey, V; and E; follow the same distribution with =2 n=2

rv.s E(&sp + Erp), V and E(Esp), respectively, and x Pr{E((n—1)&rp) =1—n,EErp) =W +v—1}
T :POHPI' E(E' :W+f071
Pr{l =1} =Pr{l =LA}, I=1,2..W. (ED 7 {E(Ern) }
From Lemma 1Eo, Vi, B, i = 1,2, ...,m, andL are mutually +2L=2:;( 0" Pri{E((n—1)Erp)=1—n}Pr{E(Erp) =W +v—1}

independent.
Then, the pmf of update cycle can be calculated as

By taking functions (E.5)¢(&,¢) and ((I) in (E.3), into
Pr{Tyc =k} =)  Pr{Tyc =k M =m} (E.4), and letting (C.2) and (C.3) substitue {E(€) = i},
m . . the pmf of Ty for deterministic and general random energy
= ZPr{E()+E1+...+Em+vl+...+Vm+m x (1+W) arrival process can be calculated, respectively, as given i
m Theorems 4 and 5. While for the exponential energy arrival
Al =kVi, Va, oo, Vip > 0} Erocess, by using the sum property of Poisson distributien,
ave

= Z Pr{EO+E1+...+Em+‘71+...+‘7rn+i:
m=0 Pr{E(&1)1 + E(&)2 =i} =Pr{E(& + &) =i}, (E.6)
k—mx 1+ W) —1,V, Va, -, f/mzo},k —92.3, ..,
(E.2)

k2 . i ’ whereE(&); and E(&;)2 are two independent random vari-
. For simplicity, we define the following

wherem =

_ WHI ables which have the same distribution witi&; ) and E(&2)
discrete functions: defined in Appendix C, respectively. Therefore, letting5()C.
C(E,) L2 Pr{EE) =i}, i=0,1,2,.. substitutePr { E(€) = i}, the pmf of Tyc for exponential
. - energy arrival process can be further simplified as given in
W) 2Pr{L =1} =Pr{L=1Auc}, [=1,2..W  Theorem 6.

I(v) = Pr{V = U} , v=0,1,...
(E.3)
where((&,¢) and.(l) are obtained directly from (C.2), (C.3),
(C.5) and (D.2), respectively, an#{v) will be derived later. APPENDIXF: AVERAGE UPDATE CYCLE
Therefore, pmf oflyc in (E.2) can be calculated as

Pr{Tyc =k} = > |((Esp + Erp) *((Esp) * -+ ((Esp) lated as

m=0 .
m convolutions

m ( Based on Appendix E, average update cycle can be calcu-

K m=0
'm_convolutions

*19*~~~*19*L)(km(1+W)1). Tuc = B{E{Tuc|M}} = Y Pr{M = m}E{Tyc|M = m}

(E.4)
Now we derive the expression fofi). From the definitions
of r.v. in Appendix C, we have

o0
=Y Pr{M =m}E{Bo+Ei+ -+ En+Vi+ Vot +V

m=0
+m x (1+W)+1+Tuya}

9(v)=Pr {Vzv} =Pr {Afail,V:'U}:f:Pr {Afaﬂ,f/:v,N = n} = i Pr{M =m} (E{Eo}+E{Ei}+ - -+E{E,}+m x V

n=1 m=0
} w 5 +m x (W+1)+Tya+1).
= Pr{ A, V = 0,N = 1}+ > Pr{Aua,V = v, N = n} (F.1)
n=2 From Appendix E, we have
w1
=Pr {Afaila‘?:'U;Nzl}'f'ZZPr {Afaﬂ,f/:U,N:n,L:l} & L€ £
=2 n=2 Es5) ElFo}= BT E{E} =B i=12 .m (F2)
- p
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After taking (E.5) and (C.6) into (C.1) and some simplifica-[2]
tions, the expectation df can be calculated as

_ o 19(’()) Pt Erp W—2 ' |
B B == iPr{E(Em) =i} Bl
' vz::ovl —Psye 1—Payc\ p ; iPr{E(Er) =i}

w-2 [4]
—(W=1){1=)_ Pr{E(&rs)=1}

1=0

w1 5]
1 n
1P DS  (Powt)"Pr{E((n—1)€rp) =1 —n} x
SUC =2 n=2
& e W1 [6]
S 2P (€)== (V=) (1Y Pr{B(€r) =1}
=0 i=0

F3)

By taking (F.2), (F.3) and (C.7) into (F.1), and further
substituting P, and Tya given in Corollaries 1, 2 and 3, [8]
average update cycle for deterministic, general random and
exponential energy arrival processes are given in Coiefid,
6 and 7, respectively. [9]

APPENDIXG: ASYMPTOTIC LOWER/'UPPERBOUNDS

From Corollaries 1 and 2, it is easy to see thgh increase
with . While for Ty, the monotonicity is not explicitly (1]
observed from Corollary 6. Due to space limitations, a dketc
of the proof is given: Whenl/ increases, more TBs are
allowed, thus more STBs occurs during the communicatiétf!
process, which also means shorter average update cycle. [13]

WhenW — oo, the sensed information in each SB will be
successfully transmitted to the sink, i.A4,. always occurs 14]
and Py, — 1. Thus, UC contains the EHBs to harvest th[e
amount of energy¥sg + Ers, the SB, and the blocks ifiya.
Based on this explanation, for the average update age, vee hﬁ\sl]

(20]

V[}gnOOTUA:Z Pr{N=n}E{Tya|N =n}

n=1 [16]
=> (1= Pout) (Pou )n_lE{n"'E((n_ Dérs)}
; Aot (G.1) 071
e o £ [18]
= (1= Pout) (Pout)" ™! (n +(n— 1)2)
n=1 p [19]
=14+ (Ers/p+ 1) Pous /(1 — Pout). [20]
For the average update cycle, we have
_ s [21]
dim Toe = > Pr{N =n}E{Tyc|N =n}
- n=1 [22]
= (1= Pou)(Pout)" E{E€Esp+Erp) +1+n+ E(n—1)Erp}
n=1 (23]
> e Esp + néTB
= 1 _Pou Pou nl I+——
;( o) (Pout) (n+ + ) -
:2+(5TB/p+1)Pout(1_Pout)+(gSB+gTB)/p (G 2)

[25]
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