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#### Abstract

$\Sigma$. In the first chapter, a uniform approach to the boundedness of singular integral operators based on several parameterized classes of new conditions covering, particularly, Hörmander condition and its variations is exposed. As applications, we show the existence of functional calculus and corresponding Littlewood-Paley-type decompositions for wide classes of $\omega$-accretive operators.

The second chapter is devoted to anisotropic supersingular integral operators and approximation properties of their compositions with pointwise multipliers. We introduce a variant of the classification of anisotropic singular and supersingular (integral) operators. Characterizations of the class of linear differential operators with variable locally bounded coefficients are established. An approximation formula generalizing the extensions of Leibniz rule due to A. Calderon, T. Kato, M. Murray and G. Ponce but suitable for non-convolution supersingular operators is obtained. Necessary conditions for anisotropic convolution supersingular operators with homogeneous kernels and sufficient conditions for general ones are found for the residual of the approximation formula to be bounded from a Lebesgue space into another Lebesgue space, or a smooth space of Besov, or Lizorkin-Triebel type. Applications include approximation properties of general convolution supersingular operators with homogeneous kernels, an operator related to the heat operator, Liouville and fractional differentiations and their compositions with Riesz transforms, covering criteria in some cases.

For these purposes, we establish an extrapolation theorem, use properties of $\mathcal{A D}$ classes, a counterpart of Carleson inequality and introduce and study some properties of new and old anisotropic spaces of smooth functions of Besov and Lizorkin-Triebel types defined in terms of the $\mathcal{D}$-functional measuring the opportunity of a local approximation by polynomials in a Lebesgue metric.

In Chapter III, the boundedness of anisotropic singular integral operators with the domains of definition and ranges in various anisotropic spaces of Banach-valued functions is analyzed from a unified point of view in the style of Calderón-Zygmund theory. We also consider the setting of "double" vector-valued functions and deal with the most general $\mathcal{A D}$-classes covering sub-additive and non-integral operators.

Chapter IV contains results related to the extrapolation of $H^{\infty}$-calculus of a particular case of the generalized Dirac operators considered by A. Axelsson, S. Keith and A. $\mathrm{M}^{\mathrm{c}}$ Intosh in connection with the Square root problem of Kato.
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## Preface

Singular and supersingular operators, such as Hilbert and Riesz transforms, integer and fractional differentiation, Laplacian and their non-homogeneous counterparts, enter our lives as key components of a multitude of physical models. Establishing their boundedness means observing determination and stability of the corresponding model, while approximation reduces unknown objects to known ones.

The thesis intends to widen our knowledge on these properties of singular and supersingular operators. Results of such type can be applied, for example, to studying Euler, Korteweg-de Vries and Navier-Stokes equations governing, in particular, such a dangerous natural phenomena as tsunami and Amazon river reverse flow and playing one of the most important roles in meteorology, oceanography, aerodynamics, cardiovascular science, thermo-hydraulics and petroleum industry.

There is a vast literature on the subject lacking, nevertheless, the existence of a uniform approach. The intent to remove this drawback underpins this work.

The scope of the thesis include:
a) establishing new general sufficient conditions (i.e. $\mathcal{A D}$-classes covering the known ones) for the extrapolation of scalar and vector-valued singular and supersingular operators acting between a variety of anisotropic function spaces in the style of Calderón-Zygmund theory;
b) developing a novel viewpoint on the notion of singularity both in qualitative and quantitative senses;
c) finding necessary and sufficient conditions for the opportunity to approximate some important operators with simpler ones (in particular, studying commutators);
d) investigating some narrow questions in the issues mentioned above, such as subadditive operators, "double" vector-valued extension and restricted range extrapolation;
e) studying applications of our results to the extrapolation of the functional calculus of $\omega$-accretive operators, including a generalized Dirac operator, to Lebesgue spaces and obtaining Littlewood-Paley types theorems in terms of this functional calculus.

In the first chapter, the ideas of our approach are displayed on simple examples by extending well known results in their settings. In addition, we discuss immediate applications of our results and relations of our conditions with known ones.

Beginning with the second chapter, we consider the setting of spaces of anisotropic functions. The chapter contains, in particular, general forms of the definitions of $\mathcal{A D}$ and $\mathcal{R} \mathcal{A D}$-classes in the case of scalar-valued functions, an extrapolation theorem, the viewpoint on the notion of singularity both in qualitative and quantitative senses and necessary and sufficient conditions for the existence of a nice approximation of the composition $T \circ M_{g}$ of a supersingular operator $T$ and the pointwise multiplication $M_{g}$ by a function $g$. There are also a very general extension of the Leibniz rule and applications to convolution supersingular integral operators with homogeneous kernels and commutators including the answer to a question of S. Hofmann.

The third chapter is almost completely devoted to the extrapolation results in the setting of vector-valued functions. Particularly, we introduce the widest $\mathcal{A D}$-classes of singular operators and cover the restricted range extrapolation of sub-additive operators. There is also a scheme of the "double" vector-valued extension of singular operators extending and generalizing the corresponding results of A. Benedek, A. P. Calderón, R. Panzone, J. Bourgain, J. L. Rubio De Francia, F. J. Ruiz and J. L. Torrea.

Chapter IV contains results related to the extrapolation of $H^{\infty}$-calculus of a particular case of the generalized Dirac operators considered by A. Axelsson, S. Keith and A. M ${ }^{c}$ Intosh in connection with the Square root problem of Kato and embedding theorems for this operator. We also show why the resolvent approach was preferred before the traditional semigroup one and derive high order counterparts of the Hilbert identity for resolvents.

Because each chapter has its independent numbering, we mention the chapter number only referring to theorems, lemmas, corollaries, examples, or remarks from other chapters. The formulas are numbered independently in every proof. At every particular occasion, constant $C$ means a fixed positive value not depending on the other entries of the formula, unless stated in the form $C=C(\alpha, \beta, \ldots)$.

All the references are numbered in the order of their appearance.

## CHAPTER 1

## On a Uniform Approach to Singular Integral Operators

## 1. Introduction

The main goal of this chapter ${ }^{1}$ is to display the idea of a unified point of view on sufficient conditions formulated in the style of the Hörmander one for the boundedness of singular integral operators and to motivate its usefulness by means of comparison with similar known results (including the theory of Calderón-Zygmund operators). In particular, we introduce $\mathcal{A D}$-classes of singular integral operators which extend and generalize Calderón-Zygmund operators and closely related operators possessing $H^{\infty}$-calculus. In a line with this main purpose, formulations of assertions are partly included also in more general forms. We consider also the definitions of $\mathcal{A D}$-classes in reduced forms while the complete ones are represented in Chapter III. It also contains results on boundedness of singular integral operators (SIO) from one smooth function space into another (corresponding to the "upper case" in the sense of Section 3 below).

The theory of singular integral operators has a half-century background of intensive development. The main ingredient - decomposition lemma - appeared in 1952 thanks to A.P. Calderón and A. Zygmund (see [2]). In 1960, L. Hörmander (see [3]) introduced his "cancellation condition", and, since that time, the notion of singular integral operator (SIO) is understood as follows.

Traditionally, a SIO $T$ is an integral operator defined, in a sense, by means of the kernel $K$, s.t. $T \in \mathcal{L}\left(L_{p_{0}}, L_{p_{0}}\right)$ :

$$
T f(x)=p . v . \int K(x, y) f(y) d y
$$

The Hörmander condition states that for any $y, z \in \mathbb{R}^{n}$, and some $C>0$

$$
\int_{|x-z| \geq 2|y-z|}|K(x, y)-K(x, z)| d x \leq C_{H}<+\infty . \quad(\text { class } \mathcal{H})
$$

[^0]Every SIO satisfying $(\mathcal{H})$ (from the class $\mathcal{H}$ ) admits a bounded extension from $L_{p}$ to $L_{p}, 1<p<\infty$, from $H_{1}$ to $L_{1}$ and from $L_{1}$ to $L_{1, \infty}$ (weak- $L_{1}$ ). In addition, the adjoint operator is bounded from $L_{\infty}$ to $B M O$.

One can point out that another condition weaker then $\mathcal{H}$ was presented by X . Duong and A. $\mathrm{M}^{c}$ Intosh (1999) in [4], and our approach permits to weaken it in the same settings (see $\mathcal{A} \mathcal{A} \mathcal{D}$-conditions in [5] and Chapter III).

Nowadays the following definition of Calderón-Zygmund operator (CZO) is the most commonly accepted.

A CZO is a SIO $T$ satisfying for some $0<\delta<1$ : a) $|K(x, y)|<C /|x-y|^{n}$;
b) $|K(x, y)-K(x, z)| \leq C|y-z|^{\delta}|x-z|^{-(n+\delta)}$ for $|x-z| \geq 2|y-z|$

We are not imposing absolute value conditions like a) at all, but one of the $\mathcal{A D}$ classes introduced here contains conditions which are equivalent, or weaker than the above mentioned ones. Namely, $\mathcal{A D}_{x}\left(L_{1}, \infty, 0,0,0\right)$ is equivalent to the Hörmander integral condition, and $\mathcal{A D}_{x}\left(L_{\infty}, \infty, \delta, \delta, \delta\right)$ in Definition 2.5 is weaker then property b) of CalderónZygmund operators.

Anisotropic counterpart of Calderón-Zygmund theory for convolution operators was obtained by O.V. Besov, V.P. Il'in and P.I. Lizorkin in [6] (1966).

In 1972, C.L. Fefferman and E.M. Stein (see [7]) proved (particularly) $H_{1}-L_{1}$ and $L_{\infty}-B M O$-boundedness of Calderón-Zygmund operators.

Let us pay more attention to the $H_{p}$-theory of SIOs.
R. Coifman (see [8]) obtained (1974) $H_{p}-H_{p}$ boundedness of CZO for the case of one dimension. In 1986, J. Alvarez and M. Milman (see [9]) established $H_{p}-H_{p}$-boundedness excluding the limiting cases (i.e. $p>n /(n+\delta), 0<\delta<1)$. More precisely their assertion reads as follows: a CZO $T$ satisfying the orthogonality condition $T^{*} \mathcal{P}_{0}=0$ is bounded on $H_{p}$. Here the orthogonality condition $T^{\star} \mathcal{P}_{N}=0$ means $\int x^{\alpha} T a=0$ for any $|\alpha| \leq N$, and $a \in C_{0}^{\infty}$ orthogonal to $\mathcal{P}_{N}$, where $\mathcal{P}_{N}$ is the space of all polynomials of the degree no greater than $N$.

An extension of this result to $0<p<1$ was pointed out by several authors: a $\delta$-CZO satisfying $T^{\star} \mathcal{P}_{[\delta]}$ is bounded on $H_{p}$ for $0<p \leq 1$. Next we recall the definition of $\delta$-CZO.

Let $s=1$ for $\delta \in \mathbb{N}$, and $s=\{\delta\}:=\delta-[\delta]$ otherwise. Let $T$ be a SIO, then it is $\delta$-CZO if it satisfies
a) $|K(x, y)|<C /|x-y|^{n}$;
b) $\left|D_{y}^{\alpha} K(x, y)-D_{y}^{\alpha} K(x, z)\right| \leq C|y-z|^{s}|x-z|^{-(n+|\alpha|+s)}$ for $|x-z| \geq 2|y-z|,|\alpha|=[\delta]$.

Similarly to the case of CZOs, some of the presented $\mathcal{A D}$-conditions (for example, $\left.\mathcal{A} \mathcal{D}_{x}\left(\infty, L_{\infty}, l_{\infty}, \delta, \delta, \delta\right)\right)$ in this note are weaker then condition $b$ ) of the $\delta$-CZOs. We provide a direct analogs of the Hörmander condition in this case too (e.g. $\mathcal{A} \mathcal{D}_{x}\left(u, L_{q}, l_{\infty}, \delta, \delta, \delta\right)$, $u, q \in[1, \infty)$ ).

One should add that J. Alvarez (1992) (see [10]) showed the lack of $H_{p}-L_{p}$ (and $H_{p}-H_{p}$ ) boundedness for $p=n /(n+\delta)$. In 1994, D. Fan (see [11]), exploiting Littlewood-Paley-theory approach, considered the limiting case for a convolution $\delta-\mathrm{CZO} T$, that is, he demonstrated that, under the above conditions, $T$ is bounded from $H_{p}$ to $H_{p, \infty}$.
R. Fefferman and F. Soria (1987) (see [12]) proved $H_{1, \infty}-L_{1, \infty}$-boundedness for a convolution SIO $T$ satisfying the following Dini condition:

$$
\int_{0}^{1 / 2} \Gamma(t) d t / t<\infty, \text { where } \Gamma(t)=\sup _{h \neq 0} \int_{|x|>2|h| / t}|K(x-h)-K(x)| d x
$$

In 1988 (publ. 1991), using a similar approach, H. Liu (see [13]) investigated boundedness properties of a convolution SIO (in particular, a CZO) in the setting of homogeneous groups and obtained the following results:
a) $H_{p}=H_{p, \infty}$-boundedness for CZO (without condition $\left.a\right)$ ), if $n /(n+1)<p<1$; b) $H_{p, \infty}-L_{p, \infty}$-boundedness, if $n /(n+1)<p \leq 1$, for SIO $T$ satisfying

$$
\begin{aligned}
& \int_{0}^{1 / 2} \Gamma(t)^{p}|\log t| t^{n p-1-n} d t<\infty, \text { where } \\
& \Gamma(t)=\sup _{h \neq 0} \int_{|h| / t<|x|<4|h| / t}|K(x-h)-K(x)| d x
\end{aligned}
$$

c) $H_{p, \infty}-H_{p, \infty}$-boundedness, if $n /(n+1)<p<1$, for an $\omega$-CZO (without cond. $a$ )), that is for a SIO $T$ satisfying

$$
|K(x-y)-K(x)|<C|x|^{-n} \omega(|y| /|x|),|x|>2|y|
$$

where $\omega$ is a nondecreasing function with

$$
\int_{0}^{1 / 2} t^{n-n / p-1}|\log t|^{2 / p+\varepsilon} \omega(t) d t<+\infty \text { for some } \varepsilon>0
$$

But, for $\omega(t)=t^{s}$, one needs $s>n / p-n$, i.e. a nonlimiting case.
The theorems in this, the second and third chapters contain extensions and additions to these results.

It is interesting to point out the "off-diagonal" case of the Calderón-Zygmund-Hörmander result on boundedness of a SIO proved in 1961 by J.T. Schwartz (see [14] and an extension due to $H$. Triebel [15]): for $1<p_{0} \leq r_{0}<\infty, 1 \leq q, 1+1 / r_{0}=1 / p_{0}+1 / q$, suppose that a convolution operator $T$ with kernel $K$ is bounded from $L_{p_{0}}$ to $L_{r_{0}}$

$$
\text { and satisfies } \int_{|x|>2|y|}|K(x-y)-K(x)|^{q} d x \leq C
$$

Then $T$ is bounded from $L_{p}$ to $L_{r}$ for $1<p \leq p_{0}, 1+1 / r=1 / p+1 / q$ and from $L_{1}$ to $L_{q, \infty}$. But this ("off-diagonal") setting of the SIO theory has not attracted much attention since that time even despite the work [16] (1963) of P.I. Lizorkin on ( $L_{p}, L_{q}$ )-multipliers. All the general forms of the assertion of this note include the "off-diagonal" case.

Section 4 is devoted to some applications of the results considered here and in Chapter III to questions connected with functional calculus, namely: its existence and related Littlewood-Paley type theorems. There we consider the class of operators for which the kernels of their holomorphic semigroups satisfy Poisson-like $\mathcal{A D}$-estimates. In this terms, we provide sufficient conditions for the existence of a functional calculus of some operators in Hardy and other function spaces, extending results of D. Albrecht, X. Duong and A. $\mathrm{M}^{\mathrm{c}} \operatorname{Intosh}(1995)$ (see $[17,18]$ ). For the limiting values of parameters, the norm estimate (for the bounded extension) of the form

$$
\|\phi(T)\|_{\mathcal{L}(X, Y)} \leq C\|\phi\|_{H_{\infty}}
$$

is proved for $X$ being a Hardy space and $Y$ - a Hardy-Marcinkiewicz one, so that $X \neq Y$.
Another application is a continuous, in the sense of [19] (1972), form of the LittlewoodPaley theorem in terms of the above mentioned functional calculus. It should be noted that the classical approach to this theorem relied on the properties of Hilbert transforms even in weighted multiple (product) case (see [20]) (1967). Instead, we are following the approach of direct application of vector-valued SIO boundedness results used by O.V. Besov (1984) in $[21]$ to extend the Littlewood-Paley inequality to the $L_{p}$-spaces with mixed norm of functions periodic in some directions, and by X. Duong (1990) [18] to extend the existence of a $H^{\infty}$-functional calculus on $L_{2}$ to one in $L_{p}, p \neq 2$.

## 2. Definitions and Designations

This section is a simplification of its counterparts in other chapters that reflects the introductory nature of the first chapter.

Assume $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. For a set $E, n \in \mathbb{N}$, let $E^{n}$ be the Cartesian product. Let $A$ be a Banach space and denote by $\|\cdot \mid A\|=\|\cdot\|_{A}$ the norm in space $A$. For $t \in(0, \infty]$ let $l_{t}$ be a (quasi)normed space of sequences with finite (quasi)norm $\left\|\{\alpha\} \mid l_{t}\right\|=\left(\sum_{i}\left|\alpha_{i}\right|^{t}\right)^{1 / t}$ for $t \neq \infty$, or $\left\|\{\alpha\}\left|l_{\infty} \|=\sup _{i}\right| \alpha_{i} \mid\right.$; We also use the designation $l_{t, \text { log }}$ for the (quasi)normed space of sequences with the finite norm $\left\|\{\alpha\}\left|l_{t, l o g}\|=\|\{\beta\}\right| l_{t}\right\|$, where $\beta_{j}=\sum_{i \geq j}\left|\alpha_{i}\right|$. For $p \in(0, \infty)$, let us assume that its adjoint $p^{\prime}$ is defined by the relation $l_{p^{\prime}}:=\left(l_{p}\right)^{*}$.

For a measurable subset $G$ of $\mathbb{R}^{n}$, let $X(G, A)$ be a function space of all (strongly) measurable functions $f: G \rightarrow A$ with some finite quasiseminorm $\|\cdot \mid X(G, A)\|$. In particular, for $p, q \in(0, \infty]$ let $L_{p, q}(G, A)$ be the Bochner-Lebesgue-Lorentz space of all (strongly) measurable functions $f: G \rightarrow A$ with the finite norm $\left\|f\left|L_{p, q}(G, A)\|=\|\|f\|_{A}\right| L_{p, q}(G)\right\|$, where

$$
\begin{gathered}
\left\|g \mid L_{p, q}(G)\right\|:=\left(\int_{0}^{\infty}|\{x \in G:|f(x)|>t\}|^{q / p} t^{q-1} d t\right)^{q} \text { for } q<\infty \text { and } \\
\left\|\left.g\left|L_{p, \infty}(G) \|:=\sup _{t>0} t\right|\{x \in G:|f(x)|>t\}\right|^{1 / p} .\right.
\end{gathered}
$$

Let $Q_{0}:=[-1,1]^{n}, Q_{t}(z):=z+t Q_{0}$ for $t>0, z \in \mathbb{R}^{n}$. Let $\mathcal{P}_{\lambda}(A)$ be the space of polynomials $\left\{\sum_{|\alpha| \leq \lambda} c_{\alpha} x^{\alpha}: c_{\alpha} \in A\right\}$.

As in [22], we define the operators of translation $\tau_{a}: f(\cdot) \mapsto f(\cdot+a)$ and contraction $\sigma_{\kappa}: f(\cdot) \mapsto f(\kappa \cdot)$ for arbitrary $a \in \mathbb{R}^{n}$ and $\kappa \in \mathbb{R}_{+}$.

Definition 2.1. For $u \in[1, \infty], t>0, \lambda \geq 0, x \in \mathbb{R}^{n}, f \in L_{1, \text { loc }}\left(\mathbb{R}^{n}, A\right)$, we shall refer to the following local approximation functional by means of polynomials as to the D-functional:

$$
\mathcal{D}_{u}(t, x, f, \lambda, A)=t^{-n / u}\left\|f-P_{t, x, \lambda} f \mid L_{u}\left(Q_{t}(x), A\right)\right\|,
$$

where $P_{t, x, \lambda}:=\tau_{x}^{-1} \circ \sigma_{t}^{-1} \circ P_{0,0, \lambda} \circ \sigma_{t} \circ \tau_{x}$, and $P_{0,0, \lambda}: L_{u}\left(Q_{1}(0)\right) \rightarrow \mathcal{P}_{\lambda}(A)$ is a surjective projection. For simplicity, we shall understand $\mathcal{D}_{u}(t, x, f, \lambda)$ to be $\mathcal{D}_{u}(t, x, f, \lambda, A)$, if $A=$ $\mathbb{R}, \mathbb{C}$. If a function $f$ depends also on the two (vector) variables $x, y, f=f(x, y)$, and $f_{\mid x=w}(y):=f(w, y)$ then

$$
\mathcal{D}_{u}^{y}(t, z, f(w, \cdot), \lambda, A)=\mathcal{D}_{u}\left(t, z, f_{\mid x=w}, \lambda, A\right) .
$$

Let $C_{0}^{\infty}(G)$ be the space of the infinitely differentiable functions compactly supported on the open set $G$.

Define the local maximal functional of a function $f$ by

$$
M(t, x, f)=M(\phi, t, x, f):=\sup \left\{\left|t^{-n} \varphi(\cdot / t) * f\right|(y):|y-x| \leq t, \varphi \in C_{0}^{\infty}\left(Q_{0}\right)\right\} .
$$

Definition 2.2. For $p, q \in(0, \infty]$, let the vector-valued Hardy-Lorentz space $\underline{H_{p, q}\left(\mathbb{R}^{n}, A\right)}$ be the completion of the quasinormed space of locally summable $A$-valued functions $f$ with a finite quasinorm

$$
\left\|f\left|H_{p, q}\left(\mathbb{R}^{n}, A\right)\|:=\| \sup _{t>0} M(t, \cdot, f)\right| L_{p, q}\left(\mathbb{R}^{n}\right)\right\|
$$

REmARK 1. One should note that $H_{p, q}\left(\mathbb{R}^{n}, A\right)=L_{p, q}\left(\mathbb{R}^{n}, A\right)$ for $p>1$.
We say that an operator $T$ bounded from $L_{\theta_{0}}\left(\mathbb{R}^{n}\right)$ into $L_{\theta_{1}}\left(\mathbb{R}^{n}\right)$ for some $\theta_{0}, \theta_{1} \in(0, \infty]$ is a singular integral operator (SIO) if there exists corresponding to it measurable kernel $K(x, y)$ defined on $\mathbb{R}^{n} \times \mathbb{R}^{n}$ and satisfying $(T f)(x):=\int K(x, y) f(y) d y$ for a. e. $x \in$ $\mathbb{R}^{n} \backslash \operatorname{supp} f$ and every $f \in L_{\infty}\left(\mathbb{R}^{n}, A\right)$ with compact support and if it is in one of the classes defined below.

REmARK 2. More general case of operator-valued kernels corresponding operators $T$ defined on vector-valued functions is considered in Chapter III and used for some applications in Section 4.

Definition 2.3. Assume $\lambda_{0}, \lambda_{1}, \gamma \in[-n, \infty), u, q, q_{1} \in(0, \infty], \gamma \geq 0, \delta>0, b>1$. Let $\underline{X:=X\left(\mathbb{N}_{0}\right)}$ be a (quasi) (semi)normed space of sequences, $\underline{E_{q, q_{1}, \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)}$ be the weighted Lorentz space with the norm

$$
\left\|f\left|E_{q, q_{1} \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)\|=\| f(\cdot)\right| \cdot-\left.w\right|^{\lambda_{1}+n / q^{\prime}} \mid L_{q, q_{1}}\left(\mathbb{R}^{n}\right)\right\|
$$

and $\Delta_{i}(r, w)=Q_{\delta r b^{i+1}}(w) \backslash Q_{\delta r b^{i}}(w), i \in \mathbb{N}$. Then it will be understood that:
a) $T \in \underline{\mathcal{A D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, \gamma\right)}$, if

$$
\begin{gathered}
\begin{array}{c}
w \in \mathbb{R}^{n} \\
\sup \\
r>0
\end{array}\left\|\left\{\mu_{i}(r, w)\right\}_{i \in \mathbb{N}_{0}} \mid X\right\|=: C_{\mathcal{A D}}<+\infty \text {, where } \\
\mu_{i}(r, w):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\Delta_{i}}(\cdot), \gamma\right) \mid E_{q, q, \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)\right\|, i \in \mathbb{N}_{0}
\end{gathered}
$$

b) $T \in \underline{\mathcal{A D}_{x}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, \gamma\right)}$, if

$$
\begin{gathered}
\stackrel{w \in \mathbb{R}^{n}}{\sup _{r>0}}\left\|\left\{\mu_{i}(r, w)\right\}_{i \in \mathbb{N}_{0}} \mid X\right\|=: C_{\mathcal{A D}}<+\infty \text {, where } \\
\mu_{i}(r, w):=r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\Delta_{i}}(\cdot), \gamma, E_{q, q, \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)\right), i \in \mathbb{N}_{0} ;
\end{gathered}
$$

c) $T \in \underline{\mathcal{A D}_{x}\left(u, L_{q, q_{1}}, \lambda_{0}, \lambda_{1}, \gamma\right)}$, if

$$
\begin{gathered}
\substack{w \in \mathbb{R}^{n} \\
\sup _{r>0}} \mu(r, w)=: C_{\mathcal{A D}}<+\infty \text {, where } \\
\mu(r, w):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y)|\cdot-w|^{\lambda_{1}+n / q^{\prime}}, \gamma\right) \mid L_{q, q_{1}}\left(\mathbb{R}^{n} \backslash Q_{r \delta}(w)\right)\right\| ;
\end{gathered}
$$

d) $T \in \mathcal{A D}_{x}\left(L_{q, q_{1}}, u, \lambda_{0}, \lambda_{1}, \gamma\right)$, if

$$
\begin{gathered}
{\underset{\sup }{r>0}}_{\substack{\mathbb{R}^{n}}}^{r>0} \mu(r, w)=: C_{\mathcal{A D}}<+\infty, \text { where } \\
\mu(r, w):=r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\mathbb{R}^{n} \backslash Q_{r \delta}(w)}(\cdot), \gamma, E_{q, q_{1} \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)\right) .
\end{gathered}
$$

The infimum of constants $C$ in each case will be designated by means of $C_{\mathcal{A D}}$ for the corresponding $\mathcal{A D}$-condition.

Remark 3. It can be noted that the definitions of $\mathcal{A D}$-classes have equivalent continuous forms (see Chapter 3), which means also their independence from the parameter $b>1$.

DEFINITION 2.4. Let $\gamma_{0}, \gamma_{1} \geq 0$. We assume that an operator $T$ belongs to the class $O R T_{x}\left(\gamma_{0}, \gamma_{1}\right)$ if $\int \pi T \phi=0$ for all $\pi \in \mathcal{P}_{\gamma_{1}}$ and $\phi \in C_{0}^{\infty}$, such that $\int \phi \pi=0$ for each $\pi \in \mathcal{P}_{\gamma_{0}}$.

Definition 2.5. For $\Omega \subset \mathbb{C}$ let $\{T(z)\}_{z \in \Omega}$ be a family of integral operators with the corresponding $\mathbb{C}$-valued kernels $\left\{K_{z}\right\}_{z \in \Omega}, K_{z}=K_{z}(x, y), x, y \in \mathbb{R}^{n}$. We assume that the family $\{T(z)\}_{z \in \Omega}$ satisfies Poisson-type $\mathcal{A D}_{x}$-estimates with parameters $u \in[1, \infty], \lambda \geq 0$ on the domain $\Omega$ if for some $\epsilon, m \in(0, \infty)$ and any $w, x \in \mathbb{R}^{n}, z \in \Omega, r \in(0, \infty)$

$$
\mathcal{D}_{u}\left(r, w, K_{z}(x, \cdot), \lambda\right) \leq C\left(\frac{r}{|z|^{m}}\right)^{\lambda}|z|^{-m n}\left(1+\frac{|x-w|}{|z|^{m}}\right)^{-(n+\lambda+\epsilon)}
$$

$T(z) \in O R T_{x}(\lambda, \lambda)$.
And we also understand $K_{z}(x, y)$ to satisfy Poisson-type $\mathcal{A D}_{y}$-estimate if $K_{z}^{I}(x, y)=$ $K_{z}(y, x)$ satisfies Poisson-type $\mathcal{A D}_{x}$-estimate.

Definition 2.6. We assume that operator $T$ defined by the kernel $K(x, y)$ to be in $\underline{\mathcal{A D}} \mathcal{D}_{y}$-class, or $O R T_{y}\left(\gamma_{0}, \gamma_{1}\right)$-class if, and only if, the corresponding operator $T^{I}$ defined by the kernel $K^{I}(x, y)=K(y, x)$ is in the corresponding $\mathcal{A} \mathcal{D}_{x}$-class, or, correspondingly, $O R T_{x}\left(\gamma_{0}, \gamma_{1}\right)$-class.

## 3. Counterparts of Known (Clasical) Results

Here we study the relation between $\mathcal{A D}$-classes and the Hörmander condition.
For the sake of simplicity, we shall only consider in this section $\mathcal{A D}$-classes with $q=1$, $X=l_{1}$ and $\lambda_{0}=\lambda_{1}=\gamma=0$.

Remark 4. In spite of the relation

$$
\begin{aligned}
& \mathcal{A D}_{x}\left(u, L_{1}, 0,0,0\right)=\mathcal{A} \mathcal{D}_{x}\left(u, L_{1}, l_{1}, 0,0,0\right) \subset \\
& \subset \mathcal{A D}_{x}\left(L_{1}, u, l_{1}, 0,0,0\right) \subset \mathcal{A D}_{x}\left(L_{1}, u, 0,0,0\right)
\end{aligned}
$$

the non-coincidence of different types of $\mathcal{A D}$-classes will be discussed in the proofs separately to demonstrate the approach in more general cases.

Let us point out that the class of operators satisfying the Hörmander condition $\mathcal{H}$ is equal to the class $\mathcal{A} \mathcal{D}_{x}\left(L_{1}, \infty, l_{1}, 0,0,0\right)$. We shall show the inclusion $\mathcal{H} \subset \mathcal{A} \mathcal{D}_{x}\left(L_{1}, \infty, l_{1}, 0,0,0\right)$. The opposite one was pointed out to the candidate by A.M ${ }^{c}$ Intosh. Indeed, the corresponding kernels should have a uniformly bounded for any $z \in \mathbb{R}^{n}, r>0$ quantity

$$
A(r, z)=\inf _{c(x)} \sup _{\{y:|y-z| \leq r\}} \int_{|x-z| \geq 2 r}|K(x, y)-c(x)| d x
$$

And, on choosing, for fixed $z, r, c(x)$ to be equal to $K(x, z)$, we can find that

$$
\begin{aligned}
& A(r, z) \leq \sup _{\{y:|y-z| \leq r\}} \int_{|x-z| \geq 2 r}|K(x, y)-K(x, z)| d x \leq \\
& \leq \sup _{y} \int_{|x-z| \geq 2|y-z|}|K(x, y)-K(x, z)| d x \leq C_{H}<+\infty,
\end{aligned}
$$

where $C_{H}$ is the constant in the Hörmander condition (class $\mathcal{H}$ ).
3.1. Lower "Summability" Case. This subsection contains the case of "Lower" extrapolation, i.e. a SIO of (strong) ( $p_{0}, p_{0}$ )-type is shown to be, in particular, of ( $p, p$ ) type for some $p<p_{0}$.

Theorem 3.1. For $p_{0} \in(1, \infty], u \in[1, \infty]$, let $T$ be a SIO from $\mathcal{A D}_{x}\left(L_{1}, u, l_{1}, 0,0,0\right) \cup$ $\mathcal{A D}_{x}\left(L_{1}, u, 0,0,0\right) \cup \mathcal{A D}_{x}\left(u, L_{1}, 0,0,0\right)$, bounded from $L_{p_{0}}$ into itself. Then,
a) $T \in \mathcal{L}\left(L_{p, q}\left(\mathbb{R}^{n}\right)\right)$ for $p \in\left(1, p_{0}\right], q \in(0, \infty]$;
b) $T \in \mathcal{L}\left(L_{1}\left(\mathbb{R}^{n}\right), L_{1, \infty}\left(\mathbb{R}^{n}\right)\right)$ if $u=\infty$;
c) $T \in \mathcal{L}\left(H_{1}\left(\mathbb{R}^{n}\right), L_{1}\left(\mathbb{R}^{n}\right)\right)$.

Proof of the Theorem 3.1. We suppose that the kernel $K(x, y)$ corresponds to the operator $T$. One should note that part $a$ ) of the theorem is a consequence of either $b$ ) or $c$ ) in view of the interpolation properties of the scale of Hardy-Lebesgue spaces (see [23]).

To the first, let us recall that the statements of the parts b) and $c$ ) are implied as in the classical approach) by the estimate

$$
\begin{equation*}
\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}|T a| d x \leq C_{\mathcal{A D}} \tag{1}
\end{equation*}
$$

where $r>0, z \in \mathbb{R}^{n}$ and $a$ is a $\left(1, L_{\infty}, 0\right)$-, or a ( $1,1,0$ )-atom in the case of the part $\left.c\right)$, or $b$ ) correspondingly. Indeed, in the case $c$ ), the atomic decomposition result for $H_{1}$ (see $[8,24]$ ) permits us to prove the boundedness of $T$ on ( $1, \infty, 0$ )-atoms only, that follows from (1) and

$$
\int_{Q_{r \delta}(z)}|T a| d x \leq(r \delta)^{n / p_{0}^{\prime}}\|T a\|_{p_{0}} \leq \delta^{n / p_{0}^{\prime}}\left\|T \mid \mathcal{L}\left(L_{p_{0}}\right)\right\|
$$

where $a$ is an ( $1, \infty, 0$ )-atom. In the case b), for a function $f \in L_{1}$ and $\lambda>0$, CalderónZygmund decomposition of a set $\Omega_{\lambda}:=\{x: M f>\lambda\}=\bigcup_{i \in \mathbb{N}} Q_{i}$, where the set $\left\{\delta Q_{i}\right\}$ possess finite intersection property and $C\left|\Omega_{\lambda}\right| \geq \sum_{i}\left|Q_{i}\right|$, provides representation

$$
\begin{equation*}
f=f_{0}+C \lambda \sum_{i}\left|Q_{i}\right| a_{i}, \text { where } a_{i} \text { is a }(1,1,0)-\text { atom } \tag{2}
\end{equation*}
$$

and $\left\|f_{0} \mid L_{\infty}\right\| \leq C \lambda$. Therefore, Chebyshev inequality, (1) and just mentioned properties imply

$$
\begin{gather*}
\lambda\left\{\left|T f_{0}\right|>c \lambda\right\} \leq C \lambda^{1-p_{0}}\left\|T f_{0}\right\|_{p_{0}}^{p_{0}} \leq C\left\|T\left|\mathcal{L}\left(L_{p_{0}}\right)\left\|^{p_{0}}\right\| f\right| L_{1}\right\|, \\
\lambda\left\{\left|T f_{1}\right|>c \lambda\right\} \leq C \lambda\left(\left|\cup_{i} \delta Q_{i}\right|+\sum\left|Q_{i}\right| \int_{\mathbb{R}^{n} \backslash \delta Q_{i}}\left|T a_{i}\right|\right) \leq \\
\leq C \lambda\left|\Omega_{\lambda}\right| \leq C\left\|f \mid L_{1}\right\| . \tag{3}
\end{gather*}
$$

To obtain the formula (1) suppose $g(x)$ to be a function minimizing functionals

$$
\begin{equation*}
\inf _{c} \int_{Q_{r}(z)}|K(x, y)-c|^{u} d y \tag{4}
\end{equation*}
$$

at a.e. $x$ if $T \in \mathcal{A D}_{x}\left(u, L_{1}, l_{1}, 0,0,0\right)$, or minimizing the functional

$$
\begin{equation*}
\int_{Q_{r}(z)}\left(\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}|K(x, y)-c(x)| d x\right)^{u} d y \tag{5}
\end{equation*}
$$

if $T \in \mathcal{A D}_{x}\left(L_{1,1}, u, 0,0,0\right)$, or $g(x)=\sum_{i} g_{i}(x)$, where functions $\left\{g_{i}(x)\right\}_{i \in \mathbb{N}}$ to minimize functionals

$$
\begin{equation*}
\inf _{c(x)}\left(\int_{Q_{r}(z)}\left(\int_{Q_{r 2^{2} \delta}(z) \backslash Q_{r 2^{i-1}}(z)}|K(x, y)-c(x)| d x\right)^{u} d y\right)^{1 / u} \tag{6}
\end{equation*}
$$

correspondingly if $T \in \mathcal{A D}_{y}\left(L_{1}, u, l_{1}, 0,0,0\right)$. In view of Minkowski inequality, it follows from (4), (5), or (6) that, correspondingly, for an arbitrarily ( $1,1,0$ )-(part b)), or ( $1, \infty, 0$ )atom with support $Q_{r}(z)$, one has due to the Hölder and Minkowski inequalities, Fubini
theorem and the orthogonality of atom $a$ to constants:

$$
\begin{align*}
& \int_{\mathbb{R}^{n} \mid Q_{r s}(z)}|T a| d x \leq \\
& \leq Q=\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}\left|\int(K(x, y)-g(x)) a(y) d y\right| d x \leq \\
& \leq \int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)} r^{-n / u}\left(\inf _{c} \int_{Q_{r}(z)}|K(x, y)-c|^{u} d y\right)^{1 / u} d x \leq C_{\mathcal{A D}} \text {, }  \tag{7}\\
& Q \leq \int_{Q_{r}(z)} \int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}|K(x, y)-g(x)| d x|a(y)| d y \leq \\
& \leq \inf _{c} r^{-n / u}\left(\int_{Q_{r}(z)}\left(\int_{\mathbb{R}^{n} \mid Q_{r \delta}(z)}|K(x, y)-c(x)| d x\right)^{u} d y\right)^{1 / u} \leq C_{\mathcal{A D}},  \tag{8}\\
& Q \leq \sum_{i \in \mathbb{N}} \int_{Q_{r}(z)} \int_{Q_{2 i^{2} \delta}(z) \backslash\left(Q_{2}(i-1)-\right)_{r \delta}(z)} \mid K(x,|d x| a(y) \mid d y \leq \\
& \left.\leq \sum_{i \in \mathbb{N}} \inf _{c} r^{-n / u}\left(\int_{Q_{r}(z)}\left(\int_{Q_{2} i_{\delta}(z) \backslash Q_{2(i-1) r_{\delta}(z)}} \mid K(x), y\right)-c(x) \mid d x\right)^{u} d y\right)^{1 / u} \leq C_{\mathcal{A D}} . \tag{9}
\end{align*}
$$

In this manner, estimates $(7-9)$ motivate (1). Q.E.D.
3.2. Upper "Summability" Case. This subsection contains the case of "Upper" extrapolation, i.e. a SIO of (strong) ( $p_{0}, p_{0}$ )-type is shown to be, in particular, of ( $p, p$ ) type for some $p>p_{0}$.

The next theorem can be derived from the previous one by means of duality considerations but such an approach will not work, in particular, in the case of vector-valued functions, or will require additional duality results to consider scales other than $H_{1}-L_{p}-B M O$. Thus, we provide a proof which does not rely on duality.

Theorem 3.2. For $p_{0} \in(1, \infty], u \in[1, \infty)$, let $T$ be a SIO from $\mathcal{A D}_{y}\left(L_{1}, u, l_{1}, 0,0,0\right) \cup$ $\mathcal{A D}_{y}\left(L_{1}, u, 0,0,0\right) \cup \mathcal{A D}_{y}\left(u, L_{1}, 0,0,0\right)$, bounded from $L_{p_{0}}$ into itself. Then, a) $T \in \mathcal{L}\left(L_{p, q}\left(\mathbb{R}^{n}\right)\right)$ for $p \in\left[p_{0}, \infty\right), q \in(0, \infty]$;
b) $T \in \mathcal{L}\left(L_{\infty}\left(\mathbb{R}^{n}\right)\right.$, $\left.B M O\left(\mathbb{R}^{n}\right)\right)$.

Proof of the Theorem 3.2. We suppose that the kernel $K(x, y)$ corresponds to the operator $T$. One should note that we need to prove part b) only because part $a$ ) follows from it with the aid of the real interpolation method.

Let us fix $Q_{r}(z) \subset \mathbb{R}^{n}, f \in L_{\infty}$ and use the representation $f=f_{0}+f_{1}, f_{0}=\chi_{Q_{r \delta}(z)}$, where $\delta$ is a constant in the definition of the corresponding $\mathcal{A D}_{y}$-classes. Then the definition of $\mathcal{D}$-functional and $L_{p_{0}}$-boundedness of $T$ and the restriction operator $f \longrightarrow f_{0}$ imply

$$
\begin{gather*}
\mathcal{D}_{p_{0}}\left(r, z, T f_{0}, 0\right) \leq r^{-n / p_{0}}\left\|T f_{0}\left|L_{p_{0}}\left(\mathbb{R}^{n}\right)\left\|\leq r^{-n / p_{0}}\right\| T\right| \mathcal{L}\left(L_{p_{0}}\right)\right\| \times \\
\times\left\|f_{0}\left|L_{p_{0}}\left(\mathbb{R}^{n}\right)\|\leq\| T\right| \mathcal{L}\left(L_{p_{0}}\right)\right\|\left\|f_{0}\left|L_{\infty}\left(\mathbb{R}^{n}\right)\|\leq\| T\right| \mathcal{L}\left(L_{p_{0}}\right)\right\|\left\|f \mid L_{\infty}\left(\mathbb{R}^{n}\right)\right\| . \tag{1}
\end{gather*}
$$

Now suppose $g(y)$ to be a function minimizing the functionals

$$
\begin{equation*}
\inf _{c} \int_{Q_{r}(z)}|K(x, y)-c(y)|^{u} d x \tag{2}
\end{equation*}
$$

at a.e. $y$ if $T \in \mathcal{A D}_{y}\left(u, L_{1}, l_{1}, 0,0,0\right)$, or minimizing the functional

$$
\begin{equation*}
\int_{Q_{r}(z)}\left(\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}|K(x, y)-c(y)| d y\right)^{u} d x \tag{3}
\end{equation*}
$$

if $T \in \mathcal{A D}_{y}\left(L_{1,1}, u, 0,0,0\right)$, or $g(y)=\sum_{i} g_{i}(y)$, where the functions $\left\{g_{i}(y)\right\}_{i \in \mathbb{N}}$ minimize the functionals

$$
\begin{equation*}
\inf _{c(y)}\left(\int_{Q_{r}(z)}\left(\int_{Q_{r 2^{2} \delta}(z) \backslash Q_{r 2^{i-1}}(z)}|K(x, y)-c(y)| d y\right)^{u} d x\right)^{1 / u} \tag{4}
\end{equation*}
$$

correspondingly if $T \in \mathcal{A D}_{y}\left(L_{1}, u, l_{1}, 0,0,0\right)$. In view of Minkowski inequality, it follows from (2), or (3), or (4) that, correspondingly,

$$
\begin{gather*}
\left.\mathcal{D}_{u}\left(r, z, T f_{1}, 0\right) \leq r^{-n / u}\left(\int\left(\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}\left|(K(x, y)-g(y)) f_{1}(y)\right| d y\right)\right)^{u} d x\right)^{1 / u}= \\
=Q \leq \int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}\left(\int_{Q_{r}(z)}|K(x, y)-g(y)|^{u} d x\right)^{1 / u} \| f \mid L_{\infty} d y, \text { or }  \tag{5}\\
Q \leq\left(\int\left(\int_{\mathbb{R}^{n} \backslash Q_{r \delta}(z)}|K(x, y)-g(y)| d y\right)^{u} d x\right)^{1 / u}, \text { or }  \tag{6}\\
Q \leq\left(\sum_{i}\left(\int_{Q_{r}(z)}\left(\int_{Q_{r 2^{i} \delta}(z) \backslash Q_{r 2^{i-1}}(z)}|K(x, y)-c(y)| d y\right)^{u} d x\right)^{1 / u}\right)\left\|f \mid L_{\infty}\right\| . \tag{7}
\end{gather*}
$$

Eventually formulas (1) and one of ( $5,6,7$ ) imply

$$
\mathcal{D}_{1}(r, z, T f, 0) \leq\left(C_{\mathcal{A D}}+\left\|T \mid \mathcal{L}\left(L_{p_{0}}\right)\right\|\right)\left\|f \mid L_{\infty}\right\| \cdot \mathcal{Q} . \mathcal{E} . \mathcal{D} .
$$

## 4. Functional Calculus and Littlewood-Paley-type Theorems

Here we display some applications of the results of the thesis to the existence in a variety of function spaces of the functional calculus of $\omega$-accretive operators with their holomorphic semigroup satisfying the Poisson-type $\mathcal{A D}$-conditions (see $\S 2$ ). In addition, we show the validity of some Littlewood-Paley type theorems formulated in terms of this calculus for the spaces under consideration.

All the definitions and notations regarding functional calculus are understood as in the article [17] due to David Albrecht, Xuan Duong and Alan M ${ }^{c}$ Intosh, including the following definitions.

For $0 \leq \omega<\mu<\pi$ let $S_{\omega+}:=\{z \in \mathbb{C}| | \arg z \mid \leq \omega\} \cup\{0\}, S_{\mu+}^{0}:=\{z \in \mathbb{C}| | \arg z \mid<\mu\}$, space $H\left(S_{\mu+}^{0}\right)$ be the space of all holomorphic functions on $S_{\mu+}^{0}$ endowed with the $L_{\infty}\left(S_{\mu+}^{0}\right)$ norm, containing subspace $\Psi\left(S_{\mu+}^{0}\right):=\left\{\left.\psi\left|\psi \in H\left(S_{\mu+}^{0}\right), \exists s>0,|\psi(z)| \leq C\right| z\right|^{s}\left(1+|z|^{2 s}\right)^{-1}\right\}$. An operator $T$ closed in $L_{2}\left(\mathbb{R}^{n}\right)$ is said to be of type $S_{\omega+}$ if $\sigma(T) \subset S_{\omega+}$ and for any $\mu>\omega$ there exist $C_{\mu}$ such that

$$
|z| \|(T-z I)^{-1}\left|\mathcal{L}\left(L_{2}\left(\mathbb{R}^{n}\right), L_{2}\left(\mathbb{R}^{n}\right)\right)\right| \mid \leq C_{\mu}, z \notin S_{\omega+}
$$

Theorem 4.1. Assume $q \in(0, \infty], r \in(0, \infty]^{n}$. Let $T$ be a one-one operator of type $S_{\omega+}$ in $L_{2}\left(\mathbb{R}^{n}\right), \omega \in[0, \pi / 2)$, having a bounded functional calculus in $L_{2}\left(\mathbb{R}^{n}\right)$ for all $f \in H_{\infty}\left(S_{\mu+}^{0}\right)$ for some $\mu>\omega$. Assume that for some $\lambda, m, \epsilon>0,\left[v_{0}, \mu\right] \in(\omega, \pi / 2)$ and all $z \in S_{(\pi / 2-\mu)}^{0}$, the kernel $K_{z}(x, y)$ of holomorphic semigroup $e^{-z T}$ associated with $T$ satisfies one of the conditions:
a) Poisson-type $\mathcal{A D}_{x}$-estimate with $u=1$;
b) Poisson-type $\mathcal{A D}_{y}$-estimate with $u=1$;
c) both Poisson-type $\mathcal{A D}_{x^{-}}$and $\mathcal{A D}_{y^{-}}$-estimates with $u=2$.

Then, correspondingly, for $f \in H_{\infty}\left(S_{\nu}^{0}\right)$ for all $\nu>\mu, f(T)$ can be extended to be in:

$$
\begin{gathered}
\text { a) } \bigcup_{p \in\left((1+\lambda / n)^{-1,2]}\right.} \mathcal{L}\left(H_{p, q}\left(\mathbb{R}^{n}\right), H_{p, q}\left(\mathbb{R}^{n}\right)\right) \text { with }\left\|f(T)\left|\mathcal{L}\left(H_{p, q}, H_{p, q}\right)\|\leq C\| f\right| L_{\infty}\right\| \\
\text { and } \mathcal{L}\left(H_{p_{0}}\left(\mathbb{R}^{n}\right), H_{p_{0}, \infty}\left(\mathbb{R}^{n}\right)\right) \text { with }\left\|f(T)\left|\mathcal{L}\left(H_{p_{0}}\left(\mathbb{R}^{n}\right), H_{p_{0}, \infty}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| f\right| L_{\infty}\right\|
\end{gathered}
$$

for $p_{0}=(1+\lambda / n)^{-1}, \lambda \notin \mathbb{Z}$;
b) $\bigcup_{p \in[2, \infty)} \mathcal{L}\left(L_{p, q}\left(\mathbb{R}^{n}\right), L_{p, q}\left(\mathbb{R}^{n}\right)\right)$ with $\left\|f(T)\left|\mathcal{L}\left(L_{p, q}, L_{p, q}\right)\|\leq C\| f\right| L_{\infty}\right\|$ and

$$
\bigcup_{\gamma \in[0, \lambda), T \in \mathcal{O R} \tau_{y}(\gamma, \gamma)} \mathcal{L}\left(X^{\gamma}, X^{\gamma}\right) \text { with }\left\|f(T)\left|\mathcal{L}\left(X^{\gamma}, X^{\gamma}\right)\|\leq C\| f\right| L_{\infty}\right\| ;
$$

for $X^{\gamma} \in\left\{b_{r, q}^{\gamma}\left(\mathbb{R}^{n}\right), l_{r, q}^{\gamma}\left(\mathbb{R}^{n}\right)\right\}$;
c) if, in addition, functional $\Psi_{\nu_{0}}(f)=\int_{\Gamma_{\nu_{0}}}\left|\frac{|f(\zeta)| \mid}{|\zeta|} d \zeta\right|$ is finite for some

$$
\Gamma_{\nu_{0}}=\Theta(t) t e^{\left(\pi-\nu_{0}\right) / 2}+(\Theta(t)-1) t e^{\left(\nu_{0}-\pi\right) / 2}, t \in \mathbb{R},
$$

then the following Littlewood-Paley-type estimates is true: for $\gamma \in[0, \lambda), T \in \mathcal{O R T}_{y}(\gamma, \gamma)$, $p \in\left((1+\lambda / n)^{-1}, \infty\right)$ and

$$
\begin{gathered}
X\left(\mathbb{R}^{n}\right) \in\left\{H_{p}\left(\mathbb{R}^{n}\right), b_{\infty, \infty}^{\gamma}\left(\mathbb{R}^{n}\right), b_{r, q}^{\gamma}\left(\mathbb{R}^{n}\right), l_{r, q}^{\gamma}\left(\mathbb{R}^{n}\right)\right\} \\
\left\|f(t T) g\left|X\left(\mathbb{R}^{n}, L_{2, \frac{d t}{t}}\left(\mathbb{R}_{+}\right)\right)\left\|\asymp\left(\left\|f \mid L_{\infty}\right\|+\Psi_{\nu_{0}}(f)\right)\right\| g\right| X\left(\mathbb{R}^{n}\right)\right\|
\end{gathered}
$$

Partial proof of the Theorem 4.1. We shall discuss only the proofs of the assertions concerning Hardy-Lorentz spaces ("Lower case"). The cases of the other spaces ("Upper case") are treated in the same way with the aid of the results of Chapter III (Theorem $3.3, d)$, e) from Chapter III).

Theorem $D$ from [17] supplies an opportunity to consider only functions $f$ from the class $\Psi\left(S_{\mu+}^{0}\right)$ in all the parts of the theorem thanks to some limiting procedure.

By Theorem 3.1 from Chapter III and the existence of $H^{\infty}$-calculus of the operator $T$ in $L_{2}$, it is sufficient to estimate only the constants $C_{\mathcal{A D}}$ from the definitions of the appropriate $\mathcal{A D}$-classes. For this purpose we shall use the following representation of the operator $f(T)$ and its kernel, obtained by Xuan Duong (see [18]):

$$
\begin{gather*}
f(T)=\int_{\Gamma_{\nu_{0}}} e^{-z T} n(z) d z, \quad n(z)=\int_{\Gamma_{0}} e^{z \zeta} f(\zeta) d \zeta  \tag{1}\\
\Gamma_{\nu_{0}}=\Theta(t) t e^{\left(\pi-\nu_{0}\right) / 2}+(\Theta(t)-1) t e^{\left(\nu_{0}-\pi\right) / 2}, \Gamma_{0}=\Theta(t) t e^{\nu_{0}}+(\Theta(t)-1) t e^{-\nu_{0}}, \\
t \in \mathbb{R}, K_{f}(x, y)=\int_{\Gamma_{0}} k_{z}(x, y) n(z) d z, \quad|n(z)| \leq c|z|^{-1}\|f\|_{\infty} .
\end{gather*}
$$

Now using subadditivity of $\mathcal{D}$-functional we have in the case $a$ ) for a function $f$ with $\left\|f \mid L_{\infty}\right\| \leq 1$

$$
\begin{align*}
\mathcal{D}_{u}\left(r, w, K_{f}(x, \cdot), \lambda\right) \leq & C \int_{\Gamma_{\nu_{0}}}\left(\frac{r}{|z|^{m}}\right)^{\lambda}|z|^{-m n}\left(1+\frac{|x-w|}{|z|^{m}}\right)^{-(n+\lambda+\epsilon)}|d z| /|z| \leq \\
& \leq C r^{\lambda}|x-w|^{-(n+\lambda)} . \tag{2}
\end{align*}
$$

Hence $f(T) \in \mathcal{A D}_{x}\left(1, L_{\infty}, l_{\infty}, \lambda, \lambda, \lambda\right)$ and

$$
\mathcal{A D}_{x}\left(u, L_{\infty}, l_{t, l o g}, \gamma, \gamma, \lambda\right), \gamma \in[0, \lambda), t \in(0, \infty]
$$

uniformly by $f$. It means the desirable estimate $C_{\mathcal{A D}}(f) \leq C\left\|f \mid L_{\infty}\right\|$. It is left to apply the part c) of Theorem 3.1 from Chapter III.

To prove part c) let us fix a (nonzero) function $f\left\|f \mid H_{\infty}\right\|+\Psi_{\nu_{0}}(f) \leq 1$, satisfying the conditions of $c$ ), and such that for $z \in \Gamma_{0}$

$$
\begin{equation*}
\int_{0}^{\infty} f^{2}(t z) \frac{d t}{t}=c_{I}>0 \tag{3}
\end{equation*}
$$

Now we can define operators $\Lambda: g(x) \rightarrow\{(f(t T) g)(x)\}_{t \in \mathbb{R}_{+}}$,

$$
\Lambda^{-1}:\{h(t, x)\}_{t \in \mathbb{R}_{+}} \rightarrow C_{I}^{-1} \int_{t \in \mathbb{R}_{+}} f(t T) h(t, x) \frac{d t}{t}
$$

which define an isomorphism between $L_{2}\left(\mathbb{R}^{n}\right)$ and $L_{2}\left(\mathbb{R}^{n}, L_{2, \frac{d t}{t}}\left(\mathbb{R}_{+}\right)\right)$because of the Theorem $F$ from [17]. Hence, analogously to the derivation of the formula (2), subadditivity of the $\mathcal{D}$-functional, Minkowski inequality and finiteness of $\Psi_{\nu_{0}}(f)$ imply both for $k_{f}=K_{f}$ and for $k_{f}=K_{f}^{I}$

$$
\begin{gather*}
\mathcal{D}_{u}\left(r, w, k_{f}(x, \cdot), \lambda, L_{2, \frac{d t}{t}}\left(\mathbb{R}_{+}\right)\right) \leq C \int_{\Gamma_{\nu_{0}}} \|\left(r|z \cdot|^{-m}\right)^{\lambda}|z \cdot|^{-m n} \times \\
\left.\times\left(1+|x-w||z \cdot|^{-m}\right)^{-(n+\lambda+\epsilon)}\left|L_{2, \frac{d t}{t}} \||n(z)| \cdot\right| d z \right\rvert\, \leq \\
\leq C r^{\lambda}|x-w|^{-(n+\lambda)} . \tag{4}
\end{gather*}
$$

It means that
$\Lambda, \Lambda^{-1} \in \mathcal{A D}_{x}\left(1, L_{\infty}, l_{\infty}, \lambda, \lambda, \lambda\right) \cap \mathcal{A D}_{y}\left(1, L_{\infty}, l_{\infty}, \lambda, \lambda, \lambda\right)$. Thus the proof of the part $\left.c\right)$ is finished exactly as ones of the parts $a), b)$. $\mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.

## CHAPTER 2

## Anisotropic supersingular operators and approximation formula

## 1. Introduction and background

Surprisingly supersingular operators were studied before (simply) singular integral operators (SIO). Indeed, S. L. Sobolev [25, 26] introduced and studied thoroughly the notions of generalized function, generalized derivative and Sobolev space itself as a domain of these simplest supersingular operators in 1935-36, while the celebrated article [2] of A. Calderón and A. Zygmund appeared in 1952. Even the first edition of Sobolev's book [27] was published in 1950. The abstract branch known as the theory of generalized functions was further developed by L. Schwartz [28] (1950) and I. M. Gel'fand and G. E. Shilov [29] (1958). A lot of works were devoted to the investigation of the properties of spaces of fractional smoothness, which were defined in the same way as was invented by S. L. Sobolev: a function space is the domain of a supersingular integral operator with the range in a better known space, while the operator itself is initially well defined on some space of generalized functions. Among the closely related works, one should mention the ones of S. M. Nikol'skii [30, 31, 32, 34, 33, 35], L. N. Slobodeckii [36], O. V. Besov [37], I. A. Kipriyanov [38], S. V. Uspenskii [39], N. Aronszain, K. T. Smith [40], E. M. Stein [41], P. I. Lizorkin [42, 43, 44, 45], N. Aronszain, F. Mulla, P. Szeptycki [46].

A theorem of E. M. Stein from [41] can be interpreted as: $\left[M(g),|\mathrm{D}|^{\beta}\right] 1 \in L_{p} \Longleftrightarrow g \in$ $L_{p, 2}^{\beta}$ for $\beta, p^{-1} \in(0,1)$ (cf. the proof of Theorem 5.3, a)).

We should note the article [43] of P. I. Lizorkin, where he defined and utilized the notion of Liouville derivative as $\mathrm{D}^{\alpha} f=\widehat{(i x)^{\alpha} \tilde{f}}$. Observe that, for fractional vectors $\alpha \geq 0$, function $(i x)^{\alpha}$ is no longer a multiplier in $\mathcal{S}^{\prime}$. Thus, P. I. Lizorkin needed to introduce other spaces $\Phi \subset S$ and $\Phi^{\prime}$ of fundamental and generalized functions, where, in particular, the elements of $\Phi$ are orthogonal to the polynomials on all the hypersurfaces containing the origin. This fact has some relation with Theorem 10.2.

The balance between the desires to consider spaces of not only positive smoothness and to preserve the convenience of using an extended notion of Marcinkiewicz multiplier was achieved by S. M. Nikol'skii [34, 33], who had introduced into the usage the notion of generalized function regular in the sense of $L_{p}$. But, as is shown in [35], the presence of a convenient calculus of symbols is not sufficient, and estimates of Bessel-MacDonald kernels describing the operator $(I-\Delta)^{-l / 2}, l>0$ are also very useful.

Boundedness properties of commutators of supersingular integral operators (SSIO) were investigated by M. Murray [47, 48], T. Kato, G. Ponce [49] and S. Hofmann [50, 51] together with X. Li and D. Yang [52].

Let $|D|^{\beta}$ be the fractional differentiation operator of order $\beta>0$. M. Murray [47, 48] proved that the condition $|\mathrm{D}|^{\beta} g \in B M O(\mathbb{R})$ is necessary and sufficient for the relation

$$
\begin{equation*}
\left\||\mathrm{D}|^{\beta}(g f)-\left.g|\mathrm{D}|^{\beta} f\left|L_{p}(\mathbb{R})\|\leq C\|\right| \mathrm{D}\right|^{\beta} g|B M O(\mathbb{R})\|\cdot\| f| L_{p}(\mathbb{R})\right\| \tag{1}
\end{equation*}
$$

She obtained also multilinear variants of this result and considered the same issues for the composition with the Hardy transform $H|\mathrm{D}|^{\beta}$ instead of $|\mathrm{D}|^{\beta}$. Here we use Riesz transforms similarly.
T. Kato, G. Ponce [49] proved the estimate: for $J=(I-\Delta)^{-1 / 2}, s>0, p \in(1, \infty)$, $\left\|J^{s}(g f)-g\left(J^{s} f\right) \mid L_{p}\left(\mathbb{R}^{n}\right)\right\| \leq C\left(\left\|g\left|w_{\infty}^{1}\left(\mathbb{R}^{n}\right)\|\cdot\| J^{s-1} f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|+\left\|J^{s} g\left|L_{p}\left(\mathbb{R}^{n}\right)\|\cdot\| f\right| L_{\infty}\left(\mathbb{R}^{n}\right)\right\|\right)$, but their approach permits to show that
$\left\|J^{s}(g f)-g\left(J^{s} f\right) \mid L_{p}\left(\mathbb{R}^{n}\right)\right\| \leq C\left(\left\|g\left|w_{\infty}^{1}\left(\mathbb{R}^{n}\right)\|\cdot\| J^{s-1} f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|+\left\|J^{s} g\left|L_{\infty}\left(\mathbb{R}^{n}\right)\|\cdot\| f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|\right)$ that implies $\left\|J^{s}(g f)-g\left(J^{s} f\right)\left|L_{p}\left(\mathbb{R}^{n}\right)\|\leq C\| g\right| w_{\infty}^{1}\left(\mathbb{R}^{n}\right)\right\| \cdot\left\|f \mid L_{p}\left(\mathbb{R}^{n}\right)\right\|$ for $s \in(0,1)$.

Results of this form found applications in the theories of Euler, generalized Kortewegde Vries and Navier-Stokes equations in works of T. Kato, G. Ponce [49], M. Christ, M. I. Weinstein [53] and C. E. Kenig, G. Ponce, L. Vega [54].
S. Hofmann [51] improved Murray's Leibniz rule for fractional derivatives $|D|^{\beta}, \beta \in$ $(0,1)$ up to

$$
\begin{equation*}
\left\||\mathrm{D}|^{\beta}(g f)-\left.g|\mathrm{D}|^{\beta} f\left|L_{r}(\mathbb{R})\|\leq C\|\right| \mathrm{D}\right|^{\beta} g\left|L_{p}\left(\mathbb{R}^{n}\right)\|\cdot\| f\right| L_{q}\left(\mathbb{R}^{n}\right)\right\|, 1 / r=1 / p+1 / q \tag{2}
\end{equation*}
$$

$\mathrm{He}, \mathrm{X} . \mathrm{Li}$ and D. Yang [52] established necessary and sufficient conditions on function $g$ for the boundedness of commutators with different convolution homogeneous supersingular integral operators including anisotropic ones.

Later S. Hofmann also raised the question on the validity of the estimate

$$
\begin{equation*}
\left\||\mathrm{D}|^{\gamma}\left(|\mathrm{D}|^{\beta}(g f)-g|\mathrm{D}|^{\beta} f\right)\left|L_{p}\left(\mathbb{R}^{n}\right)\|\leq C\| f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\| \tag{3}
\end{equation*}
$$

We provide an extended answer to this question in Theorem 9.3.
There exist counterparts for the Hilbert transform $H$ in place of fractional differentiation, established by C. Segovia and R. L. Wheeden in [55]:
$\left\|\left.\mathrm{D}^{\alpha}(H(g f)-g H f)\left|L_{r}\left(\mathbb{R}^{n}\right)\|\leq C\|\right| \mathrm{D}\right|^{\alpha} g\left|L_{p}\left(\mathbb{R}^{n}\right)\| \| f\right| L_{q}\left(\mathbb{R}^{n}\right)\right\|, \alpha \in(0,1), 0 \leq 1 / p=1 / r-1 / q$.
These have been further developed by J. Cohen and J. Gosselin [56].
There are several results related to the boundedness of Calderón-Zygmund SIOs in Lebesgue spaces. Note that the commutator of a SIO $T$ possessing the kernel $K(x, y)$ with the pointwise multiplier on $g$ has kernel $(g(y)-g(x)) K(x, y)$. Thus, the operator defined by $\left(g(y)-T_{m}(y, x)\right) \Omega(x-y)|x-y|^{-(n+m-\varepsilon)}$, where $T_{m}(y, x)$ is the $m$ th degree Taylor polynomial of $g$, is a variant of the formal extension of the Calderón commutator of the operator with a convolution $(n+m-\varepsilon)$-homogeneous kernel. Boundedness of operators of this form in Lebesgue spaces were established by S. Hofmann [57] for $m=1, \varepsilon=0$, by Sh. Lu and Qi. Wu [58] for $\varepsilon>0$, and by G. Hu and D. Yang [59] for $\varepsilon=0$. The latter authors provided also multilinear variants of their results.

While traditionally the singularity of an operator with kernel $K(x, y)$ was defined by the estimate $|K(x, y)| \leq C|x-y|^{-(n+\alpha)}$, our classifications in Section 3 are based heavily on the idea that, in difference with purely integral operators, a supersingular integral operator is not defined by its kernel only, whose presence only means that it is integral, but also by its local part. Structural characterizations of this part are obtained too. There we introduce variants of weak and strong type classifications of singularity of an operator $T$ based on homogeneity of the corresponding bilinear form $(T \psi, \psi)$, or similarity of $T$ to a (fractional) differentiation operator in the sense of possessing the same boundedness properties as the differentiation operator.

In Section 4, we describe the idea and construct an approximation formula for the composition of a pointwise multiplier and a SSIO from a wide range of supersingular integral operators that is suitable in non-convolution case and is counterpart of the Leibnitz rule, including commutators as a particular case. It possesses an ability to annihilate the inconvenient local part of our SSIOs providing also a criterion for the locality of these
operators. Therefore, to study the boundedness of the residual of the approximation formula, we can deal with the kernels of the corresponding operators only.

Section 5 contains necessary conditions on the pointwise multiplier for a convolution supersingular integral operator with $n+\beta>n$-homogeneous kernel $\Omega(x-y)|x-y|^{-(n+\beta)}$ to have its corresponding residual to be bounded from a Lebesgue space into some Lebesgue, or Lizorkin-Triebel space. For this purpose, we introduce and study some properties of the notions of Lebesgue- and Chebyshev-regularity of functions and operators and admissibility of functions. Particular examples considered include Lizorkin's Liouville differentiation and an operator from $[60,50,52]$. The steps of the proof are very similar to those used in one-dimensional case by M. A. M. Murray in [47] and different from those suggested in [48] and realized in $[50,52]$. As an auxiliary lemma, we establish estimates of derivatives of some kernels with asymptotics of the constants appropriate for our purposes.

In Section 7, we obtain sufficient conditions on the pointwise multiplier for the boundedness of the residual of a general (non-convolution) supersingular operator contained in the appropriate $\mathcal{A D}$-classes (from $[1,5]$ ) to be bounded from a Lebesgue space into some Besov-Nikol'skii, or Lizorkin-Triebel space in terms of the inclusion of the pointwise multiplier function into some special local function spaces. To accomplish it, one needs to prove an extrapolation theorem in Section 6 and direct estimates of $\mathcal{D}$-functionals and use a counterpart of the Carleson embedding theorem in Section 11. In this and other sections, we use the relations between these local function spaces and more traditional ones established in Section 10 to derive related results written in terms of different groups of function spaces.

In Sections 8 and 9, we apply results established earlier to the case of general convolution SSIO and, respectively, its particular important examples, answering, in particular, to Hofmann's question and discussing the optimality of the isotropic setting and a difference between the cases of integer and fractional differential operators.

Section 10 is devoted to properties of function spaces under consideration, while Section 11 contains the rest of the auxiliary results.

The content of this chapter will be included in [61].

## 2. Definitions and designations

In this section, we introduce, in a general form, the notations of the thesis work related to the setting of scalar-valued functions belonging to anisotropic function spaces.

Let $\mathbb{N}, \mathbb{Z}$ and $\mathbb{R}$ be the sets of natural, rational and real numbers correspondingly, $\mathbb{N}_{0}=\mathbb{N} \cup 0, \mathbb{R}_{+}=(0,+\infty)$. For $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right) \in \mathbb{R}_{+}^{n} \cup \mathbb{N}_{0}^{n}, s \in \mathbb{R}, \beta \in \mathbb{R}_{+}^{n}$, we designate $|\alpha|=\sum_{i=1}^{n} \alpha_{i}, \alpha^{s}=\left(\alpha_{1}^{s}, \cdots, \alpha_{n}^{s}\right), \alpha \beta=\left(\alpha_{1} \beta_{1}, \cdots, \alpha_{n} \beta_{n}\right), \alpha / \beta=\left(\alpha_{1} / \beta_{1}, \cdots, \alpha_{n} / \beta_{n}\right)$, $(\alpha, \beta)=|\alpha \beta|$. Many objects dealt with depend on the anisotropy vector $\gamma_{a}$ with $\left|\gamma_{a}\right|=n$, which is mostly supposed to be fixed. For $x, y \in \mathbb{R}^{n}, \alpha \in \mathbb{N}_{0}^{n}$, $D \subset \mathbb{N}_{0}^{n}$ and $s \geq 0$ we shall understand that $x \leq y \Leftrightarrow x_{i} \leq y_{i}$ for $1 \leq i \leq n ; \stackrel{\square}{D}_{\alpha}:=\{\beta \in$ $\left.\mathbb{N}_{0}^{n}: \beta \leq \alpha\right\}, \hat{D}=\cup_{\beta \in D} \stackrel{\square}{D}_{\beta}, D_{s}^{*}:=\left\{\beta \in \mathbb{N}_{0}^{n}:\left(\beta, \gamma_{a}\right) \leq s\right\}, \lambda_{\min }(D):=\min _{\beta \in D}\left(\beta, \gamma_{a}\right)$, $\lambda_{\max }(D):=\max _{\beta \in D}\left(\beta, \gamma_{a}\right)$. and that $|D|$ is the number of the elements of $D$. For $D \subset \mathbb{Z}^{n}$, let $D_{+}:=D \cap \mathbb{N}_{0}^{n}$. In the definitions of function spaces below, we shall always require $D=\hat{D}$ for the sake of their shift invariance. Usually we shall deal with space $\mathbb{R}^{n}$ for some $n \in \mathbb{N}$ endowed with a $\gamma_{a}$-anisotropic $q$-, or $q *$-quasi-metric $\rho_{\gamma_{a}}(x, y):=|x-y|_{q}$, or, correspondingly, $\rho_{\gamma_{a}}(x, y):=|x-y|_{q}$, where $|x|_{q}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{q /\left(\gamma_{a}\right)_{i}}\right)^{q^{-1}}$, and $|x|_{q *} \geq 0$ is defined by $\sum_{i=1}^{n}\left|x_{i}\right|^{q}|x|_{q *}^{-q\left(\gamma_{a}\right)_{i}}=1$ for some $q \in(0, \infty)$. Lebesgue measure is $|E|=$ $\int_{\mathbb{R}^{n}} \chi_{E}(x) d x$. Symbol $Q$ will mean a cube $Q=Q_{r}(w)=\left\{y \in \mathbb{R}^{n}: \rho_{\gamma_{a}}(y, w)<r\right\}$, $r(Q):=r, O(Q):=w, \kappa Q:=Q_{\kappa r}(w)$ for $\kappa>0$.

For (quasi)(semi)normed spaces $A, B, g \in A, f \in A^{*}$, let $\|\cdot \mid A\|$ be its (quasi)(semi)norm, $A^{*}$ be its adjoint space, $(f, g):=f(g)$, and $\mathcal{L}(A, B)$ be the space of all bounded linear operators from $A$ into $B$. Let also $\{A\}$ be the set of the elements of $A$. We understand $A \subset B \Leftrightarrow I \in \mathcal{L}(A, B), A=B \Leftrightarrow A \subset B, B \subset A$.

For $\alpha \in \mathbb{N}_{0}^{n}$ and measurable $g$, let $M(g): f \longrightarrow g f$ be an operator of the pointwise multiplication, and $\mathrm{D}^{\alpha}$ be a Sobolev generalized differentiation.

For $A \subset \mathbb{N}_{0}^{n},|A|<\infty$, let $\mathcal{P}_{A}$ be the space of all polynomials $\left\{\pi: \pi=\sum_{\alpha \in A} c_{\alpha} x^{\alpha}\right\}$.
For $p \in(0, \infty), q \in(0, \infty]$ and Lebesgue measurable $E \subset \mathbb{R}^{n}$, let $L_{p, q}(E)$ be the Lorentz space of functions on space $E$ with the Lebesgue measure, $L_{p}(E):=L_{p, p}(E)$. For a measurable function $f$ on $E \subset \mathbb{R}^{n}$, denote $\sigma(f, t):=\mid\{x \in E:|f(x)|>t\}$, $f^{*}(t):=\inf \{\lambda>0: \sigma(f, \lambda) \leq t\}$.

We need to introduce the notions of Lebesgue and Chebyshev regularity of functions and operators.

Definition 2.1. For a finite $A \subset \mathbb{N}_{0}^{n}$, we say that a measurable function $f$ is Lebesgue--regular on $\mathbb{R}^{n}$ with respect to $\mathcal{P}_{A}$ if $f-\pi \in \bigcup_{p \in(0, \infty)}\left\{L_{p}\left(\mathbb{R}^{n}\right)\right\}$, and that it is Chebyshev-regular on $\mathbb{R}^{n}$ with respect to $\mathcal{P}_{A}$ if $\lim _{t \rightarrow \infty}(f-\pi)^{*}(t)=0$ for some $\pi \in \mathcal{P}_{A}$.

We say that an operator $T \in \mathcal{L}\left(\mathcal{D}\left(\mathbb{R}^{n}\right), \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)\right)$ is Lebesgue-, or Chebyshev-regular on $\mathbb{R}^{n}$ with respect to $\mathcal{P}_{A}$ if $T \psi$ is, correspondingly, Lebesgue-, or Chebyshev-regular with respect to $\mathcal{P}_{A}$ for any $\psi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$. Space $\mathcal{P}_{A}$ will not be mentioned if $A=\emptyset$.

Remark 1. Note that Lebesgue regularity of a function, or an operator, implies its Chebyshev regularity.

Definition 2.2. For $p, q \in(0, \infty]$ and $\Omega \subset \mathbb{R}_{+} \times \mathbb{R}^{n}$, by means of $\underline{L_{(p, q *)}(\Omega)}$ and, correspondingly, $\underline{L}_{(q *, p)}(\Omega)$, we designate the following (quasi-) normed spaces of measurable functions on $\Omega$ with the finite (quasi-) norms

$$
\begin{gathered}
\left\|f \mid L_{(p, q *)}(\Omega)\right\|:=\left(\int_{0}^{\infty}\left\|f(t, \cdot) \chi_{\Omega}(t, \cdot) \mid L_{p}\left(\mathbb{R}^{n}\right)\right\|^{q} d t / t\right)^{1 / q} \text { and } \\
\left\|f\left|L_{(q *, p)}(\Omega)\|:=\|\left(\int_{0}^{\infty}\left|f(t, \cdot) \chi_{\Omega}(t, \cdot)\right|^{q} d t / t\right)^{1 / q}\right| L_{p}\left(\mathbb{R}^{n}\right)\right\| \\
L_{(p, q *)}:=L_{(p, q *)}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right), L_{(q *, p)}:=L_{(q *, p)}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right) .
\end{gathered}
$$

Definition 2.3. For $r>0, a \in(0, \infty]^{n}, w \in \mathbb{R}^{n}$, an open set $G \subset \mathbb{R}^{n}, s \geq 0$, $D=\hat{D} \subset \mathbb{N}_{0}^{n},|D|<\infty$ and $f \in L_{a, l o c}(G)$, let us define the following $\underline{\mathcal{D} \text {-functional: }}$

$$
\begin{aligned}
\mathcal{D}_{a, G}(r, w, f, D):= & \left\{\begin{array}{l}
\inf _{\pi \in \mathcal{P}_{D}}\left|Q_{r}(w)\right|^{-1 / a}\left\|f-\pi \mid L_{a}\left(Q_{r}(w)\right)\right\|, \quad \text { if } Q_{r}(w) \subset G, \\
0, \text { otherwise; }
\end{array}\right. \\
& \mathcal{D}_{a}(r, w, f, D):=\mathcal{D}_{a, \mathbb{R}^{n}}(r, w, f, D) .
\end{aligned}
$$

Let us also define the following maximal functions:

$$
\underline{M_{a}^{s} f(x)}:=\sup _{x \in Q_{t \kappa}(z)} t^{s} \mathcal{D}_{a}(t, z, f, \emptyset), \quad M_{a} f:=M_{a}^{0} f
$$

For $Q=Q_{r}(w), a \geq 1$, we shall designate by $p_{r, w}=p_{r, w, D}=p_{Q, D}$ a bounded projector from $L_{a}(Q)$ onto $\mathcal{P}_{D}(A)$ defined as in Section 2 of Chapter I.

Remark 2. It is shown in [22] that, in our settings,

$$
\left|Q_{r}(w)\right|^{-1 / a}\left\|f-p_{Q, D} f \mid L_{a}\left(Q_{r}(w)\right)\right\| \asymp \mathcal{D}_{a}(r, w, f, D) \text { for } a \in[1, \infty]
$$

Definition 2.4. For $r>0, a \in(0, \infty]^{n}, w \in \mathbb{R}^{n}, s \geq 0, D=\hat{D} \subset \mathbb{N}_{0}^{n},|D|<\infty$ and $f \in L_{a, l o c}\left(\mathbb{R}^{n}\right)$, let us define the following $\mathcal{D}^{c}$-functional:

$$
\mathcal{D}_{a}^{c}(r, w, f, D):=\left|Q_{r}(w)\right|^{-1 / a}\left\|f(\cdot)-T_{D}(\cdot, w, f) \mid L_{a}\left(Q_{r}(w)\right)\right\|, \text { where }
$$

$T_{D}(y, w, f):=\sum_{\alpha \in D}(\alpha!)^{-1} \mathrm{D}^{\alpha} f(w)(y-w)^{\alpha}$ is the Taylor polynomial of order $D$ at $w$.
Definition 2.5. For $p, q \in(0, \infty], \gamma \geq 0$ and measurable function $f$ on $\mathbb{R}_{+} \times \mathbb{R}^{n}$, let $\underline{M B_{p, q}^{\gamma} f}$ and $M L_{p, q}^{\gamma} f$ be, respectively, the functionals:

$$
\begin{gathered}
M B_{p, q}^{\gamma} f(x):=\sup _{x \in Q_{r}(w)}\left|Q_{r}(w)\right|^{-(1 / p+\gamma)}\left\|f \mid L_{(p, q *)}\left((0, r) \times Q_{r}(w)\right)\right\| \text { and } \\
M L_{p, q}^{\gamma} f(x):=\sup _{x \in Q_{r}(w)}\left|Q_{r}(w)\right|^{-(1 / p+\gamma)}\left\|f \mid L_{(q *, p)}\left((0, r) \times Q_{r}(w)\right)\right\| .
\end{gathered}
$$

Let us introduce local spaces of Nikol'skii-Besov and Lizorkin-Triebel types.
Definition 2.6. For $u, a, p, q \in(0, \infty], \gamma, s \geq 0$, a finite $D \subset \mathbb{N}_{0}^{n}$, by means of $\underline{b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right), ~} l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$, correspondingly, we shall designate the spaces of all functions $f \in L_{a, l o c}\left(\mathbb{R}^{n}\right)$ with the following finite quasi-semi-norms

$$
\begin{gathered}
\left\|M B_{u, q}^{\gamma} g_{s, a}\left|L_{p}\left(\mathbb{R}^{n}\right)\|,\| M L_{u, q}^{\gamma} g_{s, a}\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|, \text { where } \\
g_{s, a}(t, x):=t^{-s} \mathcal{D}_{a}(t, x, f, D)
\end{gathered}
$$

Sometimes we also shall use the functionals
$\left\|f\left|b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\left\|_{T}=\right\| M B_{u, q}^{\gamma} g_{s, a}^{c}\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|,\left\|f| | l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\right\|_{T}=\left\|M L_{u, q}^{\gamma} g_{s, a}^{c} \mid L_{p}\left(\mathbb{R}^{n}\right)\right\|$, where

$$
g_{s, a}^{c}(t, x):=t^{-s} \mathcal{D}_{a}^{c}(t, x, f, D)
$$

Definition 2.7. For an open set $G \subset \mathbb{R}^{n}, s \geq 0, D \subset \mathbb{N}_{0}^{n},|D|<\infty, p, q, a \in(0, \infty]$, let us designate by means of $\widetilde{b}_{p, q, a}^{s, D}(G), \widetilde{l}_{p, q, a}^{s, D}(G)$, correspondingly, the following quasi-seminormed spaces defined by their quasi-semi-norms

$$
\begin{gathered}
\left\|f\left|\widetilde{l_{p, q, a}^{s, D}}(G)\|:=\| h_{s, a}\right| L_{(p, q *)}\left(\mathbb{R}_{+} \times G\right)\right\|, \\
\left\|f \widetilde{l_{p, q, a}^{s, D}(G) \|}:=\right\| h_{s, a} \mid L_{(q *, p)}\left(\mathbb{R}_{+} \times G\right) \| \text { for } p<\infty \text { and } \\
\frac{\left\|f \mid \widetilde{l}_{\infty, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\right\|}{}:=\left\|f \mid l l_{\infty, u, u, a, a}^{s, 0,}\left(\mathbb{R}^{n}\right)\right\| \text { for some } u<p, \text { where } \\
h_{s, a}(t, x):=t^{-s} \mathcal{D}_{a, G}(t, x, f, D) .
\end{gathered}
$$

By means of $\left\|\cdot \mid \widetilde{b}_{p, q, a}^{s, D}(G)\right\|_{T}$ and $\left\|\cdot \mid \widetilde{l}_{p, q, a}^{s, D}(G)\right\|_{T}$ respectively, we shall designate the functionals that coincide with the above expressions for the norms $\left\|\cdot \mid \widetilde{b}_{p, q, a}^{s, D}(G)\right\|$ and
$\left\|\cdot \mid \widetilde{l_{p}^{s, q}, \boldsymbol{D}}(G)\right\|$ except for the usage of $\mathcal{D}^{c}$-functional in place of $\mathcal{D}$-functional (as in the previous definition).

By means of $\widetilde{b_{p, q}^{s, D}(G) \text {, we shall designate any of the spaces }}$
$\widetilde{b}_{p, q, a}^{s, D}(G)$, whose parameters $a, p, q, s$ satisfy the condition: $s-\frac{n}{p}+\frac{n}{a}>0$.
By means of $\widetilde{l_{p, q}^{s, D}}(G)$, we shall designate any of the spaces
$\widetilde{l}_{p, q, a}^{s, D}(G)$, whose parameters $a, p, q, s$ satisfy the condition: $s-\frac{n}{\min (p, q)}+\frac{n}{a}>0$.
Let also $\underline{\widetilde{b}_{p, q}^{s}(G)}:=\widetilde{b}_{p, q}^{s, D_{s}^{*}}(G)$ and $\underline{\widetilde{l}_{p, q}^{s}}(G):=\widetilde{l}_{p, q}^{s, D_{s}^{*}}(G)$.
Assume that $\mathcal{D}\left(\mathbb{R}^{n}\right),\left\{\mathcal{D}\left(\mathbb{R}^{n}\right)\right\}=C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is the space of basic (fundamental) functions and $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ is its dual one of generalized functions. For $f \in \mathbb{D}^{\prime}\left(\mathbb{R}^{n}\right), \psi \in C_{0}^{\infty}$, let

$$
\psi_{t}(f)(x):=t^{-n}\left(f, \psi_{t}(x-\cdot)\right), \text { while } \psi_{t}(x):=\psi\left(\frac{x}{t^{\gamma_{a}}}\right) .
$$

Definition 2.8. For $s \geq 0, D_{s}^{*} \subset D \subset \mathbb{N}_{0}^{n}, p, q \in(0, \infty]$, some $\varepsilon>0$ and a function $\psi \in C^{\infty}, \psi(x) \leq C\left(1+|x|_{\gamma_{a}}\right)^{-(n+s+\varepsilon)}, \psi \perp \mathcal{P}_{D}$ and $\psi \not \perp \mathcal{P}_{B}$ for any $B \supset A$, let us designate by means of $b_{p, q}^{s, D}\left(\mathbb{R}^{n}\right), l_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)$, correspondingly, the following quasi-semi-normed spaces of generalized functions defined by their quasi-semi-norms

$$
\begin{gathered}
\left\|f\left|b_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)\|:=\| \sigma_{s, \psi}\right| L_{(p, q *)}\left(\mathbb{R}_{+} \times G\right)\right\|, \\
\left\|f\left|l_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)\|:=\| \sigma_{s, \psi}\right| L_{(q *, p)}\left(\mathbb{R}_{+} \times G\right)\right\| \text { for } p<\infty, \\
\left\|f\left|l_{\infty, q}^{s, D}\left(\mathbb{R}^{n}\right)\|:=\| M L_{u, q}^{0} \sigma_{s, \psi}\right| L_{\infty}\left(\mathbb{R}^{n}\right)\right\| \text { for some } u<p, \text { where } \\
\sigma_{s, \psi}(t, x):=t^{-s} \psi_{t}(f)(x) .
\end{gathered}
$$

Let also $\underline{b_{p, q}^{s}\left(\mathbb{R}^{n}\right)}:=b_{p, q}^{s, \mathbb{N}_{0}^{n}}\left(\mathbb{R}^{n}\right)$ and $\underline{l_{p, q}^{s}\left(\mathbb{R}^{n}\right)}:=l_{p, q}^{s, \mathbb{N}_{0}^{n}}\left(\mathbb{R}^{n}\right)$.
Remark 3. In Definition 2.8, the corresponding spaces defined with the aid of different functions $\psi$ coincide with the equivalence of their norms (see [62]).

For any $x(G)=x_{p, q}^{\ldots}(G)$ of the (quasi)(semi)-normed spaces defined above, we designate by means of the capital symbol $X_{p, q}^{\cdots}(G)$ its submanifold $x(G) \cap L_{p}(G)$ endowed with the (quasi)-norm

$$
\left\|f\left|X_{p, q}^{\cdots}(G)\|:=\| f\right| L_{p}(G)\right\|+\|f \mid x(G)\| .
$$

Definition 2.9. For $p \in(0, \infty], s \in \mathbb{N}$, we designate the corresponding seminormed (homogeneous) and classical Sobolev spaces with the aid of the (semi)norms

$$
\left\|f \underline{\mid \underline{w}_{p}^{s}\left(\mathbb{R}^{n}\right)}\right\|=\sum_{|\alpha|=s}\left\|D^{\alpha} f \mid L_{p}\left(\mathbb{R}^{n}\right)\right\|,
$$

$$
\left\|f\left|\underline{W_{p}^{s}\left(\mathbb{R}^{n}\right)}\|=\| f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|+\left\|f \mid w_{p}^{s}\left(\mathbb{R}^{n}\right)\right\| .
$$

Later we shall sometimes assume that all functions are defined on $\mathbb{R}^{n}$ and omit this space.

## 3. Supersingular operators

In this section we define singular and supersingular operators of strong and weak types, as well as local and integral operators, and describe the class of all local singular and supersingular integral operators of weak order $s \geq 0$.

Definition 3.1. For $s \in \mathbb{R}$, we say that an operator $T \in \mathcal{L}\left(\mathcal{D}, \mathcal{D}^{\prime}\right)$ is singular of the $\underline{\text { weak type } s}$ if $\left|\left(T \varphi_{t}(\cdot-x), \varphi_{t}(\cdot-x)\right)\right| \leq C(\varphi) t^{n-s}$ for any $t \in(0,1), x \in \mathbb{R}^{n}$ and $\varphi \in$ $C_{0}^{\infty}\left(Q_{0}\right)$. If $s>0$, we say that the operator $T$ is a supersingular operator of weak type.

In the next definition, we assume that $z_{p_{i}}^{s_{i}}, i=0,1$ are two Sobolev, Besov-Nikol'skii, or Lizorkin-Triebel spaces of the same type.

Definition 3.2. For $s_{0}, s_{1} \geq 0, p_{0}, p_{1} \in(0, \infty]$, we say that an operator $T \in \mathcal{L}\left(\mathcal{D}, \mathcal{D}^{\prime}\right)$ is singular of the strong type $\left(z_{p_{0}}^{s_{0}},\left(z_{p_{1}}^{s_{1}}\right)^{*}\right)$ if, for any $\psi \in \mathcal{D}\left(\mathbb{R}^{n}\right),\left|\left(T \psi_{t}, \psi_{t}\right)\right| \leq C(T, \psi)\left\|\psi_{t} \mid z_{p_{0}}^{s_{0}}\right\|$. $\left\|\psi_{t} \mid z_{p_{1}}^{s_{1}}\right\|$. If $s_{0}-n / p_{0}+s_{1}-n / p_{1}+n>0$, we say that the operator $T$ is a supersingular operator of strong type.

Corollary 3.3. An operator of the strong type $\left(z_{p_{0}}^{s_{0}},\left(z_{p_{1}}^{s_{1}}\right)^{*}\right)$ is of weak type $s=s_{0}-$ $n / p_{0}+s_{1}-n / p_{1}+n>0$.

Definition 3.4. An operator $T \in \mathcal{L}\left(\mathcal{D}, \mathcal{D}^{\prime}\right)$ is understood to be local if $(T \varphi, \psi)=0$ for any $\varphi, \psi \in \mathcal{D}$ with $\operatorname{supp} \varphi \cap \operatorname{supp} \psi=\emptyset$.

Definition 3.5. We say that an operator $T \in \mathcal{L}\left(\mathcal{D}, \mathcal{D}^{\prime}\right)$ is integral if there is a kernel $K(x, y)$ on $\mathbb{R}^{n} \times \mathbb{R}^{n} \backslash\left\{(x, x): x \in \mathbb{R}^{n}\right\}$ satisfying

$$
(T \varphi, \psi)=\int_{\mathbb{R}^{2 n}} K(x, y) \varphi(x) \psi(y) d x d y
$$

for any $\varphi, \psi \in \mathcal{D}$ with $\operatorname{supp} \varphi \cap \operatorname{supp} \psi=\emptyset$. An integral operator $T$ is local if its kernel $K(x, y)=0$ for a.e. $x \neq y$.

We shall consider singular integral operators from a particular subclass of $\mathcal{A D}$-classes from $[1,5]$ and introduce reverse $\mathcal{A D}$-class (or $\mathcal{R} \mathcal{A D}$-class). For $i \in \mathbb{N}_{0}, Q_{r}(w) \subset \mathbb{R}^{n}$ and some $b>1, \delta>0$, let $\Delta_{i}(r, w):=Q_{r b^{i+1} \delta}(w) \Delta Q_{r b^{i} \delta}(w)$.

Definition 3.6. For $u, q \in[1, \infty], \lambda_{0}, \lambda_{1} \in \mathbb{R}$, finite $D \subset \mathbb{N}_{0}^{n}$ and a singular integral operator $T$ associated with the kernel $K(x, y)$, we say that $T$ is in $\underline{\mathcal{A} \mathcal{D}_{y}\left(u, L_{q}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right) \text {, }}$ if the following relations take place: there are $\delta>0$ and $b>1$ satisfying

$$
\begin{gathered}
\sup _{Q_{r}(z) \subset \mathbb{R}^{n}} \sup _{i \in \mathbb{N}_{0}} w_{i}(r, z)=C_{\mathcal{A D}}<\infty, \text { where } \\
w_{i}(r, z)=\left(\int_{\Delta_{i}(r, z)}\left(r^{-\lambda_{0}} \mathcal{D}_{u}(r, z, K(\cdot, y), D)|y-z|^{\lambda_{1}+n / q^{\prime}}\right)^{q} d y\right)^{1 / q}, \text { and }
\end{gathered}
$$

that $T$ is in $\underline{\mathcal{R} \mathcal{A} \mathcal{D}\left(L_{q}, u, l_{\infty}, \lambda_{0}, \lambda_{1}, \emptyset\right)}$, if the following relations take place: there are $\delta>0$ and $b>1$ satisfying

$$
\begin{gathered}
\sup _{Q_{r}(z) \subset \mathbb{R}^{n}} \sup _{-i \in \mathbb{N}_{0}} w_{i}(r, z)=C_{\mathcal{R A D}}<\infty \text {, where } \\
w_{i}(r, z)=r^{-\left(\lambda_{0}+n / u\right)}\left(\int_{Q_{r}(z)}\left\|K(x, \cdot)|x-\cdot|^{\lambda_{1}+n / q^{\prime}} \mid L_{q}\left(\Delta_{i}(r, z)\right)\right\|^{u} d x\right)^{1 / u}
\end{gathered}
$$

with natural modifications for $p$, or $u$ being equal to $\infty$.
Remark 4. For $u_{0} \leq u_{1}, q_{0} \leq q_{1}, \mu_{0} \leq \lambda_{0}, \mu_{0}-\mu_{1}=\lambda_{0}-\lambda_{1}, D_{0} \supset D_{1}$, let us note the inclusions

$$
\begin{gathered}
\mathcal{A} \mathcal{D}_{y}\left(u_{0}, L_{q_{0}}, l_{\infty}, \mu_{0}, \mu_{1}, D_{0}\right) \supset \mathcal{A} \mathcal{D}_{y}\left(u_{1}, L_{q_{1}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D_{1}\right) ; \\
\mathcal{R A \mathcal { A }}_{y}\left(u_{0}, L_{q_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D_{0}\right) \supset \mathcal{R} \mathcal{A} \mathcal{D}_{y}\left(u_{1}, L_{q_{1}}, l_{\infty}, \mu_{0}, \mu_{1}, D_{1}\right)
\end{gathered}
$$

Classes of supersingular integral operators considered in this section are defined, roughly speaking, to be similar in the sense of having some same properties to the differentiation ones.

Example 3.7. Arbitrary Calderón-Zygmund operator is a singular integral operator of weak type 0 and strong types $\left(L_{p}, L_{p}\right),\left(L_{\infty}, B M O\right),\left(H_{1}, L_{1}\right),\left(L_{1}, L_{1, \infty}\right)$.

Example 3.8. For $\gamma_{a}=(1, \ldots, 1), s=\alpha+\beta>0, p, q \in(1, \infty)$, a linear differential operator (LDO) with constant coefficients of order $s$,

$$
T f(x)=\sum_{|\alpha| \leq s}^{\alpha \in \mathbb{N}_{0}^{n}} a_{\alpha} D^{\alpha} f(x)
$$

is supersingular local integral operator of strong type $\left(l_{p, q}^{\alpha},\left(l_{p^{\prime}, q^{\prime}}^{\beta}\right)^{*}\right)$ and, therefore, of weak type $s$.

Example 3.9. For $\gamma_{a}=(1, \ldots, 1), s=\alpha+\beta>0$, the fractional differentiation operator $|D|^{\beta}$ possesses the kernel $K(x, y)=c_{n, \beta}|x-y|^{-(n+\beta)}$ and is supersingular non-local integral operator of strong type $\left(l_{p, q}^{\alpha},\left(l_{p^{\prime}, q^{\prime}}^{\beta}\right)^{*}\right)$ and, therefore, of weak type $s$.

Coifman and Meyer's book [63] contains the following unnumbered proposition.
Assertion 3.10. [63] Arbitrary Calderón-Zygmund operator with zero kernel is an operator $M(g)$ with $g \in L_{\infty}\left(\mathbb{R}^{n}\right)$.

The first result is its counterpart in our settings.
Theorem 3.11. Assume $s \geq 0$ and $T$ is local supersingular integral operator of weak type s. Then

$$
T=\sum_{\left(\alpha+\beta, \gamma_{\alpha}\right) \leq s}^{\alpha, \beta \in \mathbb{N}_{0}^{n}} \mathrm{D}^{\alpha} M\left(a_{\alpha, \beta}\right) \mathrm{D}^{\beta},
$$

where $a_{\alpha, \beta} \in L_{\infty, \text { loc }}$ for each pair $(\alpha, \beta)$.
The proof of Theorem 3.11. Let us note that, thanks to the Schwartz kernel theorem, operator $T$ admits bounded continuous extension $f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}\right),(f, \phi \otimes \psi)=(T \phi, \psi)$ satisfying $(f, \psi)=0$ for any $\psi \in \mathcal{D}\left(\mathbb{R}^{2 n}\right)$ with supp $\psi \cap\left\{(x, x): x \in \mathbb{R}^{n}\right\}$. Choosing system $\left\{\psi_{i}\right\}_{i \in \mathbb{N}} \subset \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n}\right)$ with the properties $\sum_{i \in \mathbb{N}} \psi_{i}(x, x)=1$ for any $x \in \mathbb{R}^{n}$ and $\sum_{i \in \mathbb{N}} \chi_{\operatorname{supp} p} \psi_{i} \in L_{\infty}\left(\mathbb{R}^{2 n}\right)$, we decompose $f \stackrel{\mathcal{D}^{\prime}}{=} \sum_{i \in \mathbb{N}} f_{i}, f_{i}=f \circ M\left(\psi_{i}\right)$ into the sum of finitely supported generalized functions on $\mathbb{R}^{2 n}=\mathbb{R}^{n} \times \mathbb{R}^{n}$.

This construction shows that, without loss of generality, we can assume that the support of $f \subset \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n}\right)$ is finite. Changing variables $z:=2^{-1 / 2}(x-y)$, $w:=2^{-1 / 2}(x+y)$ in the function $f$, one obtains $g \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2 n}\right)$. Then, applying Theorem 11.1 to the function $g$, we gain a representation

$$
\begin{equation*}
(g, \phi)=\sum_{|\alpha| \leq m} \int_{\mathbb{R}^{2 n}} h_{\alpha}(z, w) \mathrm{D}^{\alpha} \phi(z, w) d z d w, \text { where } m \in \mathbb{N}_{0},\left\{h_{\alpha}\right\}_{|\alpha| \leq m} \subset L_{\infty} \tag{1}
\end{equation*}
$$

Let us observe that in the new variables $z, w$, we have $(g, \phi)=0$ for any $\phi \in \mathcal{D}\left(\mathbb{R}^{2 n}\right)$ with $\{(z, w) \in \operatorname{supp} \phi: z=0\}=\emptyset$. Analogously to considerations from [29], formula (1) shows that $g$ can be continuously extended to the closure of $\mathcal{D}\left(\mathbb{R}^{2 n}\right)$ in the space of functions having continuous derivatives $D_{z}^{\beta}$ for any $|\beta| \leq m$ by $z$. Thus, taking a function $\phi(z) \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ equal to 1 in the vicinity of the origin, we obtain the identity

$$
\begin{equation*}
(g, \psi)=\sum_{|\beta| \leq m}\left(g_{\beta}, D_{z}^{\beta} \psi(0, \cdot)\right), \text { where } g_{\beta} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right), g_{\beta}=(\beta!)^{-1} g \circ M\left(z^{\beta} \phi\right) \tag{2}
\end{equation*}
$$

Another application of Theorem 11.1 to each $g_{\beta}$ provides, for some $m^{\prime} \in \mathbb{N}_{0}$, the following identities

$$
\begin{equation*}
g_{\beta}=\sum_{|\alpha| \leq m^{\prime}} h_{\alpha, \beta}(w) \mathrm{D}_{w}^{\alpha} \text { for }|\beta| \leq m . \tag{3}
\end{equation*}
$$

Combining relations (2) and (3), one obtains, for any $\varphi \in \mathcal{D}\left(\mathbb{R}^{2 n}\right)$,

$$
\begin{equation*}
(g, \varphi)=\int_{\mathbb{R}^{n}} \sum_{|\gamma| \leq m+m^{\prime}} h_{\gamma}(w) \mathrm{D}^{\gamma} \varphi(0, w) d w, \text { where } \gamma=(\beta, \alpha) \tag{4}
\end{equation*}
$$

Thus, returning to $(x, y)$ and using coordinate $x$ as the parameter on the diagonal $\{(x, x)$ : $\left.x \in \mathbb{R}^{n}\right\}$, we have, for $\phi(x), \psi(y) \in \mathcal{D}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
(\phi, T \psi)=(f, \phi \psi)=\int_{\mathbb{R}^{n}} \sum_{|\alpha+\beta| \leq m_{f}} f_{\alpha, \beta}(x) \mathrm{D}^{\alpha} \phi(x) \mathrm{D}^{\beta} \psi(x) d x, \text { where } m_{f}=m+m^{\prime} \tag{5}
\end{equation*}
$$

This means that $T=(-1)^{|\alpha|} \mathrm{D}^{\alpha} M\left(f_{\alpha, \beta}\right) \mathrm{D}^{\beta}$. Now the condition of the weak singularity of the type $s$ finishes the proof providing the restriction

$$
f_{\alpha, \beta}=0 \text { for }\left(\alpha+\beta, \gamma_{a}\right) \leq s . \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D} .
$$

REMARK 5. Requiring the operator $T$ to be of some strong type under the conditions of the previous theorem, we would have obtained different restrictions on $\alpha, \beta$ as can be seen from the examples below.

EXAMPLE 3.12. Arbitrary local supersingular integral operator of strong type $\left(w_{p}^{1},\left(w_{p^{\prime}}^{1}\right)^{*}\right)$ possesses the form

$$
T=\operatorname{div}(\operatorname{Agrad} f)
$$

where A is a matrix with $L_{\infty, l o c \text {-coefficients. }}$

Theorem 3.11 means, in particular, that a supersingular integral operator which is bounded, for instance, from the Sobolev space $W_{p}^{\alpha}$ into the Lebesgue space $L_{p}$ is defined by its kernel $K(x, y)$ (for $x \neq y$ ) modulo a linear differential operator (LDO) based on Sobolev generalized derivatives with variable locally essentially bounded coefficients.

Let us obtain another characteristic property of these operators. To approximate properly a supersingular integral operator, we need to find a way to neutralize its local part.

## 4. Approximation formula as a counterpart of the Leibniz rule

Here we derive the author's approximation formula, discuss its correctness and obtain immediate applications. In particular, we establish a characterization of the class of the linear differential operators with locally bounded coefficients.

We begin with the following observations. Let $g$ be a differentiable function, $\mathrm{D}: f \rightarrow f^{\prime}$ denote differentiation. Then both the composition $\mathrm{D} M(g): f \rightarrow(g f)^{\prime}$ and its easier-tocalculate counterpart $M(g) \mathrm{D}: f \rightarrow g f^{\prime}$ are well defined if $f$ is differentiable. But the classical Leibniz rule

$$
\mathrm{D} M(g) f-M(g) \mathrm{D} f=(g f)^{\prime}-g f^{\prime}=g^{\prime} f
$$

shows that their difference can be extended to non-differentiable functions $f$ too. The original Leibniz rule demonstrates that the remainder mapping

$$
\mathrm{D}^{n} M(g)-\sum_{i=0}^{n-1}\binom{n}{i} M\left(g^{(i)}\right) \mathrm{D}^{n-i}: f \rightarrow(g f)^{(n)}-\sum_{i=1}^{n-1}\binom{n}{i} g^{(i)} f^{(n-i)}=g^{(n)} f
$$

possesses the same property.
What should one do if we replace the $n$th derivative by a more general operator?
In 1967, A.P. Calderón established the following version of the Leibniz rule for convolution pseudo-differential operators providing us with, even, some sufficient conditions answering Hofmann's question. A convolution operator $T$ is defined by symbol $\sigma(\xi)$ if

$$
\hat{T f}(\xi):=\sigma(\xi) \hat{f}(\xi)
$$

Theorem 4.1. (A.P. Calderón, 1967) For $m \in \mathbb{N}, s \in[0, m], \gamma \in \mathbb{N}_{0}^{n},|\gamma|=m-s$, let the convolution operator $T$ be defined by a symbol $\sigma$ satisfying $\left|\mathrm{D}^{\alpha} \sigma(\xi)\right| \leq C_{\alpha}|\xi|^{s-|\alpha|}$ for $|\alpha| \leq m$. Define also

$$
R_{m}:=T M(g)-\sum_{|\alpha| \leq m} M\left(\mathrm{D}^{\alpha} g\right) T_{\alpha},
$$

where $g \in W_{\infty}^{m}$ and $T_{\alpha}$ is defined by the symbol $(-i)^{|\alpha|}(\alpha!)^{-1} \mathrm{D}^{\alpha} \sigma$. Then we have

$$
\left\|R_{m} \mathrm{D}^{\gamma} f\left|L_{2}\left\|\leq C \sum_{|\alpha| \leq m}\right\| \mathrm{D}^{\alpha} b\right| L_{\infty}\right\|\left\|f \mid L_{2}\right\|
$$

The original Leibniz formula shares with Calderón's extension the following inconveniences. On the one hand, to approximate the composition $\operatorname{TM}(g)$, we need to know some properties of not only $T$, but also of the other $n-1$ operators, and this could be
essential in numerical applications. On the other hand, both formulas are compatible with translation-invariant (convolution) operators $T$ only.

Let us derive a different counterpart of the Leibniz rule compatible with non-convolution operators as follows. Assume that the domain of an operator $T$ is invariant under multiplication by the coordinate functions $x_{i}$ and some function $g, \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with each $\alpha_{i}$ a natural or zero number, $M(g): f \rightarrow g f, C_{i}^{1}(T):=\left[M\left(x_{i}\right), T\right]:=T M\left(x_{i}\right)-M\left(x_{i}\right) T$, $C^{\alpha}(T):=C_{1}^{\alpha_{1}}\left(\ldots\left(C_{n}^{\alpha_{n}}(T)\right) \ldots\right)$. For a finite $A \subset \mathbb{N}_{0}^{n}$, let us define the residual and the adjoint residual of $T$ :

$$
\begin{align*}
& R_{A}(g, T):=T M(g)-\sum_{\alpha \in A}(\alpha!)^{-1} M\left(\mathrm{D}^{\alpha} g\right) C^{\alpha}(T), R_{m}(g, T):=R_{D_{m}^{*}}(g, T), \\
& \alpha!:=\prod_{i=1}^{n} \alpha_{i}!,|\alpha|:=\sum_{i=1}^{n} \alpha_{i},  \tag{4}\\
& R_{A}^{*}(g, T):=M(g) T-\sum_{\alpha \in A}(-1)^{|\alpha|}(\alpha!)^{-1} C^{\alpha}(T) M\left(\mathrm{D}^{\alpha} g\right), R_{m}^{*}(g, T):=R_{D_{m}^{*}}^{*}(g, T), \\
& \quad \text { i.e. }\left(R_{A}(g, T)\right)^{*}=R_{A}\left(\bar{g}, T^{*}\right) . \tag{5}
\end{align*}
$$

From here, we shall assume $\mathrm{D}^{\alpha} g \in L_{1, l o c}$ for any $\alpha \in A$.
For operators $A, B$, let us introduce the commutator mapping $C_{B}(A): A \rightarrow C_{B}(A)=$ $[B, A]=A B-B A$.

To see the correctness of the definition of $C^{\alpha}(T)$, we use the following lemma. Indeed, thanks to the well known relations $\left[M\left(x_{i}\right), \mathrm{D}^{e_{j}}\right]=\delta_{i, j} I$, $\left[M\left(x_{i}\right), M\left(x_{j}\right)\right]=0,\left[\mathrm{D}^{e_{i}}, \mathrm{D}^{e_{j}}\right]=0$ and $C_{\lambda I}(A)=0$, one can see that the order of $\left\{C_{i}^{\alpha_{i}}\right\}_{i=1}^{n}$ is not important in the definition of $C_{\alpha}(T)$.

The next lemma is an alternative form of writing of the Jacobi identity:

$$
[A,[B, C]]+[B,[C, A]]+[C,[A, B]]=0 .
$$

Lemma 4.2. Let $A, B$ be some operators. Then one has the identity

$$
\left[C_{C}, C_{B}\right](A):=C_{B}\left(C_{C}(A)\right)-C_{C}\left(C_{B}(A)\right)=C_{[B, C]}(A)
$$

The proof of Lemma 4.2. follows immediately from definitions. Q.E.D.
To deal with linear differential operators (LDO), we prove the following useful relation. Let us recall that $\alpha \leq \beta \Leftrightarrow \alpha_{i} \leq \beta_{i}, 1 \leq i \leq n$.

## Lemma 4.3.

$$
(\alpha!)^{-1} C^{\alpha}\left(D^{\beta}\right)= \begin{cases}\binom{\beta}{\alpha} D^{\beta-\alpha}, & \text { if } \alpha \leq \beta \\ 0, & \text { otherwise }\end{cases}
$$

where

$$
\binom{\beta}{\alpha}:=\prod_{i=1}^{n}\binom{\beta_{i}}{\alpha_{i}}
$$

The proof of Lemma 4.3. For $f \in \mathcal{C}^{1}(\mathbb{R})$, one has $(x f(x))^{(n)}-x f^{(n)}(x)=n f^{(n-1)}(x)$ and $C^{k}\left(\mathrm{D}^{n}\right)=\frac{n!}{k!} \mathrm{D}^{(n-k)}$ if $k \leq n$, or $C^{k}\left(\mathrm{D}^{n}\right)=0$ for $k>n$. Above mentioned correctness considerations and these identities applied by each of the coordinates prove the lemma. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

Let us recall that $\stackrel{\square}{D}_{\beta}:=\left\{\alpha \in \mathbb{N}_{0}^{n}: \alpha_{i} \leq \beta_{i}, 1 \leq i \leq n\right\}$.
Corollary 4.4. For $m \in \mathbb{N}$, let $\mathrm{D}_{B}$ be a linear differential operator with variable coefficients, $T=\sum_{\alpha \in B} M\left(a_{\alpha}\right) \mathrm{D}^{\alpha}$. Then
a) $R_{A}\left(g, \mathrm{D}_{B}\right)=\sum_{\beta \in B} M\left(a_{\beta}\right) \sum_{\alpha \in D_{\beta} \backslash A} M\left(\binom{\beta}{\alpha} \mathrm{D}^{\alpha} g\right) \mathrm{D}^{\beta-\alpha}$;
b) $R_{A}\left(g, \mathrm{D}_{B}\right)=0$ for $\hat{B} \subset A \subset \mathbb{N}_{0}^{n}$;
c) $R_{m-1}\left(g, \mathrm{D}_{D_{m}^{*}}\right):=M\left(\sum_{|\alpha|=m} a_{\alpha} \mathrm{D}^{\alpha} g\right)$.

The proof of Corollary 4.4. Part a) follows from Lemma 4.3 and the linearity of $R_{A}(g, \cdot)$. The other parts follow from $a)$. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

The next corollary is a sort of $T 1$-theorem for some LDO.
Corollary 4.5. For $m \in \mathbb{N}, p, q \in(0, \infty], r^{-1}=p^{-1}+q^{-1}$, let $S_{m}=\sum_{|\alpha|=m} M\left(a_{\alpha}\right) \mathrm{D}^{\alpha}$. Then

$$
\begin{equation*}
\text { a) } R_{m-1}\left(g, S_{m}\right) \in \mathcal{L}\left(L_{q}, L_{r}\right) \Leftrightarrow S_{m}(g) \in L_{p} \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
\text { b) } R_{m-2}\left(g, S_{m}\right) \in \mathcal{L}\left(W_{q}^{1}, L_{r}\right) \Leftrightarrow S_{m}(g) \in L_{p}, \quad \sum_{|\alpha+\gamma|=m} \prod_{i=1}^{n}\left(\alpha_{i}+\gamma_{i}\right) \mathrm{D}^{\alpha} g a_{\alpha} \in L_{p} \tag{7}
\end{equation*}
$$

The proof of Corollary 4.5. It follows from homogeneity considerations and the following identities

$$
\begin{gathered}
R_{m}\left(g, S_{m}\right)=0, R_{m-1}\left(g, S_{m}\right)=M\left(S_{m}(g)\right) \\
R_{m-2}\left(g, S_{m}\right)=M\left(S_{m}(g)\right)+\sum_{|\gamma|=1} M\left(\sum_{|\alpha+\gamma|=m} \prod_{i=1}^{n}\left(\alpha_{i}+\gamma_{i}\right) D^{\alpha} g a_{\alpha}\right) D^{\gamma} \cdot \mathcal{Q} \cdot \mathcal{E} . \mathcal{D} .
\end{gathered}
$$

The next lemma is a criterion for a SSIO to be linear differential operator with locally bounded coefficients.

Lemma 4.6. Assume $s>0, p \in[1, \infty]$ and $T$ is supersingular integral operator of the strong type $\left(w_{p}^{s}, L_{p}\right)$. Then $T=\sum_{\left(\alpha, \gamma_{a}\right)<s} M\left(a_{\alpha}\right) \mathrm{D}^{\alpha}$ with $\left\{a_{\alpha}\right\}_{\left(\alpha, \gamma_{\alpha}\right)<s} \subset L_{\infty, \text { loc }}$ if, and only if,

$$
R_{m}(\phi, T)=0 \text { for some } m \in \mathbb{N}_{0} \text { and any } \phi \in \mathcal{D}
$$

The proof of Lemma 4.6. The necessity is proved in Corollary 4.4. The sufficiency is followed from Theorem 3.11 and Remark 5 due to the locality of $T$ provided by the identity

$$
0=\left(R_{m}(\phi, T) \psi_{1}, \psi_{2}\right)=\left(T \phi, \psi_{2}\right)
$$

for any $\phi, \psi_{1}, \psi_{2} \in \mathcal{D}$ satisfying $\phi \psi_{1}=\phi, \operatorname{supp} \phi \cap \operatorname{supp} \psi_{2}=\emptyset$. Q.E.D.
This explains why sometimes, in comparison with $T$ itself, one of its residuals $R_{m}(g, T)$ is defined by the kernel $K(x, y), x \neq y$ of $T$, and, therefore, can appear not to be a supersingular, and can even be a smoothing integral operator.

## 5. Necessary conditions for a convolution SSIO with a homogeneous kernel

In this section, we provide necessary conditions for a convolution SSIO with a homogeneous kernel to have a good approximation using the notions of admissability and Lebesgue (Marcinkiewicz) regularity defined in Section 2.

For $\beta>0$ and a 0 -homogeneous measurable function $\Omega$ defined on $\mathbb{R}^{n}$, by means of $T_{\Omega}^{\beta}$, or, correspondingly, $T_{\Omega}^{\beta *}$, we designate an anisotropic supersingular integral operator of weak type $\beta$ with the kernel $\Omega_{\beta}(x-y)|x-y|_{q}^{-(n+\beta)}$, or $\Omega_{\beta}(x-y)|x-y|_{q *}^{-(n+\beta)}$.

Definition 5.1. We say that the function $\Omega$ is admissible (with parameter $b_{1}$ ) if there are a point $z \in \mathbb{R}^{n}$ with $\prod_{i=1}^{n} z_{i} \neq 0$ and an (open) vicinity $G$ of $z$ such that

$$
\sup _{\alpha \in \mathbb{N}_{0}^{n}}\left\|D ^ { \alpha } \Omega ^ { - 1 } \left|L_{\infty}(G) \| b_{1}^{-|\alpha|} /|\alpha|!<\infty\right.\right.
$$

for some parameter $b_{1}>0$.
REMARK 6. a) Sobolev embedding theorems permit to substitute the $L_{\infty}$-norm in Definition 5.1 for any $L_{\sigma}$-norm with $\sigma \in[1, \infty]$.
b) If functions $\left\{\Omega_{j}\right\}_{1 \leq j \leq m}$ are admissible with parameters $\left\{b_{j}\right\}_{1 \leq j \leq m}$, then their product
$\Omega:=\prod_{1 \leq j \leq m} \Omega_{j}$ is admissible too with parameter $b:=\sum_{1 \leq j \leq m} b_{j}$. This follows from the Leibniz rule.

Recall that $\overline{1}=(1, \ldots, 1)$ and $|\cdot|$ is either $|\cdot|_{q}$, or $|\cdot|_{q *}$.
ExAMPLE 5.2. a) Function $\Omega(x):=|x|^{n+\frac{n}{n+1}} x_{n}^{-1-n / 2} \exp \left(\frac{\sum_{i=1}^{n-1} x_{i}^{2}}{4 x_{n}}\right) \chi_{x_{n}>0}$ corresponding to the kernel $K(x)=x_{n}^{-(1+n / 2)} \exp \left(-\frac{x_{1}^{2}+\cdots+x_{n-1}^{2}}{4 x_{n}}\right) \chi_{x_{n}>0}$ considered in $[60,50,52]$ is admissible.
b) For $\alpha \in(0, \infty)^{n}$, function $\Omega(x):=C(\alpha) \frac{|x|^{\left(\alpha, \gamma_{\alpha}\right)+n}}{x_{+}^{\alpha+1}}$ corresponding to Lizorkin's Liouville differentiation $\mathrm{D}^{\alpha}$ defined by the symbol $\left.(i \xi)^{\alpha}:=\prod_{i=1}^{n}\left|\xi_{i}\right|^{i\left(\pi \alpha_{i} \mathrm{sign}\right.} \xi_{i}\right) / 2$ is admissible.

Theorem 5.3. For $p_{0}, p_{1}, \theta \in[1, \infty), q \in[1, \infty), \beta>0, A \subset \stackrel{\circ}{D}_{\beta}^{*}, \lambda / n=p_{0}^{-1}-p_{1}^{-1}$ and a measurable function $g$, let operator $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$ be with $\mathcal{P}_{A} \subset K e r T$ and an admissible 0 -homogeneous function $\Omega$. Then
a) inclusion $R_{A}(g, T) \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$ implies $\left\|g\left|\tilde{l}_{\infty, \theta}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\|\leq C\| R_{A}(g, T)\right| \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\right\| ;$
b) inclusion $R_{A}(g, T) \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)$ and Lebesgue-regularity of $R_{A}(g, T)$ imply $\left\|g\left|\tilde{b}_{\infty, \infty}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\|\leq C\| R_{A}(g, T)\right| \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)\right\|$.

Remark 7. a) The condition of Lebesgue-regularity of $R_{A}(g, T)$ in part $b$ ) of Theorem 5.3 can be substituted with the one of Chebyshev-regularity.
b) It is well known in the isotropic case that $\left\|\cdot \mid \tilde{\imath}_{p, 2}^{\lambda+\beta}\left(\mathbb{R}^{n}\right)\right\|$ is an equivalent semi-norm for the $B M O$-Sobolev space of all functions $f$ with finite $\left\||D|^{\lambda+\beta} f \mid B M O\left(\mathbb{R}^{n}\right)\right\|$.
c) Under the conditions of Theorem 5.3, we do not need to require admissability of $\Omega$ in the case $A=\{0\}$ (traditional commutator) because one can adopt the approach from $[48,50,52]$ to our settings. Thus, it will be sufficient, for example, to require only $\Omega^{-1} \in L_{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. While, according to [52], if an operator $T$ with $T 1=0$ is defined by a symbol $m(\xi) \in C^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ even in each variable, $T f=\widehat{m \tilde{f}}$, with $m\left(t^{\gamma_{a}} \xi\right)=t^{\kappa} m(\xi)$, $\kappa \in(0,1)$ and $m(\xi)>0$ for $\xi \neq 0$, then the 0 -homogeneous factor of its (convolution) kernel $K(x)=\Omega(x)|x|_{2 *}^{-(n+\kappa)}$ is in $C^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ and $\Omega(x) \neq 0$ for $x \neq 0$.

The proof of Theorem 5.3. Assuming $T:=T_{\Omega}^{\beta}$, we begin with part b). Under the conditions of the theorem, let us choose some constants $\xi, \xi_{1}, \kappa_{1}$ and, then, fix $g$ and a cube $Q_{r}\left(w_{x}\right) \subset \mathbb{R}^{n}$ and choose $\rho \in(0,1)$ and another cube $Q_{r \rho}\left(w_{y}\right)$ satisfying $\left|\left(w_{y}\right)_{i}-x_{i}\right| \geq$
$(r \rho \xi)^{\left(\gamma_{a}\right)_{i}}$ for any $x \in Q_{r}\left(w_{x}\right), 1 \leq i \leq n$,

$$
\left\|\mathrm{D}^{\alpha}\left(\Omega^{-1}\right)\left(w_{y}-\cdot\right) \mid L_{\infty}\left(Q_{r}\left(w_{x}\right)\right)\right\| \leq C b^{|\alpha|} \text { for some } b>0 \text { and any } \alpha \in \mathbb{N}_{0}^{n},
$$

$$
\begin{gather*}
\xi \geq\left((1+\varepsilon)\left(2 n \kappa_{1}+b\right)^{\left(\left(\gamma_{a}\right)_{\min }\right)^{-1}}, \varepsilon>0,\right. \\
\kappa_{1}=\max _{1 \leq i \leq n}\left(q,\left|q /\left(\gamma_{a}\right)_{i}-1\right|+1\right), Q_{r}\left(w_{y}\right) \subset Q_{r \xi_{1}}\left(w_{x}\right) . \tag{1}
\end{gather*}
$$

For a function $f$, let also $T_{A}(y, a, f):=\sum_{\alpha \in A} \frac{D^{\alpha} f(a)}{\alpha!}(y-a)^{\alpha}$ be its Taylor polynomial of the order $A$. Note that we can choose a family of integral projectors $\left\{p_{r, w}\right\}_{Q_{r}(w) \subset \mathbb{R}^{n}}$, $p_{r, w}=p_{r, w, A} \in \mathcal{L}\left(L_{1}\left(Q_{r}(w)\right), \mathcal{P}_{A}\right)$ satisfying

$$
\begin{equation*}
p_{r, w} f(y)=\sum_{\alpha \in A}\left(\frac{y-w}{r^{\gamma_{\alpha}}}\right)^{\alpha} r^{-n} \int \varphi_{\alpha}\left(\frac{-w}{r^{\gamma_{\alpha}}}\right) f \text { with }\left\{\phi_{\alpha}\right\}_{\alpha \in A} \subset C_{0}^{\infty}\left(Q_{1}(0)\right) . \tag{2}
\end{equation*}
$$

Using the identities $p_{r, w_{y}}\left(f-T_{A}(\cdot, a, f)\right)(x)=p_{r, w_{y}} f(x)-T_{A}(x, a, f), T_{A}(x, x, f)=f(x)$ and the formal expansion into Taylor series, we obtain

$$
\begin{gather*}
p_{r \rho, w_{y}} f(x)-f(x)= \\
=\sum_{\alpha \in \mathbb{N}_{0}^{n}}(r \rho)^{\left(\alpha, \gamma_{a}\right)-n} \frac{(-1)^{m_{\alpha}}}{\alpha!} \mathrm{D}^{\alpha}\left(\frac{|\cdot-x|_{q}}{\Omega(\cdot-x)}\right)\left(w_{y}\right) \sum_{\gamma \in A} R_{A}\left(g, T_{\Omega}^{\beta}\right)\left((\cdot)^{\alpha} \varphi_{\gamma}\right)\left(\frac{-w_{y}}{(r \rho)^{\gamma_{a}}}\right)(x) . \tag{3}
\end{gather*}
$$

With the aid of the induction procedure by $|\alpha|$, one can observe that

$$
\begin{gather*}
\mathrm{D}^{\alpha}|\cdot-x|_{q}\left(w_{y}\right)=\sum_{i=1}^{2^{|\alpha|}} c_{i, \alpha}\left|w_{y}-x\right|_{q}^{n+\beta-q\left|\gamma_{i}\right|}\left(w_{y}-x\right)^{\frac{q \beta}{\gamma_{a}}-\gamma_{i}} \text { with } \gamma_{i} \leq \alpha \text { and }  \tag{4}\\
\left|c_{i, \alpha}\right| /|\alpha|!\leq C q^{\left|\gamma_{i}\right|}\left(\max _{1 \leq j \leq n}\left(\left|q /\left(\gamma_{a}\right)_{j}-1\right|\right)+1\right)^{\left|\alpha-\gamma_{i}\right|} \leq C \kappa_{1}^{|\alpha|} \text { for any } 1 \leq i \leq 2^{|\alpha|} . \tag{5}
\end{gather*}
$$

These estimates, the simple inequality $m_{1}!m_{2}!\leq\left(m_{1}+m_{2}\right)!$, 0 -homogeneity of $\Omega^{-1}$ and the high order Leibniz rule deliver the formulas

$$
\begin{gather*}
\left|\mathrm{D}^{\alpha}\right| \cdot-\left.x\right|_{q}\left(w_{y}\right)|\leq C| \alpha \mid!\left(2 \kappa_{1}\right)^{|\alpha|}\left(r \xi_{1}\right)^{n+\beta}(r \xi \rho)^{\left.-|\alpha| \gamma_{a \min }\right)} \text { for } x \in Q_{r}\left(w_{x}\right), \\
\sup _{x \in Q_{r}\left(w_{x}\right)}\left|\mathrm{D}^{\alpha}\left(\frac{|\cdot-x|_{q}}{\Omega(\cdot-x)}\right)\left(w_{y}\right)\right| \leq C\left(r \xi_{1}\right)^{n+\beta}(r \xi \rho)^{\left.-|\alpha| \gamma_{a \min }\right)} \times \\
\times \sum_{\beta \leq \alpha}\binom{\alpha}{\beta}|\beta|!b^{|\beta|}|\alpha-\beta|!\left(2 \kappa_{1}\right)^{|\alpha-\beta|} \leq C|\alpha|!\left(r \xi_{1}\right)^{n+\beta}(r \xi \rho)^{\left.-|\alpha| \gamma_{a \min }\right)}\left(b+2 \kappa_{1}\right)^{|\alpha|} . \tag{6}
\end{gather*}
$$

Thanks to the $L_{p_{0}}-L_{p_{1}}$-boundedness of $R_{A}(g, T)$, Lemma 5.5, formulae $(1,3,4)$ and estimate (6), inclusion $g \in \tilde{b}_{\infty, \infty}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)$ follows from the estimates

$$
\begin{gathered}
r^{-(\lambda+\beta)} \mathcal{D}_{1}\left(r, w_{x}, g, A\right) \leq r^{-\left(\beta+n / p_{0}\right)}\left\|f-p_{r, w_{y}} f \mid L_{p_{1}}\left(Q_{r}\left(w_{x}\right)\right)\right\| \leq \\
\leq \sum_{\alpha \in \mathbb{N}_{0}^{n}} \frac{r^{\left(\alpha, \gamma_{a}\right)-n / p_{0}}}{\alpha!}\left(2 \kappa_{1}+b\right)^{|\alpha|}|\alpha|!(r \xi \rho)^{-\left(\alpha, \gamma_{a}\right)} \xi_{1}^{n+\beta} \sum_{\gamma \in A}\left\|\left.\left((\cdot)^{\alpha} \varphi_{\gamma}\right)\left(\frac{-w_{y}}{(r \rho)^{\gamma_{a}}}\right) \right\rvert\, L_{p_{0}}\left(Q_{r}\left(w_{y}\right)\right)\right\| \times
\end{gathered}
$$

$$
\begin{equation*}
\times C\left\|R_{A}(g, T) \mid \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)\right\| \leq C \sum_{k=0}^{\infty}\left(n\left(2 \kappa_{1}+b\right) \xi^{-\left(\gamma_{a}\right)_{\min }}\right)^{k} . \tag{7}
\end{equation*}
$$

The case $T=T_{\Omega}^{\beta *}$ is treated in the same way with the aid of Lemma $5.4, b$ ). To consider part $a$ ), let us observe that, under the assumptions of this part, boundedness condition of part b) holds for functions from $\mathcal{D}$ because the condition of Lebesgue regularity of $R_{A}(g, T)$ and Theorem 10.1, together with the appropriate Sobolev embedding, imply the estimate $\left\|R_{A}(g, T) \phi\left|L_{p_{1}}\left(\mathbb{R}^{n}\right)\|\leq C\| R_{A}(g, T) \phi\right| \tilde{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right\|$ for any $\phi \in \mathcal{D}$. One sees also that the kernel corresponding to $R_{A}(g, T)$ is $K_{R}(x, y)=\left(g(y)-T_{A}(y, x, g)\right) K(x, y)$, where $K(x, y)$ corresponds to $T$. Using the identity $a b-c d=(a-c) b+c(b-d)$, both parts of Theorem 11.3 and Lagrange theorem, we obtain the inclusion $K_{R} \in \mathcal{A D}_{y}\left(\infty, L_{\infty}, l_{\infty}, \varepsilon, \varepsilon+\lambda, A\right)$ for any $\varepsilon \in\left(0, \lambda+\beta-\lambda_{\max }(A)\right)$ from the membership $g \in \tilde{b}_{\infty, \infty}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)$ provided by $\left.b\right)$ in the following way:

$$
\begin{align*}
& \mathcal{D}_{\infty}\left(r, w, K_{R}(\cdot, y), A\right) \leq C \sum_{\alpha \in A} \mathcal{D}_{\infty}\left(r, w, \mathrm{D}_{x}^{\alpha} K(\cdot, y), A\right) \frac{\left|(y-w)^{\alpha}\right|}{|y-w|^{n+\beta}}+ \\
& \quad+\mathcal{D}_{\infty}^{c}(r, w, K(\cdot, y), A) \sum_{i=1}^{n} r^{\left(\gamma_{a}\right)_{i}}\left\|D^{e_{i}}|\cdot-y|_{q} \mid L_{\infty}\left(Q_{r}(w)\right)\right\| \leq \\
& \quad \leq C\left\|g \mid \tilde{b}_{\infty, \infty}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\| \frac{r^{\lambda+\varepsilon}}{|y-w|_{q}^{n+\varepsilon}} \text { for } y \notin Q_{r \delta}(w) \subset \mathbb{R}^{n}, \tag{8}
\end{align*}
$$

where $\delta$ is chosen to satisfy $|x-y|_{q} \asymp|y-w|_{q}$ for $x \in Q_{r}(w)$. Thus, Theorem 6.1 finishes the proof of part $a$ ) thanks to the identity $R_{A}(g, T) 1=g . \mathcal{Q} . \mathcal{E} . \mathcal{D}$.

Lemma 5.4. Let $\beta \in \mathbb{R}, q \in \mathbb{R}_{+}$. Then, for any $\alpha \in \mathbb{N}_{0}^{n}$ and $x \in \mathbb{R}^{n}$ with $\prod_{i=1}^{n} x_{i} \neq 0$, one has
a) $\left.\left.\left|\mathrm{D}^{\alpha}\right| x\right|_{q} ^{\beta}|\leq C| \alpha|!| \alpha\right|^{(-[\beta])+}\left(2 \max _{1 \leq i \leq n}\left(q,\left|q /\left(\gamma_{a}\right)_{i}-1\right|+1\right)\right)^{|\alpha|}|x|_{q}^{\beta}\left|x^{-\alpha}\right| ;$
b) $\left.\left.\left|\mathrm{D}^{\alpha}\right| x\right|_{q *} ^{\beta}|\leq C| \alpha|!| \alpha\right|^{(-[\beta])_{+}}\left((n+3) \frac{\gamma_{a \max }}{\gamma_{a \text { min }}^{2}} \max (q,|q-1|)\right)^{|\alpha|}|x|_{q *}^{\beta}\left|x^{-\alpha}\right|$.

The proof of Lemma 5.4. The proof of part $a$ ) is a simplification of the one of part $b$ ). So we shall consider the latter. For simplicity we assume that $x_{i}>0$ for $1 \leq i \leq n$. The implicit function theorem provides

$$
\begin{equation*}
\mathrm{D}^{e_{i}}|x|_{q *}=x_{i}^{q-1}|x|_{q *}^{-q\left(\gamma_{a}\right)_{i}}\left(\gamma_{a}, \frac{x^{q}}{|x|_{q *}^{q \gamma_{*}}}\right)^{-1} . \tag{1}
\end{equation*}
$$

Thanks to the Leibniz and composition rules, conducting induction by $|\alpha|$, we see that

$$
\begin{align*}
\mathrm{D}^{\alpha}|x|_{q *}^{\beta}= & \sum_{j=1}^{(n+3)|\alpha|} c_{j} x^{(q-1)\left(\gamma_{j}+\lambda_{j, 0}+\sum_{i=1}^{n} e_{i}\left|\lambda_{j, i}\right|\right)-\delta_{j}}|x|_{q *}^{-(\beta+q|\alpha|)} \times \\
& \times\left(\gamma_{a}, \frac{x^{q}}{|x|_{q_{*}}^{\gamma_{\alpha}}}\right)^{-\left(\left|\gamma_{j}\right|+\left|\lambda_{j, 0}\right|+2 \sum_{i=1}^{n}\left|\lambda_{j, i}\right|\right)}, \tag{2}
\end{align*}
$$

where integer vectors $\delta_{j}, \gamma_{j}, \lambda_{j, 0}$ and $\lambda_{j, i}$ are the exponents of the derivatives fallen during our calculation process on the factors of the form $x^{(\cdot)},|x|_{q^{*}}^{(\cdot)}$, the numerator of the corresponding summand during the differentiation of $\left(\gamma_{a}, \frac{x^{q}}{\left.|x|_{q^{q} \alpha^{2}}\right)^{(\cdot)}}\right.$ and the denominator of the $i$ th summand of the same sum respectively. The estimates $\left(\gamma_{a}, \frac{x^{q}}{\mid x \|_{q^{q}+q}^{q}}\right) \geq \gamma_{a \text { min }}$ and

$$
\begin{equation*}
\left|c_{j}\right| \leq C\left(\gamma_{a \max } \max (q,|q-1|)\right)^{|\alpha|} \prod_{k=0}^{|\alpha|-1}|\beta-k| \leq C\left(\gamma_{a \max } \max (q,|q-1|)\right)^{|\alpha|}|\alpha|^{(-[\beta])+}|\alpha|! \tag{3}
\end{equation*}
$$

are used to finish the proof of part $b) . \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.

Lemma 5.5. Let $\left|a_{\alpha}\right| \leq C_{0} b|\alpha| \frac{|\alpha|!}{\alpha!}$ for any $\alpha \in \mathbb{N}_{0}^{n}$. Then the series $\sum_{\alpha \in \mathbb{N}_{0}^{n}} a_{\alpha} x^{\alpha}$ converges absolutely on $Q_{\kappa}:=\left\{x \in \mathbb{R}^{n}:\left|x_{i}\right|<\kappa(n b)^{-1}\right\}$ for $\kappa \leq 1$ and, in particular, uniformly for $\kappa<1$.

The proof of Lemma 5.5. The decisive ingredient is the estimate

$$
\left|\sum_{|\alpha|=k} a_{\alpha} x^{\alpha}\right| \leq C_{0}\left(\frac{\kappa}{n}\right)^{|\alpha|} \sum_{|\alpha|=k} \frac{k!}{\alpha!}=C_{0} \kappa^{k} \cdot \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D} .
$$

## 6. An extrapolation theorem

In this section, we prove an extrapolation theorem used both to obtain necessary conditions for the good approximation in the previous section and to establish the most general sufficient conditions in the next section. Not possessing its most general form, this theorem is still sufficient for our purposes achieved in the next section.

Theorem 6.1. Assume $A \subset \mathbb{N}_{0}^{n},|A|<\infty, \lambda, \lambda_{0}, \lambda_{1} \in \mathbb{R}, \lambda_{1}>\lambda \geq 0, q \geq 1$, $v_{0} \in\left[p_{0}, p_{\infty}\right], p_{0}, p_{1}, v_{0}, v_{1}, u, \eta, \theta \in(0, \infty], n / p_{\infty}=n\left(v_{0}^{-1}-v_{1}^{-1}\right)=\lambda_{0}-\lambda_{1}-\lambda \geq 0$, $T \in \mathcal{A D}_{y}\left(u, L_{q}, l_{\infty}, \lambda_{0}, \lambda_{1}, A\right) \cap \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$ and either $q^{-1}+p_{\infty}^{-1} \leq 1$, or $p_{0}=p_{\infty}$. Let also either $v_{0}=p_{\infty}$, or $A \supset D_{\lambda}^{*}$. Then
a) $T \in \mathcal{L}\left(L_{v_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{v_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$;
b) $T \in \mathcal{L}\left(L_{v_{0}, \eta}\left(\mathbb{R}^{n}\right), \tilde{b}_{v_{1}, \eta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$ for $v_{0} \in\left(p_{0}, p_{\infty}\right)$.

The proof of Theorem 6.1. Part $b$ ) follows from $a$ ) due to the real interpolation method. One can assume that $p_{0}<v_{0} \leq p_{\infty}$. Let us fix arbitrary function $f \in L_{p_{\infty}}\left(\mathbb{R}^{n}\right)$, cube $Q_{r}(w) \subset \mathbb{R}^{n}$ and choose $\kappa>1$ to satisfy $\bigcup_{z \in Q_{r}(w)} Q_{r \delta}(z) \subset Q_{r \kappa}(w)$. Assume also that kernel $K(x, y)$ is associated with $T$. One can use the following decomposition of $f: f=$ $f_{1}+f_{2}, f_{1}=\chi_{Q_{r \kappa}(w)} f$. Boundedness assumption and Hölder inequality imply

$$
\begin{gather*}
(r \kappa)^{-n / p_{1}}\left\|T f_{1}\left|\tilde{l}_{p_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\left\|\leq(r \kappa)^{n\left(p_{\infty}^{-1}-p_{0}^{-1}\right)}\right\| T\right| \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\right\|\left\|f_{1} \mid L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\| \leq \\
\leq\left\|T\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\| \| f_{1}\right| L_{p_{\infty}}\left(\mathbb{R}^{n}\right)\right\| . \tag{1}
\end{gather*}
$$

Let us observe that, similar to [1], Hölder inequality and the definition of the $\mathcal{A D}$-class with $k \in \mathbb{N}_{0}$ and $b>1$ provide the estimates

$$
\begin{gather*}
b^{k \lambda} r^{-\lambda} \mathcal{D}_{u}\left(b^{-k} r, z, T f_{2}, A\right) \leq \\
\leq C \sum_{i=k}^{\infty} b^{i\left(\lambda-\lambda_{0}\right)}\left(\int_{Q_{\delta b^{i-k+1_{r}}}(z) \backslash Q_{\delta b^{i-k_{r}}}(z)}\left(b^{k \lambda_{0}} r^{-\lambda_{0}} \mathcal{D}_{u}\left(b^{-k} r, z, K(\cdot, y), A\right)|z-y|^{\lambda_{1}+n / q^{\prime}}\right)^{q} d y\right)^{1 / q}\left\|f_{2} \mid L_{p_{\infty}}\left(\mathbb{R}^{n}\right)\right\| \\
\left\|\left\{b^{k \lambda} r^{-\lambda} \mathcal{D}_{u}\left(b^{-k} r, z, T f_{2}, A\right)\right\}_{k \in \mathbb{N}_{0}}\left|l_{\theta}\left\|\leq C C_{\mathcal{A D}}\right\|\left\{b^{-k \lambda_{1}}\right\}_{k \in \mathbb{N}_{0}}\right| l_{\theta}\right\|\left\|f_{2} \mid L_{p_{\infty}}\left(\mathbb{R}^{n}\right)\right\| \tag{2}
\end{gather*}
$$

Combination of estimates $(1,2)$ and Hölder inequality prove the case $v_{0}=p_{\infty}$ :

$$
\begin{gathered}
r^{-n / \min (p, u)}\| \|\left\{b^{k \lambda} r^{-\lambda} \mathcal{D}_{u}\left(b^{-k} r, \cdot, T f, A\right)\right\}_{k \in \mathbb{N}_{0}}\left|l_{\theta}\left\|f \mid L_{\min (p, u)}\left(Q_{r}(w)\right)\right\| \leq\right. \\
\leq C\left(\left\|T \mid \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{1}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\right\|+C_{\mathcal{A D}}\right)\left\|f \mid L_{p_{\infty}}\left(\mathbb{R}^{n}\right)\right\| .
\end{gathered}
$$

Complex interpolation method finishes the proof of part $a$ ) for $v_{0} \in\left(p_{0}, p_{\infty}\right)$. Q.E.D.

## 7. Sufficient conditions for the approximation of a general SSIO

This section is devoted to studying sufficient conditions for a SSIO to be well approximated. It begins with Proposition 1, where some ideas of our approach are presented in particular case of the extended form of Hofmann's question. Theorem 7.3 contains the most general form of sufficient conditions expressed in terms of the local variants of the local approximation spaces of Besov and Lizorkin-Triebel types. In Corollary 7.2, we reduce the generality at the expense of the usage of the ordinary local approximation spaces of Besov and Lizorkin-Triebel types. Theorem 7.3 deals with yet other sufficient conditions not covered by the previous theorems. In the end of the section, we provide the way of further generalizations of the results of this section with the aid of Theorem 6.1.

In the following proposition, we consider a model case of mappings into a seminormed local approximation space of Sobolev-Slobodeckiy type, $\tilde{b}_{p, p, 1}^{\lambda}\left(\mathbb{R}^{n}\right)=\tilde{l}_{p, p, 1}^{\lambda}\left(\mathbb{R}^{n}\right)$.

Proposition 1. For $\gamma_{a}=\overline{1}, p \in(0, \infty)$, integer $0<\beta<\beta+\lambda<1$, the boundedness of the commutator $\left[|D|^{\beta}, M(g)\right] \in \mathcal{L}\left(L_{p}\left(\mathbb{R}^{n}\right), \tilde{b}_{p, p, 1}^{\lambda,\{0\}}\right)$ follows from the inclusion $g \in \tilde{l}_{\infty, p, 1}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)$. In particular, we have the following estimate:

$$
\left\|\left.|\mathrm{D}|^{\lambda}\left[|D|^{\beta}, M(g)\right]\left|\mathcal{L}\left(L_{2}\left(\mathbb{R}^{n}\right)\right)\|\asymp\|\right| \mathrm{D}\right|^{\gamma+\lambda} g \mid B M O\left(\mathbb{R}^{n}\right)\right\| .
$$

The proof of Proposition 1. One sees that the kernel of $\left[|D|^{\beta}, M(g)\right]$ is $(g(y)-g(x))|y-x|^{-(n+\beta)}$. Let us fix a cube $Q_{t}(z) \subset \mathbb{R}^{n}$, a function $f \in L_{p_{0}}\left(\mathbb{R}^{n}\right)$ and estimate the corresponding $\mathcal{D}$-functional. Assume that $\Delta_{i}(t, z):=Q_{\delta b^{i+1} t}(z) \Delta Q_{\delta b^{i} t}(z)$ for $i \in \mathbb{N}_{0}$, some $b>1$ and sufficiently large $\delta>1$. Designating $C_{g}^{\beta}:=\left[|D|^{\beta}, M(g)\right]$, $f_{1}:=f \chi_{Q_{t \delta}(z)}, f_{2}=f-f_{1}$, we obtain with the aid of the identity $\varphi \psi-p_{t, z,\{0\}} \varphi p_{t, z,\{0\}} \psi=$ $\psi\left(I-p_{t, z,\{0\}}\right) \varphi+p_{t, z,\{0\}} \varphi\left(I-p_{t, z,\{0\}}\right) \psi$ that

$$
\begin{gather*}
t^{-\lambda} \mathcal{D}_{1}\left(t, z,\left[|D|^{\beta}, M(g)\right] f_{2},\{0\}\right) \leq \\
\leq t^{-\lambda} \int_{\mathbb{R}^{n} \backslash Q_{t \delta}(z)} \mathcal{D}_{1}(t, z, g,\{0\}) \mathcal{D}_{\infty}\left(t, z,|\cdot-y|^{-(n+\beta)}, \emptyset\right) d y+ \\
+t^{-\lambda} \int_{\mathbb{R}^{n} \backslash Q_{t \delta}(z)} \mathcal{D}_{\infty}\left(t, z, p_{t, z,\{0\}}(g(y)-g(\cdot)), \emptyset\right) \mathcal{D}_{1}\left(t, z,|\cdot-y|^{-(n+\beta)},\{0\}\right)|f(y)| d y= \\
=: I_{1}(t, z)+I_{2}(t, z) \tag{1}
\end{gather*}
$$

Thus, we obtain

$$
\begin{gather*}
I_{1}(t, z) \leq \\
\leq C t^{-\lambda} \mathcal{D}_{1}(t, z, g,\{0\}) \sum_{i=0}^{\infty} \int_{\mathbb{R}^{n}}|z-y|^{-(n+\beta)} \chi_{\Delta_{i}(t, z)}|f(y)| d y \leq \\
\leq C t^{-\lambda-\beta} \mathcal{D}_{1}(t, z, g,\{0\}) \sum_{i=0}^{\infty} b^{i \beta} \mathcal{D}_{1}\left(\delta b^{i} t, z, f, \emptyset\right) \leq \\
\leq C t^{-\lambda-\beta} \mathcal{D}_{1}(t, z, g,\{0\}) \sup _{i \in \mathbb{N}_{0}} \mathcal{D}_{1}\left(\delta b^{i} t, z, f, \emptyset\right) . \tag{2}
\end{gather*}
$$

With the aid of the Minkowski inequality and the Lagrange theorem, we obtain in a similar manner that

$$
\begin{gather*}
I_{2}(t, z) \leq C t^{1-\lambda} \sum_{i=0}^{\infty}\left(b^{i} \delta t\right)^{\lambda+\beta} \times \\
\times\left(b^{i} \delta t\right)^{-(\lambda+\beta)} \int_{\mathbb{R}^{n}} \mathcal{D}_{\infty}\left(t, z, p_{t, z,\{0\}}(g(y)-g(\cdot)), \emptyset\right)|z-y|^{-(n+\beta+1)} \chi_{\Delta_{i}(t, z)}|f(y)| d y \leq \\
\leq C \sum_{i=0}^{\infty} b^{i(\lambda-1)} \mathcal{D}_{1}\left(t, z,\left(b^{i} \delta t\right)^{-(\lambda+\beta)} \mathcal{D}_{1}^{c}\left(b^{i} \delta t, x, g,\{0\}\right), \emptyset\right) \times \\
\times \mathcal{D}_{1}\left(b^{i} \delta t, z, f, \emptyset\right) . \tag{3}
\end{gather*}
$$

Together with this estimate and the definition of $\mathcal{A D}$-classes, Hardy and Minkowski inequalities imply

$$
\begin{equation*}
\int_{\mathbb{R}_{+} \times \mathbb{R}^{n}}\left(I_{2}(t, z)\right)^{p} \frac{d t d y}{t} \leq C\left(\mathcal{D}_{1}(t, z, f, \emptyset) M_{1}^{0}(t)^{-(\alpha+\beta)} \mathcal{D}_{1}^{c}(t, \cdot, g,\{0\})(z)\right)^{p} \frac{d t d y}{t} \tag{4}
\end{equation*}
$$

To deal with $I_{3}$, we take some $a \in(1, p)$. Let us also choose $\delta_{2}$ satisfying $Q_{t \delta}(z) \subset$ $\cap_{w \in Q_{t}(z)} Q_{t \delta_{2}}(w)$ and use Hölder and Minkowski inequalities, along with the decomposition $Q_{r}(w):=\cup_{i \in-\mathbb{N}_{0}} \Delta_{i}(r, w)$, to see that

$$
\begin{gather*}
I_{3}(t, z):=t^{-\lambda} \mathcal{D}_{1}\left(t, z, R_{A}(g, T) f_{1},\{0\}\right) \leq \\
\leq t^{-\lambda} \mathcal{D}_{1}\left(t, z, \int_{Q_{t \delta_{2}}(\cdot)}|g(y)-g(\cdot)||\cdot-y|^{-(n+\beta)} f(y) \mid d y, \emptyset\right) \leq \\
\leq C \mathcal{D}_{1}\left(t, z, \sum_{i=0}^{\infty} b^{-i \lambda}\left(b^{-i} t \delta_{2}\right)^{-(\lambda+\beta)} \mathcal{D}_{a^{\prime}}^{c}\left(b^{-i} t \delta_{2}, \cdot, g,\{0\}\right) \mathcal{D}_{a}\left(b^{-i} t \delta_{2}, \cdot, f, \emptyset\right), \emptyset\right), \text { because }  \tag{5}\\
\sum_{i=0}^{\infty} \int_{Q_{b^{-i} t \delta_{2}}(x) \backslash Q_{b^{-i} t \delta_{2}}(x)}|g(y)-g(x)||x-y|^{-(n+\beta)}|f(y)| d y \leq \\
\leq C \sum_{i=0}^{\infty} b^{-i \lambda}\left(b^{-i} t \delta_{2}\right)^{-(\lambda+\beta)} \mathcal{D}_{a^{\prime}}^{c}\left(b^{-i} t \delta_{2}, \cdot, g,\{0\}\right) \mathcal{D}_{a}\left(b^{-i} t \delta_{2}, \cdot, f, \emptyset\right) \tag{6}
\end{gather*}
$$

Thus, Hardy, Minkowski and Fefferman-Stein inequalities provide the estimate

$$
\begin{equation*}
\int_{\mathbb{R}_{+} \times \mathbb{R}^{n}}\left(I_{3}(t, z)\right)^{p} \frac{d t d y}{t} \leq C\left(t^{-(\lambda+\beta)} \mathcal{D}_{a^{\prime}}^{c}(t, y, g,\{0\}) \mathcal{D}_{a}(t, y, f, \emptyset)\right)^{p} \frac{d t d y}{t} \tag{7}
\end{equation*}
$$

Eventually, thanks to estimates $(1,2,4,7)$ and the Carleson embedding theorem, we establish the key estimate

$$
\begin{equation*}
\left\|\left[|D|^{\beta}, M(g)\right] f\left|\left.\right|_{p, p} ^{\lambda,\{0\}}\left(\mathbb{R}^{n}\right)\left\|\leq C\left(\left\|g| |_{\infty, p, 1}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\right\|+\left\|g \mid \tilde{\mid}_{\infty, p, a^{\prime}}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\right\|_{T}\right)\right\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\| \tag{8}
\end{equation*}
$$

Therefore, the proof of the proposition is finished by Theorem 10.1, c), d) and $k$ ) showing that

$$
\left\|g\left|\tilde{l}_{\infty, p, 1}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\|+\| g\right| \tilde{l}_{\infty, p, a^{\prime}}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\right\|_{T} \leq C\left\|g \mid \tilde{l}_{\infty, p, 1}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\right\| . \mathcal{Q} . \mathcal{E} . \mathcal{D} .
$$

It the rest of this section, we use the following assumptions:

$$
A_{1}: \text { for } 0 \leq i \leq 2,0 \leq j \leq 5, w_{i}, \sigma_{i}, \sigma \in[1, \infty], \lambda_{j} \in \mathbb{R}, \lambda, \gamma, s \geq 0, \beta>0
$$ $p_{0}, p_{1}, q, u, a \in(0, \infty], r \in[1, \infty], a_{1} \in(0,1], A, B, D \subset \mathbb{N}_{0}^{n},|B|<\infty$, assume $s p_{0} \leq 1$, $p_{2}^{-1}=p_{1}^{-1}-\lambda / n, D_{\beta}^{*} \subset A \subset \stackrel{\circ}{D}_{\min \left(\lambda, \lambda_{2}\right)+\beta}^{*}, A+D \subset B, a^{-1}+w_{1}^{-1} \leq 1, \zeta^{-1}+w_{2}^{-1} \leq 1$, $p_{0}^{-1}+\sigma_{1}^{-1}<1,(\max (a, \zeta))^{-1}+p_{0}^{-1}+\left(\min \left(\sigma_{0}, \sigma_{2}\right)\right)^{-1}<1, \lambda \in\left(\lambda_{4}, \lambda_{0}\right), s+\gamma=p_{0}^{-1}+r^{-1}-p_{1}^{-1}$, $\lambda_{1}-\lambda_{0}=\lambda_{3}-\lambda_{2}=\lambda_{5}-\lambda_{4}=\beta-n s ;$

$$
A_{2}:\left(q^{-1}-p_{1}^{-1}\right)_{+} \leq \gamma
$$

Theorem 7.1. Let $A_{1}$ and $A_{2}$ be valid, as well as one of the following groups of conditions:
i) $\zeta=u, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $X_{r, u, q, a}^{\lambda+\beta, \gamma, A}=b l_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)$;
ii) $\zeta=\min (u, q), \zeta^{-1}+w_{2}^{-1}<1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)=l l_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)$.

Assume also that either $w_{2}=\infty, a_{1}<1$, or $a_{1}=1$. Let a supersingular integral operator $T$ of the strong type $\left(\tilde{l}_{\sigma, 1}^{\beta}\left(\mathbb{R}^{n}\right), L_{\sigma}\left(\mathbb{R}^{n}\right)\right)$ be in the classes $\mathcal{A D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right)$, $\mathcal{A D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right)$ and $\mathcal{R} \mathcal{A D}_{y}\left(L_{\sigma_{2}}, w_{2}, l_{\infty}, \lambda_{4}, \lambda_{5}, \emptyset\right)$, which definitions use, correspondingly, the constants $\delta_{0}, \delta_{1}, \delta_{2}$ satisfying
$\bigcup_{w \in Q_{t}(z)} Q_{t \max \left(\delta_{0}, \delta_{1}\right)}(w) \subset Q_{t \delta}(z) \subset \bigcap_{w \in Q_{t}(z)} Q_{t \delta_{2}}(w)$ for some $\delta>0$ and any $Q_{t}(z) \subset \mathbb{R}^{n}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\right)\|\leq C\| g\right| X_{r, u, q, a}^{\lambda+\beta, A, A}\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, D}\right)\|\leq C\| g\right| X_{r, u, q, \alpha, a}^{\lambda+\beta, \gamma, A}\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\right\|$ for $p_{1} \lambda \leq n$ and one of the following groups of conditions to be valid:
$\left.b_{i}\right) p_{0}^{-1}+\lambda / n \geq p_{1}^{-1}, n / r \in\left(\lambda_{4}, \lambda_{2}\right), \zeta^{-1}+p_{0}^{-1}+\left(\min \left(\sigma_{1}, \sigma_{2}\right)^{-1}<1+(\lambda+\beta) / n\right)$, $(\lambda+\beta) / n+w_{1}^{-1}>\zeta^{-1}$;
$\left.b_{i i}\right) r=w_{1}=w_{2}=\sigma_{1}=\sigma_{2}=\infty, \lambda_{2}=\lambda_{4}=0$ and $\lambda / n+p_{0}^{-1}-p_{1}^{-1} \in(0,1)$.
The proof of Theorem 7.1. Let us begin with part a). Theorem 3.4, Lemma 4.6 and Corollary 4.4 show that the residual operation annihilates all local components of $T$. As in the proof of Theorem 5.3, a), we see that the kernel of $R_{A}(g, T)$ possesses the form $K_{R}(x, y)=\left(g(y)-T_{A}(y, x, g)\right) K(x, y)$, where $T_{A}(y, x, g):=\sum_{\alpha \in A} \frac{\mathrm{D}^{\alpha} f(a)}{\alpha!}(y-a)^{\alpha}$. Let us fix a cube $Q_{t}(z) \subset \mathbb{R}^{n}$, a function $f \in L_{p_{0}}\left(\mathbb{R}^{n}\right)$ and estimate the corresponding $\mathcal{D}$ functional. Assume that $w_{j}^{0}, w_{j}^{1}, w_{j}^{2}$ are the functions from the definitions of the classes $\mathcal{A} \mathcal{D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right), \mathcal{A} \mathcal{D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right), \mathcal{R} \mathcal{A} \mathcal{D}_{y}\left(L_{\sigma_{2}}, w_{2}, l_{\infty}, \lambda_{0}, \lambda_{1}, \emptyset\right)$ and $\Delta_{i}^{j}(t, z):=Q_{\delta_{j} b^{i+1} t}(z) \Delta Q_{\delta_{j} b^{i} t}(z)$ for $i \in \mathbb{N}_{0}, 0 \leq j \leq 2$. Designating $f_{1}:=f \chi_{Q_{t \delta}(z)}$, $f_{2}=f-f_{1}$, we obtain with the aid of the identity $\varphi \psi-p_{t, z, A} \varphi p_{t, z, D} \psi=\psi\left(I-p_{t, z, A}\right) \varphi+$ $p_{t, z, A} \varphi\left(I-p_{t, z, D}\right) \psi$ that

$$
\begin{gathered}
t^{-\lambda} \mathcal{D}_{a_{1}}\left(t, z, R_{A}(g, T) f_{2}, B\right) \leq t^{-\lambda} \mathcal{D}_{1}\left(t, z, R_{A}(g, T) f_{2}, B\right) \leq \\
\leq t^{-\lambda} \int_{\mathbb{R}^{n} \backslash Q_{t \delta}(z)} \mathcal{D}_{a}\left(t, z, T_{A}(y, \cdot, g), A\right) \mathcal{D}_{w_{1}}(t, z, K(\cdot, y), \emptyset)|f(y)| d y+
\end{gathered}
$$

$$
\begin{gather*}
+t^{-\lambda} \int_{\mathbb{R}^{n} \backslash Q_{t \delta}(z)} \mathcal{D}_{\infty}\left(t, z, p_{t, z, A}\left(g(y)-T_{A}(y, \cdot, g)\right), \emptyset\right) \mathcal{D}_{w_{0}}(t, z, K(\cdot, y), D)|f(y)| d y= \\
=: I_{1}(t, z)+I_{2}(t, z) . \tag{1}
\end{gather*}
$$

Thanks to conditions of the theorem, one can find $\sigma_{5}$ satisfying $\sigma_{1}^{-1}+\sigma_{5}^{-1}=1, \sigma_{5}<p_{0}$. Thus, we obtain

$$
\begin{gather*}
I_{1}(t, z) \leq \\
\leq t^{-\lambda} \sum_{\alpha \in A} \frac{1}{\alpha!} \mathcal{D}_{a}\left(t, z, \mathrm{D}^{\alpha} g,(A-\alpha)_{+}\right) \times \\
\times \sum_{i=0}^{\infty} \int_{\mathbb{R}^{n}} \mathcal{D}_{\infty}\left(t, z,(\cdot-y)^{\alpha}\right) \mathcal{D}_{u_{1}}\left(t, z, K(\cdot, y) \chi_{\Delta_{i}^{1}(t, z)}, \emptyset\right)|f(y)| d y \leq \\
\leq C \sum_{\alpha \in A} t^{\left(\alpha, \gamma_{a}\right)-(\lambda+\beta)} \mathcal{D}_{a}\left(t, z, \mathrm{D}^{\alpha} g,(A-\alpha)_{+}\right) \times \\
\times \sum_{i=0}^{\infty} b^{i\left(\left(\alpha, \gamma_{a}\right)-\left(\lambda_{3}+n s\right)\right)} w_{i}^{1}(t, z)\left(\delta_{1} b^{i} t\right)^{n s} \mathcal{D}_{\sigma_{5}}\left(\delta_{1} b^{i} t, z, f, \emptyset\right) \leq \\
\leq C C_{\mathcal{A D}}^{1} \sum_{\alpha \in A} t^{\left(\alpha, \gamma_{a}\right)-(\lambda+\beta)} \mathcal{D}_{a}\left(t, z, \mathrm{D}^{\alpha} g,(A-\alpha)_{+}\right) \sup _{i \in \mathbb{N}_{0}}\left(\delta_{1} b^{i} t\right)^{n s} \mathcal{D}_{\sigma_{5}}\left(\delta_{1} b^{i} t, z, f, \emptyset\right) \tag{2}
\end{gather*}
$$

There are parameters $\sigma_{3}, \sigma_{4}$ satisfying $\sigma_{0}^{-1}+\sigma_{3}^{-1}+\sigma_{4}^{-1}=1, \sigma_{3}<\max (a, \zeta), \sigma_{4}<p_{0}$. With the aid of Hölder and Minkowski inequalities, we obtain using $\operatorname{dim} \mathcal{P}_{A}=|A|<\infty$, for $a_{2}=\min \left(a_{1}, 1 / 2\right)$,

$$
\begin{gather*}
I_{2}(t, z) \leq C \sum_{i=0}^{\infty} b^{i\left(\lambda+\beta-\lambda_{1}-n s\right)} \mathcal{D}_{a_{2}}\left(t, z,\left(b^{i} \delta_{0} t\right)^{-(\lambda+\beta)} \mathcal{D}_{\sigma_{3}}^{c}\left(b^{i} \delta_{0} t, x, g, A\right), \emptyset\right) \times \\
\quad \times w_{i}^{0}(t, x)\left(b^{i} \delta_{0} t\right)^{n s} \mathcal{D}_{\sigma_{4}}\left(b^{i} \delta_{0} t, z, f, \emptyset\right) \tag{3}
\end{gather*}
$$

Together with this estimate and the definition of $\mathcal{A D}$-classes, Hardy and Minkowski inequalities imply

$$
\begin{gather*}
\left\|I_{2}\left|Z\left\|\leq C C_{\mathcal{A D}}^{0}\right\|(\cdot)^{n s} \mathcal{D}_{\sigma_{4}}(\cdot, \cdot, f, \emptyset) M_{a_{2}}^{0}(\cdot)^{-(\alpha+\beta)} \mathcal{D}_{\sigma_{3}}^{c}(\cdot, \cdot, g, A)\right| Z\right\| \text { for } \\
Z \in\left\{L_{(p, q *)}, L_{(q *, p)}\right\} \tag{4}
\end{gather*}
$$

According to conditions of the theorem, let us choose parameters $\sigma_{6}, \sigma_{7}, w_{3}$ to satisfy $\sigma_{2}^{-1}+\sigma_{6}^{-1}+\sigma_{7}^{-1}=1, \sigma_{7}<p_{0}, \sigma_{6}<\max (a, \zeta), w_{3}^{-1}+w_{2}^{-1}=1$ and use Hölder and Minkowski inequalities to see that, for $w_{2}=\infty$, or, correspondingly, $a_{1}=1$, one has

$$
\begin{gathered}
I_{3}(t, z):=t^{-\lambda} \mathcal{D}_{a_{1}}\left(t, z, R_{A}(g, T) f_{1}, B\right) \leq \\
\leq t^{-\lambda} \mathcal{D}_{a_{1}}\left(t, z, \int_{Q_{t \delta_{2}}(\cdot)}\left|g(y)-T_{A}(y, \cdot, g)\right||K(\cdot, y) f(y)| d y, \emptyset\right)=: S \leq
\end{gathered}
$$

$$
\begin{gather*}
\leq C \mathcal{D}_{a_{1}}\left(t, z, \sum_{i=0}^{\infty} b^{-i\left(\lambda+\beta-\left(\lambda_{5}+n s\right)\right)}\left(b^{-i} t \delta_{2}\right)^{-(\lambda+\beta)} \mathcal{D}_{\sigma_{6}}^{c}\left(b^{-i} t \delta_{2}, \cdot, g, A\right) \sup _{y \in Q_{t}(z)} w_{i}^{2}(t, y) \times\right. \\
\left.\quad \times\left(b^{-i} t \delta_{2}\right)^{n s} \mathcal{D}_{\sigma_{7}}\left(b^{-i} t \delta_{2}, \cdot, f, \emptyset\right), \emptyset\right), \text { or }  \tag{5}\\
S \leq C \sum_{i=0}^{\infty} b^{-i\left(\lambda+\beta-\left(\lambda_{5}+n s\right)\right)} \mathcal{D}_{a_{1}}\left(t, z,\left(b^{-i} t \delta_{2}\right)^{-(\lambda+\beta)} \mathcal{D}_{\sigma_{6}}^{c}\left(b^{-i} t \delta_{2}, \cdot, g, A\right) \times\right. \\
\left.\quad \times\left(b^{-i} t \delta_{2}\right)^{n s} \mathcal{D}_{\sigma_{7}}\left(b^{-i} t \delta_{2}, \cdot, f, \emptyset\right), \emptyset\right) w_{i}^{2}(t, z) . \tag{6}
\end{gather*}
$$

Thus, Hardy, Minkowski and Fefferman-Stein inequalities provide the estimate

$$
\begin{equation*}
\left\|I_{3}\left|Z\left\|\leq C C_{\mathcal{A D}}^{2}\right\|(\cdot)^{-(\lambda+\beta)} \mathcal{D}_{\sigma_{6}}^{c}(\cdot, \cdot, g, A)(\cdot)^{n s} \mathcal{D}_{\sigma_{7}}(\cdot, \cdot, f, \emptyset)\right| Z\right\| \text { for } Z \in\left\{L_{(p, q *)}, L_{(q *, p)}\right\} \tag{7}
\end{equation*}
$$

Eventually, thanks to estimates $(1,2,4,7)$ and Theorems 11.3 and 11.4, we establish the key estimate

$$
\begin{gather*}
\left\|R_{A}(g, T) f \mid Y_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right\| \leq C \max _{0 \leq j \leq 2} C_{\mathcal{A D}}^{j}\left(\sum_{\alpha \in A} \| D^{\alpha} g \mid X_{r, u, q, a}^{\lambda+\beta-\left(\alpha, \gamma_{a}\right), \gamma,(A-\alpha)+\left(\mathbb{R}^{n}\right) \|+}\right. \\
\left.+\left\|g \mid X_{r, u, q, \max \left(\sigma_{3}, \sigma_{7}\right)}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)\right\|_{T}\right)\left\|f \mid L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\| \tag{8}
\end{gather*}
$$

Therefore, the proof of part $a$ ) is finished by Theorem $10.1, a), b), e$ ), f) showing that

$$
\sum_{\alpha \in A}\left\|\mathrm{D}^{\alpha} g\left|X_{r, u, q, a}^{\lambda+\beta,\left(\alpha, \gamma_{\alpha}\right), \gamma,(A-\alpha)+}\left(\mathbb{R}^{n}\right)\|+\| g\right| X_{r, u, q, \max \left(\sigma_{3}, \sigma_{7}\right)}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)\right\|_{T} \leq C\left\|g \mid X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)\right\|
$$

To consider part b), we choose $a_{2}, a_{3}, \sigma_{8}, \sigma_{9}, \sigma_{10}, q_{1}, s_{1} \in(0, \infty]$ and $\rho=\lambda / n+p_{0}^{-1}-$ $p_{1}^{-1} \geq 0$ to satisfy $a_{2}^{-1} \geq w_{1}^{-1}+r^{-1}, a_{2}^{-1} \geq w_{2}^{-1}+\sigma_{10}^{-1}+r^{-1}, w_{1} \leq a_{3},(\lambda+\beta) / n+a_{3}^{-1}>\zeta^{-1}$, $a_{3}^{-1}+p_{0}^{-1}+\left(\min \left(\sigma_{1}, \sigma_{2}\right)\right)^{-1}<1, q_{1}^{-1}=p_{1}^{-1}-\lambda, s_{1}=\lambda+\beta+n \gamma, \max \left(\sigma_{8}, \sigma_{9}\right)<p_{0}, \sigma_{10}<q_{1}$. In the first case of part $b$ ), definitions of the $\mathcal{A D}$ and $\mathcal{R} \mathcal{A D}$ classes, along with Hölder and Minkowski inequalities, deliver the following estimates

$$
\begin{gather*}
\mathcal{D}_{a_{2}}\left(t, z, R_{A}(g, T) f_{2}, \emptyset\right) \leq \int_{\mathbb{R}^{n} \backslash Q_{t \delta}(z)} \mathcal{D}_{a_{2}}\left(t, z,\left(g(y)-T_{A}(y, \cdot, g)\right) K(\cdot, y), \emptyset\right)|f(y)| d y \leq \\
\leq C \sum_{i=0}^{\infty} \int_{\Delta_{i}^{1}(t, z)} \mathcal{D}_{a_{2}}\left(t, z,\left(g(y)-T_{A}(y, \cdot, g)\right) K(\cdot, y), \emptyset\right)|f(y)| d y \leq \\
\leq C \sum_{i=0}^{\infty} b^{i\left(n / r-\lambda_{2}\right)} w_{i}^{1}(t, z)\left\|\sup _{\xi>0} \xi^{-s_{1}} \mathcal{D}_{a_{3}}^{c}(\xi, \cdot, g, A) \mid L_{r}\left(Q_{t}(z)\right)\right\| M_{\sigma_{8}}^{\rho} f(z) ;  \tag{9}\\
\mathcal{D}_{a_{2}}\left(t, z, R_{A}(g, T) f_{1}, \emptyset\right) \leq \mathcal{D}_{a_{2}}\left(t, z, \int_{Q_{t \delta_{2}}(\cdot)}\left(g(y)-T_{A}(y, \cdot, g)\right) K(\cdot, y) f(y) d y, \emptyset\right) \leq \\
\leq \mathcal{D}_{a_{2}}\left(t, z, \sum_{i=0}^{\infty} \int_{\Delta_{i}^{2}(t, \cdot)}\left(g(y)-T_{A}(y, \cdot, g)\right) K(\cdot, y) f(y) d y, \emptyset\right) \leq \\
\leq C \sum_{i=0}^{\infty} b^{-i\left(n / r-\lambda_{4}\right)} w_{i}^{2}(t, z)\left\|\sup _{\xi>0} \xi^{-s_{1}} \mathcal{D}_{a_{3}}^{c}(\xi, \cdot, g, A) \mid L_{r}\left(Q_{t}(z)\right)\right\| M_{\sigma_{10}}\left(M_{\sigma_{9}}^{\rho} f\right)(z) ; \tag{10}
\end{gather*}
$$

$$
\begin{equation*}
M_{a_{2}} R_{A}(g, T) f(z) \leq C\left(C_{\mathcal{A D}}^{1}+C_{\mathcal{A D}}^{2}\right)\left\|g \mid \tilde{l}_{r, \infty}^{s_{1}, A}\left(\mathbb{R}^{n}\right)\right\|\left(M_{\sigma_{8}}^{\rho} f(z)+M_{\sigma_{10}}\left(M_{\sigma_{9}}^{\rho} f\right)(z)\right) \tag{11}
\end{equation*}
$$

Thus, thanks to the boundedness of fractional and Hardy-Littlewood maximal functions, we obtain

$$
\begin{equation*}
\left\|\left.R_{A}(g, T) f\left|L_{q_{1}}\left(\mathbb{R}^{n}\right)\left\|\leq C\left(C_{\mathcal{A D}}^{1}+C_{\mathcal{A D}}^{2}\right)\right\| g\right|\right|_{r, \infty} ^{s_{1}, A}\left(\mathbb{R}^{n}\right)\right\|\left\|f \mid L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\| \tag{12}
\end{equation*}
$$

In the second case of part $b$ ), Theorem 11.2 provide the pointwise estimate

$$
R_{A}(g, T) f(x) \leq C\left(C_{\mathcal{A D}}^{1}+C_{\mathcal{R} \mathcal{A D}}^{2}\right)\left\|g\left|\tilde{b}_{\infty, \infty}^{s_{1}, A}\left(\mathbb{R}^{n}\right) \| \int_{\mathbb{R}^{n}}\right| y-\left.x\right|^{n(\rho-1)}|f(y)| d y\right.
$$

implying (12) too due to the boundedness property of the potential operator. Therefore, to prove the second inequality of part b), it is sufficient to observe that Theorem 10.3 provide the embedding $X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right) \subset \tilde{l}_{r, \infty}^{s_{1}, A}\left(\mathbb{R}^{n}\right)$. Eventually, with the aid of Theorem 10.2, we see that, thanks to its Lebesgue regularity, $R_{A}(g, T) f$ is such a representative of the class $R_{A}(g, T) f+\mathcal{P}_{B}$ that is also in $\left.Y_{p_{1}, q, a_{1}}^{\lambda, D_{1}^{*}}\left(\mathbb{R}^{n}\right)\right)$. Due to part $a$ ), this observation finishes the proof. $\mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.

Using Theorem 10.3 , we obtain the following corollary.
Corollary 7.2. Let $A_{1}$ and $A_{2}$ be valid with $\gamma+u^{-1}>r^{-1},(\lambda+\beta) / n+\gamma-$ $(\min (r, q))^{-1}+a^{-1}>0$, as well as one of the following groups of conditions:
i) $\zeta=u, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $\gamma^{-1}+u^{-1}>q^{-1}$;
ii) $\zeta=\min (u, q), \zeta^{-1}+w_{2}^{-1}<1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$.

Assume also that either $w_{2}=\infty, a_{1}<1$, or $a_{1}=1$. Let a supersingular integral operator $T$ of strong type $\left(\tilde{l}_{\sigma, 1}^{\beta}\left(\mathbb{R}^{n}\right), L_{\sigma}\left(\mathbb{R}^{n}\right)\right)$ be in the classes $\mathcal{A} \mathcal{D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right)$, $\mathcal{A D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right)$ and $\mathcal{R} \mathcal{A} \mathcal{D}_{y}\left(L_{\sigma_{2}}, w_{2}, l_{\infty}, \lambda_{4}, \lambda_{5}, \emptyset\right)$, which definitions use constants $\delta_{0}, \delta_{1}, \delta_{2}$ correspondingly satisfying
$\bigcup_{w \in Q_{t}(z)} Q_{t \max \left(\delta_{0}, \delta_{1}\right)}(w) \subset Q_{t \delta}(z) \subset \bigcap_{w \in Q_{t}(z)} Q_{t \delta_{2}}(w)$ for some $\delta>0$ and any $Q_{t}(z) \subset \mathbb{R}^{n}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta+n \gamma, A}\left(\mathbb{R}^{n}\right)\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, D_{i}^{*}}\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta+n \gamma, A}\left(\mathbb{R}^{n}\right)\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta+n \gamma, A}\right\|$ for $p_{1} \lambda \leq n$ and one of the following groups of conditions to be valid:
$\left.b_{i}\right) p_{0}^{-1}+\lambda / n \geq p_{1}^{-1}, n / r \in\left(\lambda_{4}, \lambda_{2}\right), \zeta^{-1}+p_{0}^{-1}+\left(\min \left(\sigma_{1}, \sigma_{2}\right)^{-1}<1+(\lambda+\beta) / n\right)$, $(\lambda+\beta) / n+w_{1}^{-1}>\zeta^{-1} ;$
$b_{i i} r=w_{1}=w_{2}=\sigma_{1}=\sigma_{2}=\infty, \lambda_{2}=\lambda_{4}=0$ and $p_{0}^{-1}-p_{2}^{-1} \in(0,1)$.

Theorem 7.3. Let $A_{1}$ and $A_{2}$ be valid with $\gamma=0$ and either $r<\infty$, or $r=q=\infty$, as well as one of the following groups of conditions:
i) $\zeta=r, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$;
ii) $\zeta=\min (r, q), \zeta^{-1}+w_{2}^{-1}<1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$.

Assume also that either $w_{2}=\infty, a_{1}<1$, or $a_{1}=1$. Let a supersingular integral operator $T$ of strong type $\left(\tilde{l}_{\sigma, 1}^{\beta}\left(\mathbb{R}^{n}\right), L_{\sigma}\left(\mathbb{R}^{n}\right)\right)$ be in the classes $\mathcal{A D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right)$, $\mathcal{A D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right)$ and $\mathcal{R} \mathcal{A} \mathcal{D}_{y}\left(L_{\sigma_{2}}, w_{2}, l_{\infty}, \lambda_{4}, \lambda_{5}, \emptyset\right)$, which definitions use constants $\delta_{0}, \delta_{1}, \delta_{2}$ correspondingly satisfying
$\bigcup_{w \in Q_{t}(z)} Q_{t \max \left(\delta_{0}, \delta_{1}\right)}(w) \subset Q_{t \delta}(z) \subset \bigcap_{w \in Q_{t}(z)} Q_{t \delta_{2}}(w)$ for some $\delta>0$ and any $Q_{t}(z) \subset \mathbb{R}^{n}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, D_{1}^{*}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$ and $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\|\right| \mid \tilde{\bar{l}}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$ for $p_{1} \lambda \leq n$ and one of the following groups of conditions to be valid:
$\left.b_{i}\right) p_{0}^{-1}+\lambda / n \geq p_{1}^{-1}, n / r \in\left(\lambda_{4}, \lambda_{2}\right), \zeta^{-1}+p_{0}^{-1}+\left(\min \left(\sigma_{1}, \sigma_{2}\right)^{-1}<1+(\lambda+\beta) / n\right)$, $(\lambda+\beta) / n+w_{1}^{-1}>\zeta^{-1}$;
$\left.b_{i i}\right) r=w_{1}=w_{2}=\sigma_{1}=\sigma_{2}=\infty, \lambda_{2}=\lambda_{4}=0$ and $p_{0}^{-1}-p_{2}^{-1} \in(0,1)$.

The proof of Theorem 7.3 is conducted as that of Theorem 7.1 except for the following step: we use Hölder inequality and Theorem 11.4 instead of Theorems 11.3 and 11.4 to derive estimate (8) from relations $(1,2,4,7)$. Parts $c, d), g), h$ ) of Theorem 10.1 are employed instead of $a), b), e), f)$ respectively. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

Remark 8. Conditions on the relation between parameters $q$ and $p_{1}$ in the conditions of the results of this section can be relaxed due to Theorem 6.1 and the next lemma proved similarly to estimating $I_{1}+I_{2}$ in the proof of Theorem 7.1.

Lemma 7.4. For $0 \leq i \leq 1,0 \leq j \leq 3, w_{i}, \sigma_{i} \in[1, \infty], \lambda_{j} \in \mathbb{R}, s>0, A, B, D \subset \mathbb{N}_{0}^{n}$, $|B|<\infty$ and a function $g \in \tilde{b}_{\infty, \infty}^{s, A}\left(\mathbb{R}^{n}\right)$, assume $A \subset \dot{D}_{s}^{*}, A+D \subset B, \lambda_{1}-\lambda_{0}=\lambda_{3}-\lambda_{2}$, and integral operator $T$ is in $\mathcal{A D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right) \cap \mathcal{A D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right)$. Then one has $R_{A}(g, T) \in \mathcal{A D}_{y}\left(\min \left(w_{0}, w_{1}\right), L_{\min \left(\sigma_{0}, \sigma_{1}\right)}, l_{\infty}, \mu_{0}, \mu_{1}, B\right)$ for $\mu_{0}-\mu_{1}=\lambda_{0}-$ $\lambda_{1}+s, \mu_{0}=\min \left(\lambda_{0}+s-\lambda_{\max }(A), \lambda_{2}\right)$.

## 8. Convolution SSIO with anisotropic homogeneous kernels

In this section, we apply the results of the previous section to a convolution SSIO with a homogeneous kernel defined by a 0 -homogeneous function $\Omega$ contained in some Nikol'skii-type space on an annulus of the origin.

For $x \in \mathbb{R}^{n}$, let $|x|$ be either $|x|_{q}$, or $|x|_{q *}$. Here we consider approximation properties of the translation-invariant supersingular integral operators $T_{\Omega}^{\beta}$ of strong type $\left(l_{p_{0}, 1}^{\beta}, L_{p_{0}}\right)$ with the associated kernel $K_{\Omega}^{\beta}(x, y)=\Omega(x-y)|x-y|^{-(n+\beta)}$, where $\Omega$ is a 0 -homogeneous function $\Omega\left(r^{\gamma_{a}} x\right)=\Omega(x)$ for any $r \in \mathbb{R}_{+}$and a member of Nikol'skii space $B_{p, \infty}^{s_{0}}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)$ with some $\xi>1$.

Lemma 8.1. Assume $\beta, \lambda, s_{0}>0, p \in[1, \infty], T_{\Omega}^{\beta}$ is the operator described above. Then one has
a) $T \in \mathcal{A D}_{y}\left(w_{0}, L_{\sigma_{0}}, l_{\infty}, \lambda_{0}, \lambda_{1}, D\right)$ for $s_{0} / n+w_{0}^{-1}-p^{-1}>0, \sigma_{0} \leq p, \lambda_{1}-\beta=\lambda_{0} \leq s_{0}$, $D \supset D_{s_{0}}^{*}$;
b) $T \in \mathcal{A D}_{y}\left(w_{1}, L_{\sigma_{1}}, l_{\infty}, \lambda_{2}, \lambda_{3}, \emptyset\right)$ for $\max \left(w_{1}, \sigma_{1}\right) \leq p, \lambda_{3}-\beta=\lambda_{2} \leq 0$;
c) $T \in \mathcal{R} \mathcal{A} \mathcal{D}_{y}\left(L_{\sigma_{2}}, w_{2}, l_{\infty}, \lambda_{4}, \lambda_{5}, \emptyset\right)$ for $w_{2} \in(0, \infty], \sigma_{2} \leq p, \lambda_{5}-\beta=\lambda_{4} \geq 0$.

The proof of Lemma 8.1. In [64], the identity $B_{p, \infty}^{s_{0}}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)=\widetilde{B}_{p, \infty, w_{0}}^{s_{0}}\left(Q_{\xi}(0) \backslash\right.$ $\left.Q_{1}(0)\right)$ was established for $s_{0} / n+w_{0}^{-1}-p^{-1}>0$. One can also note that $|x|^{-(n+\beta)}$ is a bounded pointwise multiplier in this space. There are $k_{\xi} \in \mathbb{N}$ and $\delta, b>1$ satisfying

$$
\bigcup_{w \in Q_{b}{ }^{\left(k_{\xi}+1\right)}{ }_{\delta}(0) \backslash Q_{b^{k} \xi_{\delta}}(0)} Q_{b^{\left(k_{\xi}+1\right)}( }(w) \subset Q_{\xi}(0) \backslash Q_{1}(0)
$$

Therefore, with the aid of the following homogeneity observations

$$
\begin{aligned}
& \left\|\left.\Omega|\cdot|^{-(n+\beta)}\left|\widetilde{b}_{p, \infty, w_{0}}^{s_{0}}\left(Q_{r \xi}(w) \backslash Q_{r}(0)\right)\left\|=r^{-\left(n / p^{\prime}+\beta+s_{0}\right)}\right\| \Omega\right| \cdot\right|^{-(n+\beta)} \mid \widetilde{b}_{p, \infty, w_{0}}^{s_{0}}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)\right\|, \\
& \left\|\left.\Omega|\cdot|^{-(n+\beta)}\left|L_{p}\left(Q_{r \xi}(0) \backslash Q_{r}(0)\right)\left\|=r^{-\left(n / p^{\prime}+\beta\right)}\right\| \Omega\right| \cdot\right|^{-(n+\beta)} \mid L_{p}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)\right\| \text { for } r>0, w \in \mathbb{R}^{n},
\end{aligned}
$$ using designations of the proof of Theorem 7.1, we obtain that

$$
\begin{gathered}
w_{i}^{0}(t, z) \leq C\left\|\Omega \mid \widetilde{B}_{p, \infty, w_{0}}^{s_{0}}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)\right\| \text { for } \lambda_{0}=s_{0}, \lambda_{1}=s_{0}+\beta, \sigma_{0}=p \\
w_{i}^{1}(t, z) \leq C\left\|\Omega \mid L_{p}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)\right\| \text { for } w_{1}=\sigma_{1}=p, \lambda_{2}=0, \lambda_{3}=\beta \\
w_{i}^{2}(t, z) \leq C\left\|\Omega \mid L_{p}\left(Q_{\xi}(0) \backslash Q_{1}(0)\right)\right\| \text { for } w_{2}=\infty, \sigma_{2}=p, \lambda_{4}=0, \lambda_{5}=\beta
\end{gathered}
$$

The assertions of the lemma for the other values of the parameters of the $\mathcal{A D}$-classes under consideration follow from Remark 4. Q.E.D.

It the rest of this section, we use the following assumptions:
$A_{3}$ : for $\beta, \lambda, s_{0} \in(0, \infty), p \in(1, \infty], \gamma \geq 0, p_{0}, p_{1}, q, u, a \in(0, \infty], r \in[1, \infty], a_{1} \in$ $(0,1], B \subset \mathbb{N}_{0}^{n}$, assume $A+D_{s_{0}}^{*} \subset B,|B|<\infty, p_{2}^{-1}=p_{1}^{-1}-\lambda / n, a^{-1}+p^{-1} \leq 1, \zeta \geq 1$, $(\max (a, \zeta))^{-1}+p_{0}^{-1}+p^{-1}<1, \lambda \in\left(0, s_{0}\right) ;$
$A_{4}: A=D_{\beta}^{*}=\stackrel{\circ}{D_{\beta}^{*}}=\stackrel{\circ}{D_{\lambda+\beta}^{*}}$;
$A_{5}: \gamma=p_{0}^{-1}+r^{-1}-p_{1}^{-1}$;
$A_{6}:\left(q^{-1}-p_{1}^{-1}\right)_{+} \leq \gamma$.
This lemma, Theorems 7.1, 7.3 and Corollary 7.2 imply the following three assertions.

Corollary 8.2. Let $A_{3}, A_{4}, A_{5}$ and $A_{6}$ be valid, as well as one of the following groups of conditions:
i) $\zeta=u, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $X_{r, u, q, a}^{\lambda+\beta, \gamma, A}=b l_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)$;
ii) $\zeta=\min (u, q)>1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $X_{r, u, q, a}^{\lambda+\beta, \gamma, A}=l l_{r, u, q, a}^{\lambda+\beta, \gamma, A}\left(\mathbb{R}^{n}\right)$.

Assume also that $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\right)\|\leq C\| g\right| X_{r, u, q, a}^{\lambda+\beta,,, A}\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, \alpha_{1}}^{\lambda, D *}\right)\|\leq C\| g\right| X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| X_{r, u, q, a}^{\lambda+\beta, \gamma, A}\right\|$ for $p=r=\infty, p_{1} \lambda \leq n, p_{0}^{-1}-p_{2}^{-1} \in$ $(0,1)$.

Corollary 8.3. Let $A_{3}, A_{4}, A_{5}$ and $A_{6}$ with $(\lambda+\beta) / n+\gamma-(\min (r, q))^{-1}+a^{-1}>0$, $p_{0}^{-1}+u^{-1}>p_{1}^{-1}$ be valid, as well as one of the following groups of conditions:
i) $\zeta=u, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$ and $p_{0}^{-1}+u^{-1}+r^{-1}>p_{1}^{-1}+q^{-1}$;
ii) $\zeta=\min (u, q)>1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$.

Assume also that $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\right)\|\leq C\| g\right| \tilde{\lambda_{r, q, a}^{\lambda+\beta+n \gamma, A}}\left(\mathbb{R}^{n}\right)\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, \alpha_{1}}^{\lambda, D}\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta+n \gamma, A}\left(\mathbb{R}^{n}\right)\right\|$ and
 $p_{2}^{-1} \in(0,1)$.

Corollary 8.4. Let $A_{3}, A_{4}$ and $A_{5}$ with $\gamma=0$ and either $r<\infty$, or $r=q=\infty$ be valid, as well as one of the following groups of conditions:
i) $\zeta=r, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{b}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$;
ii) $\zeta=\min (r, q)>1, Y_{p_{1}, q, a_{1}}^{\lambda, B}=\tilde{l}_{p_{1}, q, a_{1}}^{\lambda, B}\left(\mathbb{R}^{n}\right)$.

Assume also that $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$. Then one has:
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, B}\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$;
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), Y_{p_{1}, q, a_{1}}^{\lambda, D_{1}^{*}}\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$ and $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| \tilde{l}_{r, q, a}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\right\|$ for $p=r=\infty, p_{1} \lambda \leq n, p_{0}^{-1}-p_{2}^{-1} \in$ $(0,1)$.

In particular, combining, correspondingly, each of corollaries 8.3, 8.4 and Theorem 10.4, we obtain the next two results.

Corollary 8.5. Let $A_{3}$ be valid, as well as $u \in(0, \infty]$, $s=\lambda+\beta+n\left(p_{0}^{-1}-p_{1}^{-1}+r^{-1}\right)$, $A=D_{\beta}^{*}=\stackrel{\circ}{D}{ }_{s}^{*}, p_{0}^{-1}-p_{1}^{-1}+u^{-1}>0,\left(\min \left(p_{1}, q\right)\right)^{-1} \leq p_{0}^{-1}+r^{-1}, s / n+r^{-1}+1 / p^{\prime}-$ $(\min (r, q))^{-1}>0, s \geq \lambda+\beta$, Ássume also that either $s / n-(\min (r, q))^{-1}+1>p_{0}^{-1}+p^{-1}$, or $\zeta^{-1}+p_{0}^{-1}+p^{-1}<1$, and that operator $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$. Then
for $\zeta=u, p_{0}^{-1}+u^{-1}+r^{-1}>p_{1}^{-1}+q^{-1}$, one has
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), b_{p_{1}, q}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$,
b) $\left\|\left.R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), b_{p_{1}, q}^{\lambda, D_{\lambda}^{*}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right|\right|_{r, q} ^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ if, in addition, $p=r=\infty, p_{1} \lambda \leq n$, $p_{0}^{-1}-p_{2}^{-1} \in(0,1) ;$
for $\zeta=\min (u, q)>1$, one has
c) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), l_{p_{1}, q}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$,
d) $\left\|\left.R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), l_{p_{1}, q}^{\lambda, D_{i}^{*}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right|\right|_{r, q} ^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ if, in addition, $p=r=\infty, p_{1} \lambda \leq n$, $p_{0}^{-1}-p_{2}^{-1} \in(0,1)$.

Corollary 8.6. Let $A_{3}, A_{4}$ and $A_{5}$ be valid with $\gamma=0$ and either $r<\infty$, or $r=q=\infty$, as well as $\zeta^{-1}+p_{0}^{-1}+p^{-1}<1+(\lambda+\beta) / n$ and $T \in\left\{T_{\Omega}^{\beta}, T_{\Omega}^{\beta *}\right\}$. Then for $\zeta=r$, one has
a) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), b_{p_{1}, q}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$,
b) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), b_{p_{1}, q^{2}}^{\lambda, D^{*}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ and $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ if, in addition, $p=r=\infty, p_{1} \lambda \leq n$, $p_{0}^{-1}-p_{2}^{-1} \in(0,1)$;
for $\zeta=\min (r, q)>1$, one has
c) $\left\|\left.R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), l_{p_{1}, q}^{\lambda, B}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right|\right|_{r, q} ^{s, A}\left(\mathbb{R}^{n}\right)\right\|$,
d) $\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), l_{p_{1}, q}^{\lambda, D^{*}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ and
$\left\|R_{A}(g, T)\left|\mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{2}}\left(\mathbb{R}^{n}\right)\right)\|\leq C\| g\right| l_{r, q}^{s, A}\left(\mathbb{R}^{n}\right)\right\|$ if, in addition, $p=r=\infty, p_{1} \lambda \leq n$, $p_{0}^{-1}-p_{2}^{-1} \in(0,1)$.

Remark 9. As was pointed out in the end of Section 7, one can use Lemmas 7.4, 8.1 and Theorem 6.1 to extend results of the current section.

## 9. Fractional derivatives. Optimality of the isotropic case

To see the optimality of the isotropic case $\gamma_{a}=(1, \ldots, 1)$, let us note that, under the conditions of Corollaries $8.2-8.4$, we have $0<\lambda<\gamma_{a \min }$, while one always has $\gamma_{a \min } \leq 1$.

Noting that, for $\lambda+\beta \leq \gamma_{a \min }$, the anisotropic fractional differentiation operator $|\mathrm{D}|^{\beta}$ with symbol $|\xi|_{2 *}^{\beta}, \beta>0$ is associated with the kernel of the form $\Omega_{\beta}(x-y)|x-y|^{-(n+\beta)}$, and that, in accordance with [52], $\Omega_{\beta}(x)$ is not equal to 0 on $\mathbb{R}^{n} \backslash\{0\}$ and is in $C^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$, we use Corollary 8.4 and Remark 7, c) to establish the following result.

Theorem 9.1. Assume $p_{0}, p_{1}, \theta \in[1, \infty), q \in[1, \infty), \beta, \lambda>0, \beta+\lambda \in\left(0, \gamma_{a \min }\right]$, $\lambda / n=p_{0}^{-1}-p_{1}^{-1}$. Then
a) the inclusion $|\mathrm{D}|^{\beta} M(g)-M(g)|\mathrm{D}|^{\beta} \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \hat{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$ implies $\left\|\left.g\left|\hat{l}_{\infty, \theta}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\|\leq C\|\right| \mathrm{D}\right|^{\beta} M(g)-M(g)|\mathrm{D}|^{\beta} \mid \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\right\| ;$
b) the inclusion $|\mathrm{D}|^{\beta} M(g)-M(g)|\mathrm{D}|^{\beta} \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)$ implies $\left\|\left.g\left|\tilde{b}_{\infty, \infty}^{\lambda+\beta,\{0\}}\left(\mathbb{R}^{n}\right)\|\leq C\|\right| \mathrm{D}\right|^{\beta} M(g)-M(g)|\mathrm{D}|^{\beta} \mid \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)\right\|$.

The situation with necessary conditions is essentially better with Lizorkin's Liouville fractional differentiation from Example 5.2 (with $\prod_{i=1}^{n} \alpha_{i} \neq 0$ ) thanks to Theorem 5.3.

Theorem 9.2. Let $p_{0}, p_{1}, \theta \in[1, \infty), \beta / \gamma_{a}=\alpha, q \in[1, \infty), \alpha \in(0, \infty)^{n}, A \subset \stackrel{\circ}{D}_{\left(\alpha, \gamma_{a}\right)}^{*}$, $\lambda / n=p_{0}^{-1}-p_{1}^{-1}$, and $g$ be a measurable function. Then
a) the inclusion $R_{A}\left(g, \mathrm{D}^{\alpha}\right) \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \tilde{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)$ implies
$\left\|g\left|\tilde{l}_{\infty, \theta}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\|\leq C\| R_{A}(g, T)\right| \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), \hat{l}_{p_{0}, \theta}^{\lambda, A}\left(\mathbb{R}^{n}\right)\right)\right\| ;$
b) the inclusion $R_{A}\left(g, \mathrm{D}^{\alpha}\right) \in \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)$ and Lebesgue-regularity of $R_{A}\left(g, \mathrm{D}^{\alpha}\right)$ imply
$\left\|g\left|\tilde{b}_{\infty, \infty}^{\lambda+\beta, A}\left(\mathbb{R}^{n}\right)\|\leq C\| R_{A}(g, T)\right| \mathcal{L}\left(L_{p_{0}}\left(\mathbb{R}^{n}\right), L_{p_{1}}\left(\mathbb{R}^{n}\right)\right)\right\|$.

A theorem of P. I. Lizorkin [43] shows that his variant of Riemann-Liouville differentiation (see Example $5.2, b)$ ) is of strong type $\left(l_{p, 2}^{\left(\alpha, \gamma_{a}\right)}\left(\mathbb{R}^{n}\right), L_{p}\left(\mathbb{R}^{n}\right)\right)$. But it is an object for a multilinear approximation which will be considered in a future article.

For $1 \leq i \leq n$, let $R_{i}$ be a Riesz transform described by the multiplier $x_{i} /|x|_{2 *}$ and $R^{\alpha}:=\prod_{i=1}^{n} R_{i}^{\alpha_{i}}$ for $\alpha \in \mathbb{N}_{0}^{n}$.

In the isotropic case, results of Sections 5, 8 imply the following extended answer to S . Hofmann's question mentioned in Introduction.

Theorem 9.3. For $\beta, \lambda>0, p \in(0, \infty), m \in \mathbb{N}_{0}, m<\beta<\beta+\lambda<m+1$ and $T \in\left\{R^{\alpha}|\mathrm{D}|^{\beta}\right\}_{1 \leq i \leq n}^{\alpha \in \mathbb{N}_{0}^{n}}$, the boundedness $|\mathrm{D}|^{\lambda} R_{D_{m}^{*}}(g, T) \in \mathcal{L}\left(L_{p}\left(\mathbb{R}^{n}\right)\right)$ is equivalent to the inclusion $|\mathrm{D}|^{\beta+\lambda} g \in B M O\left(\mathbb{R}^{n}\right)$. In particular, we have the following estimate:

$$
\left\|\left.|\mathrm{D}|^{\lambda}\left(R_{D_{m}^{*}}(g, T)\right)\left|\mathcal{L}\left(L_{p}\left(\mathbb{R}^{n}\right)\right)\|\asymp\|\right| \mathrm{D}\right|^{\gamma+\lambda} g \mid B M O\left(\mathbb{R}^{n}\right)\right\| .
$$

Let us note that, in particular, considering, for example, both $|\mathrm{D}|^{\beta} M(g)$ and $R_{D_{m}^{*}}\left(g,|\mathrm{D}|^{\beta}\right)$ as operators from $L_{p, 2}^{\beta}$ into $L_{p}$, we are approximating the inconvenient operator $|\mathrm{D}|^{\beta} M(g)$ by the linear combination of pseudodifferential operators with variable coefficients modulo compact residual $R_{D_{m}^{*}}\left(|\mathrm{D}|^{\beta}\right)$, when function $g$ is contained in BMO-Sobolev space.

These results reveal the following two differences between the case, when $T$ is a purely differential operator, for instance, $T=\sum_{|\alpha| \leq m} \mathrm{D}^{\alpha}, \Delta^{k}$, and operators like fractional differentiation. Firstly, Corollary 4.5 show that approximation properties of the residual operator is of a coercive nature for the former case: it does not depend on the Sobolev norm of $g$ but only on $\left\|S_{m} g \mid L_{p}\right\|$. But the necessary condition related to Hofmann's question shows that the latter case depends on the norm of $g$ in the $B M O$-Sobolev space. Secondly, the residuals of the former operators do not add smoothness in distinction with the residuals of the latter ones.

## 10. Some properties of function spaces

This section contains the auxiliary results pertaining to the theory of function spaces. The next theorem contains results in a generality sufficient for our purposes.

Theorem 10.1. For $s, \gamma \geq 0, p, q, u, a, a_{1} \in(0, \infty], \emptyset \neq D \subset \stackrel{\circ}{D}_{s}^{*}$ and $\beta \in D$, one has: a) $\left\|f\left|b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\|\asymp\| f\right| b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\right\|_{T}$;
b) $\left\|f\left|l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\|\asymp\| f\right| l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\right\|_{T}$;
c) $\left\|f\left|\widetilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\|\asymp\| f\right| \widetilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\right\|_{T}$;
d) $\left\|f\left|\widetilde{l_{p, q, a}^{s}, D}\left(\mathbb{R}^{n}\right)\|\asymp\| f\right| \widetilde{l_{p, q, a}^{s, D}}\left(\mathbb{R}^{n}\right)\right\|_{T}$;
e) $D^{\beta} \in \mathcal{L}\left(b l_{p, \gamma, u, a, a}^{s, \gamma}\left(\mathbb{R}^{n}\right), b b_{p, u, q, a}^{s-\left(\alpha, \gamma_{a}\right), \gamma,(D-\beta)+}\left(\mathbb{R}^{n}\right)\right)$ for a finite $a \leq u$;
f) $\mathrm{D}^{\beta} \in \mathcal{L}\left(b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right), b l_{p, u, q, a}^{s-\left(\alpha, \gamma_{a}\right), \gamma,(D-\beta)+}\left(\mathbb{R}^{n}\right)\right)$ for $a<\min (u, q, \infty)$;
g) $D^{\beta} \in \mathcal{L}\left(\widetilde{b_{p}^{s, q, a}} \bar{D}\left(\mathbb{R}^{n}\right), \widetilde{b}_{p, q, a}^{s-\left(\alpha, \gamma_{a}\right),(D-\beta)_{+}}\left(\mathbb{R}^{n}\right)\right)$ for a finite $a \leq p$;
h) $\mathrm{D}^{\beta} \in \mathcal{L}\left(\widetilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right), \widetilde{l}_{p, q, a}^{s-\left(\alpha, \gamma_{2}\right),(D-\beta)+}\left(\mathbb{R}^{n}\right)\right)$ for $a<\min (p, q, \infty)$;
i) $\widetilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right) \subset \widetilde{b}_{p, q, a_{1}}^{s, D}\left(\mathbb{R}^{n}\right)$ for a finite $a_{1} \leq \max (a, p)$;
k) $\widetilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right) \subset \widetilde{l_{p, q, a_{1}}^{s, D}}\left(\mathbb{R}^{n}\right)$ for either $a_{1} \leq a$, or $a_{1}<\min (p, q)$.

The proof of Theorem 10.1. Let us designate $\varepsilon=s-\lambda_{\max }(D)>0$ and $r:=\min (p, q, u, a, 1)$ and note that, thanks to Hölder inequality, we may assume $a \leq a_{1}$ in parts $i$ ), $k$ ) without real loss of generality. Immediate consequences of the definitions are

$$
\begin{gather*}
\left\|f\left|b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\|\leq\| f\right| b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\right\|_{T},\left\|f\left|l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\|\leq\| f\right| l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)\right\|_{T},  \tag{1}\\
\left\|f\left|\widetilde{b_{p, q, a}^{s, D}}\left(\mathbb{R}^{n}\right)\|\leq\| f\right| \widetilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\right\|_{T},\left\|f\left|\widetilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\|\leq\| f\right| \widetilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)\right\|_{T} . \tag{2}
\end{gather*}
$$

In the same time, Lemma 11.5 provides the key estimates

$$
\begin{equation*}
r^{-s} \mathcal{D}_{a_{1}}^{c}(r, w, f, A) \leq C\left(\mathcal{D}_{a_{1}}(r, w, f, A)+\left\|\left\{b^{-i \varepsilon}\left(r b^{-i}\right)^{-s} \mathcal{D}_{a}\left(r b^{-i}, w, f, A\right)\right\}_{i \in \mathbb{N}_{0}} \mid l_{r}\right\|\right) \tag{3}
\end{equation*}
$$

$$
\begin{align*}
r^{\left(\beta, \gamma_{a}\right)-s} \mathcal{D}_{a_{1}}\left(r, w, \mathrm{D}^{\beta} f,(A-\beta)_{+}\right) \leq & C\left(\mathcal{D}_{a_{1}}\left(r, w,\left\|\left\{b^{-i \varepsilon}\left(r b^{-i}\right)^{-s} \mathcal{D}_{a}\left(r b^{-i}, \cdot, f, A\right)\right\}_{i \in \mathbb{N}_{0}} \mid l_{r}\right\|, \emptyset\right)+\right. \\
& \left.+\mathcal{D}_{a}(r \kappa, w, f, A)\right) . \tag{4}
\end{align*}
$$

The rest of the proof is conducted in a routine way with the aid of $(3,4)$ and Hardy, Minkowski and Fefferman-Stein inequalities as is presented in [22]. Note that the cases $a_{1}=a$ and $\beta=0$ corresponds, respectively, to parts $\left.\left.a\right)-h\right)$ and $\left.\left.i\right), k\right) . \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.

Theorem 10.2. For $D_{s}^{*} \subset A \subset B \subset \mathbb{N}_{0}^{n},|B|<\infty, s, \gamma \geq 0, a \in[0, \infty)$ and $p, q \in(0, \infty]$, let the space $X_{p, q, a}^{s, D}$ be either $\tilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)$, or $\tilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)$. Then, for any function $f \in X_{p, q, a}^{s, B}$, there is a unique polynomial $p f \in \mathcal{P}_{B \backslash A}$ satisfying
a) $\left\|f-p f\left|X_{p, q, a}^{s, A}\|\leq C\| f\right| X_{p, q, a}^{s, B}\right\|$;
b) $p f=0$ if $f$ is Lebesgue-regular with respect to $\mathcal{P}_{A}$.

Remark 10. Part b) of Theorem 10.2 remains true with the requirement of Chebyshev regularity instead of Lebesgue one.

The proof of Theorem 10.2. Designations from the proof of Lemma 11.6 will be used. Let us begin with an attempt to find $p f$ for a fixed $f \in X_{p, q, a}^{s, B}$. Choosing $\kappa>0$ to satisfy $Q_{r}(w) \subset \bigcap_{z \in Q_{r}(z)} Q_{r \kappa}(z)$, we observe that, for any $w \in \mathbb{R}^{n}$ and $f$ from the Nikol'skii-type space $\tilde{b}_{p, \infty, a}^{s, B}\left(\mathbb{R}^{n}\right) \supset \tilde{b}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right) \cap \tilde{l}_{p, q, a}^{s, D}\left(\mathbb{R}^{n}\right)$, one has

$$
\begin{gather*}
r^{-s} \mathcal{D}_{a}(r, w, f, A) \leq C \mathcal{D}_{p}\left(r, w,(r \kappa)^{-s} \mathcal{D}_{a}(r \kappa, \cdot, f, A), \emptyset\right) \leq \\
\leq C r^{-n / a}\left\|f \mid \tilde{s}_{p, \infty, a}^{s, B}\left(\mathbb{R}^{n}\right)\right\| \xrightarrow{r \rightarrow \infty} 0 . \tag{1}
\end{gather*}
$$

For $D \subset \mathbb{N}_{0}^{n}$ and any polynomial $\pi \in \mathcal{P}_{B}, \pi(x)=\sum_{\alpha \in B} c_{\alpha} x^{\alpha}$, let $p_{D} \pi(x)$ be its part $\sum_{\alpha \in B \cap D} c_{\alpha} x^{\alpha}$. Thus, due to Lemma 11.6, a), b), we have, for $t>t / b>r, b>1$ and $D=B \backslash A$,

$$
\begin{equation*}
\left\|p_{D} \pi_{t, w} f-p_{D} \pi_{t / b, w} f \mid L_{\infty}\left(Q_{r}(w)\right)\right\| \leq C(r / t)^{\lambda_{\min }(B \backslash A)} \mathcal{D}_{a}(t, w, f, B) \tag{2}
\end{equation*}
$$

Therefore, there exists $p_{D} f:=p_{D} \pi_{r, w} f+\sum_{i \in \mathbb{N}_{0}} p_{D}\left(\pi_{r b^{i+1}, w} f-\pi_{r b^{i}, w} f\right)$ uniformly on $Q_{r}(w)$ satisfying

$$
\begin{equation*}
\mathcal{D}_{a}\left(r, w, f-p_{D} f, A\right) \leq C\left(\mathcal{D}_{a}(r, w, f, B)+\left\|\left\{b^{-i \lambda_{\min }(B \backslash A)} \mathcal{D}_{a}\left(r b^{i}, w, f, B\right)\right\}_{i \in \mathbb{N}_{0}} \mid l_{\min (a, 1)}\right\|\right) . \tag{3}
\end{equation*}
$$

On one hand, $p_{D} f$ does not depend on $r$. On the other hand, for some $\kappa>0$ and any other $w_{1} \in \mathbb{R}^{n}$, there exists sufficiently big $r_{0}$ such that, for $t>r_{0}$, due to Lemma 11.6, a), c) and (2), we have $Q_{t \kappa}(w) \supset Q_{t}\left(w_{1}\right) \supset Q_{r}(w)$ and

$$
\begin{equation*}
\left\|p_{D}\left(\pi_{t, w} f-\pi_{t, w_{1}} f\right) \mid L_{\infty}\left(Q_{r}(w)\right)\right\| \leq C(r / t)^{\lambda_{\min }(B \backslash A)-s}(t \kappa)^{-s}\left(\mathcal{D}_{a}(t \kappa, w, f, B)\right. \tag{4}
\end{equation*}
$$

Thus, it can be seen from (1) that the right-hand side of (4) tends to 0 with $t \rightarrow \infty$, and $p_{D} f$ does not depend on $w$ too. With the aid of (3), we obtain, for $r=\min (p, q, a, 1)$,

$$
\begin{align*}
& r^{-s} \mathcal{D}_{a}\left(r, w, f-p_{D} f, A\right) \leq C\left(r^{-s} \mathcal{D}_{a}(r, w, f, B)+\right. \\
& \left.+\left\|\left\{b^{i\left(s-\lambda_{\min }(B \backslash A)\right)}\left(r b^{i}\right)^{-s} \mathcal{D}_{a}\left(r b^{i}, w, f, B\right)\right\}_{i \in \mathbb{N}_{0}} \mid l_{r}\right\|\right) \tag{5}
\end{align*}
$$

Applying Hardy and Minkowski inequalities to (5), we finish the proof of part a).
Under the conditions of part $b$ ), the norm $\left\|f \mid L_{u}\left(\mathbb{R}^{n}\right)\right\|$ is finite for some $u \in(0, \infty)$. Because the dimension of $\mathcal{P}_{B}$ is finite, we see from Lemma 11.6,b) that, for any $w \in \mathbb{R}^{n}$,

$$
\begin{align*}
& \left\|p_{D} \pi_{r, w}\left|L_{\infty}\left(Q_{r}(w)\right)\|\leq C\| \pi_{r, w}\right| L_{\infty}\left(Q_{r}(w)\right)\right\| \leq \\
& \leq C \mathcal{D}_{u}(r, w, f, \emptyset) \leq C r^{-n / u}\left\|f \mid L_{u}\left(\mathbb{R}^{n}\right)\right\| \xrightarrow{r \rightarrow \infty} 0, \tag{6}
\end{align*}
$$

while $p_{D} f=\lim _{r \rightarrow \infty} p_{D} \pi_{r, w} f$. It proves the theorem. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.
The next theorem is established in [65].

Theorem 10.3. [65] For $D \subset \mathbb{N}_{0}^{n},|D| \in(0, \infty)$, $s, \gamma \geq 0, a, u \in[0, \infty)$, $p, q \in(0, \infty]$, assume $\gamma+u^{-1}>p^{-1}$, s/n $+\gamma-(\min (p, q))^{-1}+a^{-1}>0$. Then the following relations take place:
a) $\widetilde{l}_{p, q}^{s+n \gamma, D}\left(\mathbb{R}^{n}\right)=l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$,
for $\gamma=0$ and $u>0$;
b) $\widetilde{l}_{p, \infty}^{s+n \gamma, D}\left(\mathbb{R}^{n}\right)=l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$ for $\gamma, u>0$;
c) $\widetilde{l}_{p, \infty}^{s+n \gamma, D}\left(\mathbb{R}^{n}\right)=b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$ for $\gamma, u>0, \gamma+u^{-1}>q^{-1}$;
d) $\widetilde{l}_{p, q}^{s+n \gamma, D}(v) \subset b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$ for $\gamma=0, u<\min (p, q)$;
e) $b_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right) \subset \widetilde{l_{p, q}^{s+n \gamma, D}}\left(\mathbb{R}^{n}\right)$ for $\gamma=0, q \leq u$.

The following theorem is a simple consequence of $[64,66,62]$.

Theorem 10.4. For $p, q, a \in(0, \infty], s>0, A \subset \mathbb{N}_{0}^{n},|A|<\infty$, let $s / n+(\max (a, 1))^{-1}>$ $\zeta^{-1}, A \supset D_{s}^{*}$. Then one has

$$
b_{p, q}^{s, A}\left(\mathbb{R}^{n}\right)=\tilde{b}_{p, q, a}^{s, A}\left(\mathbb{R}^{n}\right) \text { for } \zeta=p \text { and } l_{p, q}^{s, A}\left(\mathbb{R}^{n}\right)=\tilde{l}_{p, q, a}^{s, A}\left(\mathbb{R}^{n}\right) \text { for } \zeta=\min (p, q) \text {. }
$$

## 11. Auxiliary results

The first theorem here is proved by I. M. Gel'fand and G. E. Shilov.

Theorem 11.1. [29] Let $f \in \mathcal{D}^{\prime}$ be compactly supported. Then there are $m \in \mathbb{N}_{0}$, $\left\{f_{\alpha}\right\}_{|\alpha| \leq m} \subset L_{\infty}$ satisfying $f=\sum_{|\alpha| \leq m} M\left(f_{\alpha}\right) \mathrm{D}^{\alpha}$.

The next result is a well-known addition to Theorem 10.1.
Theorem 11.2. For $s>0$ and $A \subset{ }^{\circ} D_{s}^{*}$, space $\widetilde{b}_{\infty, \infty}^{s, A}\left(\mathbb{R}^{n}\right)$
a) possesses the following equivalent norm

$$
\left\|f\left|\widetilde{b_{\infty, \infty}^{s, A}}\left(\mathbb{R}^{n}\right) \|_{T}:=\sup _{x, y \in \mathbb{R}^{n}}\right| y-\left.x\right|^{-s}\left|f(y)-\sum_{\alpha \in A}(\alpha!)^{-1}(y-x)^{\alpha} \mathrm{D}^{\alpha} f(x)\right|,\right.
$$

b) and one has $\mathrm{D}^{\alpha} \in \mathcal{L}\left(\widetilde{b_{\infty}^{s, A}, \infty}\left(\mathbb{R}^{n}\right), \widetilde{b}_{\infty, \infty}^{s-\left(\alpha, \gamma_{\alpha}\right),(A-\alpha)_{+}}\left(\mathbb{R}^{n}\right)\right)$ for any $\alpha \in A$.

The following theorem is obtained in [65].
Theorem 11.3. [65] For $s, \gamma \geq 0, p_{0}, p_{1}, q, r \in(0, \infty), b>1$, let $\sigma^{-1}=\gamma+p_{1}^{-1} \geq$ $\left(\min \left(p_{1}, q\right)\right)^{-1}>0, \gamma=p_{0}^{-1}-p_{1}^{-1}+r^{-1}$. Then there is a constant $C>0$ satisfying, for
any functions $f, g$ measurable on $\mathbb{R}_{+} \times \mathbb{R}^{n}$,
a) $\left\|f g\left|L_{\left(p_{1}, q *\right)}\|\leq C\| M B_{p, q}^{\gamma} g\right| L_{r}\left(\mathbb{R}^{n}\right)\right\|\left\|A_{b}(f) \mid L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\|$,
b) $\left\|f g\left|L_{\left(q * p_{1}\right)}\|\leq C\| M L_{p, q}^{\gamma} g\right| L_{r}\left(\mathbb{R}^{n}\right)\right\|\left\|A_{b}(f) \mid L_{p_{0}}\left(\mathbb{R}^{n}\right)\right\|$,
where $A_{b}(f)(x)=\sup _{x \in Q_{b t}(y)}^{t>0}\left\|f(t, \cdot) \mid L_{\infty}\left(Q_{b t}(y)\right)\right\|$.
The last assertion contains the results on the boundedness of fractional and HardyLittlewood maximal functions.

Theorem 11.4. For $s \geq 0, a, p, q \in(0, \infty]$, let $p^{-1}=s+q^{-1}$ and either $a<p<\infty$, or $a^{-1}=p^{-1}=s$. Then one has

$$
\left\|M_{a}^{s} f\left|L_{q}\left(\mathbb{R}^{n}\right)\|\leq C\| f\right| L_{p}\left(\mathbb{R}^{n}\right)\right\|
$$

The rest of this section is constituted of results proved with the aid of ideas utilized in [27, 67, 22].

For $A \subset \mathbb{N}_{0}^{n}, a \in(0, \infty], Q_{r}(w) \subset \mathbb{R}^{n}$, we assume that $\pi_{r, w}=\pi_{r, w, A}$ is a (non-linear) approximation operator from $L_{a}\left(Q_{r}(w)\right)$ onto $\mathcal{P}_{A}$ satisfying $r^{-n / a}\left\|f-\pi_{r, w} f \mid L_{a}\left(Q_{r}(w)\right)\right\| \leq$ $(1+\varepsilon) \mathcal{D}_{a}(r, w, f, A)$ for some $\varepsilon>0$. Let also $\left\|\pi\left|Q_{r}(w) \|_{*}:=\sum_{\alpha \in A}\right| a_{\alpha} \mid r^{\left(\alpha, \gamma_{a}\right)}\right.$.

Lemma 11.5. For $a, a_{1} \in(1, \infty], s>0, b>1, \beta \in \mathbb{N}_{0},\{\alpha \in A: \alpha \geq \beta\} \neq \emptyset$, $f \in \tilde{b}_{p, q, a}^{s, A}\left(\mathbb{R}^{n}\right) \cap \tilde{l}_{p, q, a}^{s, A}\left(\mathbb{R}^{n}\right)$ and $\left(\beta, \gamma_{a}\right)<s$, the following estimates hold:
a) $\mathcal{D}_{a_{1}}^{c}(r, w, f, A) \leq C\left(\mathcal{D}_{a_{1}}(r, w, f, A)+\left\|\left\{b^{\lambda_{\max }(A) i} \mathcal{D}_{a}\left(r b^{-i}, w, f, A\right)\right\}_{i \in \mathbb{N}_{0}} \mid l_{\min \left(a_{1}, 1\right)}\right\|\right)$;
b) $\mathcal{D}_{a_{1}}\left(r, w, \mathrm{D}^{\beta} f,(A-\beta)_{+}\right) \leq C r^{-\left(\beta, \gamma_{a}\right)}\left(\mathcal{D}_{a_{1}}\left(r, w,\left\|\left\{b^{i\left(\beta, \gamma_{a}\right)} \mathcal{D}_{a}\left(r b^{-i}, \cdot, f, A\right)\right\}_{i \in \mathbb{N}} \mid l_{1}\right\|, \emptyset\right)+\right.$ $\left.+\mathcal{D}_{a}(r \kappa, w, f, A)\right)$, where $Q_{r \kappa}(w) \supset \bigcup_{z \in Q_{r}(w)} Q_{r}(z)$.

The proof of Lemma 11.5. To prove part $a$ ), we note that

$$
\begin{equation*}
f(x)-T_{A}(x, w, f)=f(x)-\pi_{r, w} f(x)+\sum_{\alpha \in A}(x-w)^{\alpha} / \alpha!\sum_{k \in \mathbb{N}_{0}} \mathrm{D}^{\alpha}\left(\pi_{b^{-k} r, w} f-\pi_{b^{-k-1}} r, w\right)(x) . \tag{1}
\end{equation*}
$$

Thus, a rough estimate $\left\|(\cdot-w)^{\alpha} \mid L_{\infty}\left(Q_{r}(w)\right)\right\| \leq C r^{\left(\alpha, \gamma_{a}\right)}$ and Lemma 11.6, a), c) prove a). To consider $b$ ), we need a counterpart of (1) at each point $x$ instead of $w$ :

$$
\begin{align*}
& \mathrm{D}^{\beta}\left(f-\pi_{r, w} f\right)(x)=\sum_{k \in \mathbb{N}_{0}} \mathrm{D}^{\beta}\left(\pi_{b-k_{r, x}} f-\pi_{b-k-1_{r, x}} f\right)(x)+ \\
& \quad+\mathrm{D}^{\beta}\left(\pi_{r, x} f-\pi_{r \kappa, w} f\right)(x)+\mathrm{D}^{\beta}\left(\pi_{r \kappa, w} f-\pi_{r, w} f\right)(x), \tag{2}
\end{align*}
$$

which is true thanks to Corollary 11.7. Another application of Lemma 11.6, a), c) to (2) is followed by the pointwise estimate implying part b):

$$
\begin{equation*}
\left|D^{\beta}\left(f-\pi_{r, w} f\right)(x)\right| \leq C \sum_{k \in \mathbb{N}_{0}}\left(b^{i} / r\right)^{\left(\beta, \gamma_{a}\right)} \mathcal{D}_{a}\left(r b^{-i}, x, f, A\right)+\mathcal{D}_{a}(r \kappa, w, f, A) . \mathcal{Q} . \mathcal{E} . \mathcal{D} . \tag{3}
\end{equation*}
$$

Lemma 11.6. Assume $a \in(0, \infty], \kappa>1, \beta \in N_{0}^{n}$. Then, for any $Q_{r}(w) \subset Q_{t}(z)$, $t \leq \kappa r$, one has
a) $\left\|\pi_{r, w} f-\pi_{t, z} f \mid L_{\infty}\left(Q_{r}(w)\right)\right\| \leq C(\kappa, a) \mathcal{D}_{a}(t, z, f, A)$;
b) $\left\|\pi\left|Q_{r}(w)\left\|_{*} \asymp\right\| \pi\right| L_{a}\left(Q_{r}(w)\right)\right\|$ for any $\pi \in \mathcal{P}_{A}$;
c) $\left\|\mathrm{D}^{\alpha} \pi\left|L_{\infty}\left(Q_{r}(w)\right)\left\|\leq C(\alpha, a) r^{-\left(n / a+\left(\alpha, \gamma_{a}\right)\right)}\right\| \pi\right| L_{a}\left(Q_{r}(w)\right)\right\|$ for any $\pi \in \mathcal{P}_{A}$.

Corollary 11.7. Assume $s, \varepsilon>0, \beta \in A \subset \mathbb{N}_{0}^{n},|A|<\infty, a \in(0, \infty],\left(\beta, \gamma_{a}\right)<$ s. Then, at any point $x \in \mathbb{R}^{n}$ with $\sup _{r \in(0, \varepsilon)} r^{-s} \mathcal{D}_{a}(r, x, f, A)<\infty$, there exists Peano derivative $\lim _{r \rightarrow 0} \mathrm{D}^{\beta} \pi_{r, x} f(x)$ coinciding with the ordinary and generalized ones.

## CHAPTER 3

## Banach-valued functions

## 1. Introduction

In this chapter ${ }^{1}$, we study the opportunity of the bounded extension of linear and sub-linear anisotropic singular operators, which are bounded from one of the vector-valued anisotropic spaces of Besov, Lebesgue, Lizorkin-Triebel or Lorentz type into another. After [5], where the "lower case" of extrapolation towards Hardy-Lorentz and Lorentz spaces was considered, it is its complemention developing universal approach presented in $[\mathbf{1}]$ and based, in particular, on the introduction of $\mathcal{A D}$-classes of singular integral operators. In the classical vector-valued Calderon-Zygmund theory the case of extrapolation towards $B M O$ has been studied relatively recently in [69]. An account on previous developments related to our results (but not presented here) and comparisons with known sufficient conditions can be found in Chapters I,II and $[1,5]$.

Statements contained here generalize and add to results of $[6,2,3,14,15,70,71$, 69, 72, 7] and have the following distinctive features, even in the isotropic setting:
a) a wide range of the couples $(X, Y)$ of Banach-valued anisotropic spaces is considered, for which $T$ admits the extension $T \in \mathcal{L}(X, Y)$;
b) an inhomogeneity of the dependence on some parameter is revealed;
c) results are sharp in a sense;
d) the results established include "weak" (in the sense of [69]) variants of sufficient conditions;
e) duality considerations are used on particular occasions only;
$f$ ) the usage of the interpolation theory during consideration of intermediate couples of spaces is very limited;
$g$ ) we obtain results which are "off-diagonal" by summability and other parameters covering, in particular, boundedness properties of the operators of potential type.

[^1]In [73](1988), Nakai and Yabuta relaxed the sufficient conditions for the boundedness of isotropic SIOs from a Morrey-Campanato, or a Lipschitz space of generalized smoothness (including the case of the ordinary power smoothness $<1$ ) of scalar-valued functions into another such space established by Peetre ([74], 1966). Their sufficient conditions were formulated in the style of [69] with the addition of an orthogonality requirement. Later in $[\mathbf{7 5}, \mathbf{7 6}, \mathbf{7 7}]$ (1987-88), they found sufficient conditions on the kernel of an operator $T$ bounded in a Lebesgue space for the existence of its bounded extension on isotropic Besov and Lizorkin-Triebel spaces of generalized smoothness covering arbitrary power one. Their conditions were written in terms of an estimate of the residual of an appropriate Taylor expansion of its kernel $K(x, y)$ by the variable $x$, and, similarly to our settings, they were different in the cases of integer and fractional power smoothness. In the most general form, their conditions were used by K. Yabuta in [77]: for $1 \leq r \leq \infty$,

$$
\begin{equation*}
\left(\int_{A(z, d)}\left|K(x, y)-\sum_{|\alpha| \leq l} \partial_{x}^{\alpha} K(z, y) \frac{(x-z)^{\alpha}}{\alpha!}\right|^{r} d y\right)^{1 / r} \leq C d^{-d / r^{\prime}}\left(\frac{|x-z|}{d}\right)^{l} \omega\left(\frac{|x-z|}{d}\right) \tag{*}
\end{equation*}
$$

with $A(z, d)=\{y: d \leq|y-z| \leq 2 d\}, d>0$, and positive and nondecreasing $\omega$ satisfies $\int_{0}^{1} \omega \frac{d t}{t}<\infty$. Condition (*) implies inclusion in our class (see Def. 2.4) $\mathcal{A} \mathcal{D}_{y}\left(L_{r}, \infty, l_{1}, l, l, D_{l}\right)$, where $D_{s}=\left\{\alpha \in \mathbb{N}_{0}^{n}:|\alpha| \leq s\right\}$ (in the isotropic case).

In Subsection 3.1, we use a different approach relying on proper decompositions of the operators under consideration and properties of functions spaces involved to obtain counterparts of these results and their extensions in our settings.

Progress in the study of the diagonal case (for example, $T: L_{p} \rightarrow L_{q}$ with $p=q$ ) of SIOs with operator-valued kernels was made in the form of an extension scheme as the tensor product $T \otimes I d$ of an SIO $T$ with a scalar-valued kernel in the works of Benedek, Calderón, and Panzone [70] and Bourgain [71]. Bourgain considered an extension of $T$ to Bochner-Lebesgue spaces of functions with the values in a UMD space with unconditional basis. A perfect form of this case was obtained in the study of Rubio de Francia, Ruiz, and Torrea [69], which is rich in applications. Their study includes the range of Banachvalued spaces of nonsmooth functions including Bochner-Lebesgue spaces and $H_{1}\left(\mathbb{R}^{n}, A\right)$, $\left.L_{1}\left(\mathbb{R}^{n}, A\right), L_{1, \infty}\right)\left(\mathbb{R}^{n}, A\right), L_{\infty}\left(\mathbb{R}^{n}, A\right)$ and BMO$)\left(\mathbb{R}^{n}, A\right)$ and contains sufficient conditions for the boundedness of SIOs that are expressed in difference terms (as in the Hörmander condition) and are equivalent to the inclusion in the classes $\mathcal{A D}_{z}\left(L_{q}, \infty, l_{1}, 0,0,\{0\}\right)$ and
$\mathcal{A} \mathcal{D}_{z}^{\omega *}\left(L_{q}, \infty, l_{1}, 0,0,\{0\}\right)$, defined in Section 2, where $z=x$ for the "lower" case (i.e., for the extrapolation to the $\left(H_{1} \rightarrow L_{1}\right)$ or ( $L_{1} \rightarrow L_{1, \infty}$ ) boundedness) and $z=y$ for the "upper" case (i.e., for the extrapolation to the ( $L_{\infty} \rightarrow \mathrm{BMO}$ ) boundedness).

In Subsection 3.2, we generalize results from [70, 71, 69], providing also some additions to Subsection 3.1, by means of an appropriate modification of the corresponding approach from [69] involving, in particular, some new tools to avoid some "underwater rocks" connected with the usage of R. Fefferman-Stein-Strömberg type inequalities.

In Section 6, we study the opportunity of the bounded extension of anisotropic subadditive singular operators (SO) which are bounded from one of the vector-valued anisotropic spaces of Lebesgue type into Bochner-Marcinkiewicz spaces.

An account on the previous closest developments related to our results (but not presented here) and comparisons with known sufficient conditions can be found in $[4,78]$ and Chapter I. Let us comment shortly on the recent development.

Hebisch [79] applied a method for deriving estimates that were based on the homogeneity of the Hardy-Littlewood maximal function. Later, Duong, $\mathrm{M}^{\mathrm{c}}$ Intosh, and Robinson $[4,80]$ obtained new sufficient conditions for weak ( 1,1 )-type estimate for an operator $T$ of strong type $(p, p), p \in(1, \infty)$. Their conditions are formulated in terms of global approximation, and the proof is based on the Hebisch technique and an analogue of the Harnack inequality. In $[5, \mathbf{1}]$, both the usage of the Harnack inequality was excluded and the role of $p$-convexity and local approximation was investigated. $\mathcal{A D}$ and $\mathcal{A A D}$ classes introduced there (playing the same role as Hörmander condition in the CalderónZygmund theory) permitted to cover the extrapolation to Hardy-Lorentz, Lorentz, Besov and Lizorkin-Triebel anisotropic spaces of vector-valued functions. Another direction of the development was undertaken by Blunck and Kunstmann who found an opportunity to show weak $(p, p)$-type of a (nonintegral) operator of strong $(\theta, \theta)$-type with $p \in(1, \theta)$ which did not possess weak (1,1)-type. They used a Calderón-Zygmund decomposition of an $L_{p}$-function for $p>1$. A counterpart of Blunck and Kunstmann's approach suitable for the extrapolation of Kato's Square Root operator and involving an analog of the Calderón-Zygmund decomposition for a function from isotropic seminormed Sobolev space was considered by Auscher in [81]. One should note that the last two articles are dealing
with the , diagonal" by summability case only, i.e. with operators from $L_{p}$ or from $w_{p}^{l}$ into $L_{q}$ with $p=q$, with isotropic spaces of scalar-valued functions and with linear operators.

## 2. Definitions and designations

In this section, we introduce, in a general form, the notations of the thesis work related to the setting of Banach-valued functions belonging to anisotropic function spaces.

Let $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ be the sets of natural, integer and real numbers respectively, $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, $\mathbb{R}_{+}=(0, \infty)$. If $p \in(0, \infty]$, then let its conjugate be $p^{\prime}:=\left(1-(\max (p, 1))^{-1}\right)^{-1}$. For $t \in(0, \infty]$, assume $l_{t}$ to be the (quasi) normed space of the sequences $\left\{\alpha_{i}\right\}$ with the bounded (quasi)norm $\left\|\left\{\alpha_{i}\right\} \mid l_{t}\right\|=\left(\sum_{i}\left|\alpha_{i}\right|^{t}\right)^{1 / t}$ for $t \neq \infty$, or $\left\|\left\{\alpha_{i}\right\}\left|l_{\infty} \|=\sup _{i}\right| \alpha_{i} \mid ; c_{0}=\left\{\left\{\alpha_{i}\right\}_{i} \in\right.\right.$ $\left.l_{\infty}: \lim _{|i| \rightarrow \infty}\left|\alpha_{i}\right|=0\right\}$. Let $l_{t}^{0}$ be $l_{t}$ for $t \in(0, \infty)$ and $l_{\infty}^{0}:=c_{0}$.

For a Banach space $A, A^{*}$ denotes the adjoint to $A$, and, for $g \in A^{*}, a \in A$, the corresponding bilinear form is $g(a)=(g, a)$. Let also $\|\cdot \mid A\|=\|\cdot\|_{A}$ be the norm of $A$. For (quasi) Banach spaces $A, B$, let $\mathcal{L}(A, B)$ be the space of all linear continuous operators from $A$ into $B, \mathcal{L}(A):=\mathcal{L}(A, A)$. For a (quasi)(semi)normed space $A$ and its closed subspace $A_{1}$, we designate by means of $N(A)$ and $A / A_{1}$ its null-space $\{y \in A:\|y \mid A\|=0\}$ and its factor-space by $A_{1}$ respectively. Let us recall that a Banach space $A$ possesses RadonNikodim property, if the theorem with the same name is valid for $A$-valued measures. For a measure space $(E, \mu)$, the symbol $M(E)$ denotes the space of all real-valued functions measurable on $E$ by the measure $\mu$. Let us recall that an ideal space (structure, lattice) $X(E)$ is a Banach function space embedded into $M(E)$ and satisfying the property

$$
|f| \leq|g|, g \in X(E) \Longrightarrow f \in X(E),\|f|X(E)\|\leq\| g| X(E)\| .
$$

For a subset $G \subset \mathbb{R}^{n}$ measurable by a $\sigma$-additive measure on $\mathbb{R}^{n}$, the symbol $X(G, A)$ means some subspace of the space of the strongly measurable functions $f: G \rightarrow A$ with finite (quasi)norm $\left\|f\left|X(G, A)\|:=\|\|f\|_{A}\right| X(G)\right\|$, where $X(G)$ is an ideal space of functions on $G, X(G)=X(G, \mathbb{R})$. In particular, for $p, q \in(0, \infty]$, $L_{p, q}(G, A)$ is the Bochner-Lorentz space with the (quasi)norm $\left\|f\left|L_{p, q}(G, A)\|=\|\|f\|_{A}\right| L_{p, q}(G)\right\|$. Sometimes we shall omit parameters $G$, or $A$ in the absence of ambiguity. Let $\Psi$ be a set. Then, for an arbitrary space $X\left(\mathbb{N}_{0} \times \Psi\right)$ of functions on $\mathbb{N}_{0} \times \Psi$, we assume that function $f=f(i, \psi)$, $i \in \mathbb{N}_{0}, \psi \in \Psi$ is in $X_{\text {log }}\left(\mathbb{N}_{0} \times \Psi\right)\left(X_{\text {sup }}\left(\mathbb{N}_{0} \times \Psi\right)\right)$ if the function $f^{\prime}(i, \psi):=\sum_{k \geq i} f(k, \psi)$ $\left(f^{\prime}(i, \psi):=\sup _{k \geq i} f(k, \psi)\right)$ is contained in $X\left(\mathbb{N}_{0} \times \Psi\right)$; similarly $f \in X_{d l o g}\left(\mathbb{N}_{0} \times \Psi\right)$ if
$f^{\prime}(i, \psi):=\sum_{k \geq i}(k-i+1) f(k, \psi)$ is in $X\left(\mathbb{N}_{0} \times \Psi\right)$ (see remark 4). By means of $M(\Omega, \mu, A)$, we designate the space of all Bochner-measurable $A$-valued functions defined on the measure space $(\Omega, \mu), M(\Omega, \mu):=M(\Omega, \mu, \mathbb{R}), M=M\left(\mathbb{R}^{n}, d x, \mathbb{R}\right)$ ( $d x$ is Lebesgue measure).

We introduce the class $H L=H L(\Omega, \mu)$ of all ideal spaces, in which the maximal operator $f \mapsto\left(M|f|^{\sigma}\right)^{\sigma^{-1}}$ for some $\sigma \in(0, \infty]$. Let $|E|$ and $|D|$ be, correspondingly, the Lebesgue measure $\int \chi_{E}(x) d x$ of $E \subset \mathbb{R}^{n}$ and the number of the elements of $D \subset \mathbb{N}_{0}^{n}$. For a function $f \in M(\Omega, \mu)$, one has $\sigma(f, t):=|\{x:|f(x)|>t\}|$, and $f^{*}$ means the nonincreasing right-continuous rearrangement of $f$.

For two sequences $\alpha=\left\{\alpha_{i}\right\}_{i \in \mathbb{Z}}, \beta=\left\{\beta_{i}\right\}_{i \in \mathbb{Z}}$, their convolution is understood to be $\delta=\left\{\delta_{i}\right\}_{i \in \mathbb{Z}}=\alpha * \beta, \delta_{l}=\sum_{i \in \mathbb{Z}} \alpha_{l-i} \beta_{i}$.

The anisotropy of $\mathbb{R}^{n}$ is characterized by means of anisotropy vector $\gamma_{a} \in \mathbb{R}_{+}^{n},\left|\gamma_{a}\right|=n$, which we suppose to be fixed. It generates $\gamma_{a}$-distance $\rho_{\gamma_{a}}(x, y):=|x-y|_{\gamma_{a}}$ with $|x|_{\gamma_{a}}:=$ $\max _{1 \leq i \leq n}\left|x_{i}\right|^{1 /\left(\gamma_{a}\right)_{i}},|x+y|_{\gamma_{a}} \leq c_{\gamma_{a}}\left(|x|_{\gamma_{a}}+|y|_{\gamma_{a}}\right)$.
We assume the presence of the partial order $\alpha \leq \beta \stackrel{\text { def }}{\Longleftrightarrow} \alpha_{i} \leq \beta_{i}, i=1, \ldots, n$ in $\mathbb{N}_{0}^{n}$. Let $Q_{0}:=[-1,1]^{n}$ and $Q_{t}(z):=z+t^{\gamma_{a}} Q_{0}$ for $t>0, z \in \mathbb{R}^{n}$. For $\gamma>0$ and a finite $D \subset \mathbb{N}_{0}^{n}$, let us denote $D_{\gamma}^{*}:=\left\{\alpha: \alpha \in \mathbb{N}_{0}^{n},\left(\alpha, \gamma_{a}\right) \leq \gamma\right\}, \lambda_{\max }(D)=\max _{\alpha \in D}\left(\alpha, \gamma_{a}\right)$, $\lambda_{\text {min }}(D)=\min _{\alpha \in D}\left(\alpha, \gamma_{a}\right)$, for $\alpha \in \mathbb{N}_{0}^{n} \stackrel{\square}{D}_{\alpha}=\left\{\beta: \alpha \geq \beta \in \mathbb{N}_{0}^{n}\right\}, \partial D=\{\alpha: \alpha \in D, \alpha$ is maximal in $D(\beta \in D, \beta \geq \alpha \Rightarrow \beta=\alpha)\}$. For the sake of the shift invariance of any space $\mathcal{P}_{D}=\mathcal{P}_{D}(A):=\left\{\sum_{\alpha \in D} c_{\alpha} x^{\alpha}: c_{\alpha} \in A\right\}$ of $A$-valued polynomials, we always impose the restriction: $D \subset \mathbb{N}_{0}^{n} D=\hat{D}:=\cup_{\alpha \in D} \stackrel{\square}{D}_{\alpha}$. We understand that $f \perp \mathcal{P}_{D}$ if $\int f \pi=0$ for every $\pi \in \mathcal{P}_{D}$.

Let $C_{0}^{\infty}(G)$ be the space of all infinitely differentiable functions with compact support included in $G$.

For some $\kappa>1$, some Banach space $A$, some $\phi \in C_{0}^{\infty}\left(Q_{1}(0)\right)$ with $\int_{\mathbb{R}^{n}} \phi=1$, and any function $f \in L_{1, l o c}\left(\mathbb{R}^{n}, a\right)$, we shall use the following maximal function:

$$
M^{*} f(x):=\sup \left\{\left\|\phi_{t} * f(y)\left|A \|: t>0,|y-x|_{\gamma_{a}} \leq \kappa t, \phi \in C_{0}^{\infty}\left(Q_{1}(0)\right), \int_{\mathbb{R}^{n}} \phi=1\right\}\right.\right.
$$

For $u, s \in(0, \infty], \lambda \in \mathbb{R}$ by means of $M_{u, s, A}^{\lambda, D}$, we designate the functional:

$$
\left(M_{u, s, A}^{\lambda, D} f\right)(x)=\left(\int_{0}^{\infty}\left(r^{\lambda} \mathcal{D}_{u}(r, x, f, D, A)\right)^{s} d r / r\right)^{1 / s}, f \in L_{u, l o c}\left(\mathbb{R}^{n}, A\right)
$$

Definition 2.1. [22] For $u, u_{1} \in[1, \infty], t>0, D \subset \mathbb{N}_{0}^{n}, x \in \mathbb{R}^{n}$ and a Banach space $A$, we introduce $\mathcal{D}$-functional as

$$
\mathcal{D}_{u, u_{1}}(t, x, f, D, A):=t_{g \in \mathcal{P}_{D}(A)}^{-n / u} \inf \left\|f-g \mid L_{u, u_{1}}\left(Q_{t}(x), A\right)\right\|, \mathcal{D}_{u}(\ldots):=\mathcal{D}_{u, u}(\ldots) .
$$

By means of $\pi_{t, x}=\pi_{t, x, D}: L_{u, u_{1}}\left(Q_{t}(x), A\right) \rightarrow \mathcal{P}_{D}(A)$, we designate a (nonlinear) operator satisfying, for some fixed $\varepsilon_{0}>0,\left\|f-\pi_{t, x} f \mid L_{u, u_{1}}\left(Q_{t}(x), A\right)\right\| \leq\left(1+\varepsilon_{0}\right) \mathcal{D}_{u, u_{1}}(t, x, f, D, A)$ for every $f \in L_{u, u_{1}}\left(Q_{t}(x), A\right)$. Let also $\mathcal{D}_{u, u_{1}}(t, x, f, D):=\mathcal{D}_{u, u_{1}}(t, x, f, D, \mathbb{R})$.

If a function $f=f(x, y)$ depends on two (possibly multidimensional) variables $x, y$, and $f_{w}(y):=f(w, y), f_{w}^{\prime}(x):=f(x, w)$, then we assume

$$
\begin{aligned}
& \mathcal{D}_{u}^{y}(t, z, f(x, y), D, A)=\mathcal{D}_{u}\left(t, z, f_{x}, D, A\right), \pi_{t, z, D}^{y} f(x, y):=\pi_{t, z, D} f_{x}, \\
& \mathcal{D}_{u}^{x}(t, z, f(x, y), D, A)=\mathcal{D}_{u}\left(t, z, f_{y}^{\prime}, D, A\right), \pi_{t, z, D}^{x} f(x, y):=\pi_{t, z, D} f_{y}^{\prime} .
\end{aligned}
$$

Definition 2.2. Quasi-normed Abelian group $A$ is understood to be $p$-convex for some $p \in(0,1]$ if one has $\left\|\sum_{i} a_{i}\left|A\|\leq\|\left\{\left\|a_{i} \mid A\right\|\right\}\right| l_{p}\right\|$ for any $\left\{a_{i}\right\}_{i \in \mathbb{N}} \subset A$.

We define vector-valued anisotropic local approximation spaces of Besov and LizorkinTriebel type with the aid of $\mathcal{A D}$-functional as follows.

Definition 2.3. For $p \in(0, \infty]^{n}, q \in(0, \infty], u \in(0, \infty], \gamma \in[0, \infty), D \subset \mathbb{N}_{0}^{n},|D|<\infty$ and an ideal space $Y=Y\left(\mathbb{R}^{n}\right)$ by means of $\underline{b_{Y, q, u}^{\gamma, D}}\left(\mathbb{R}^{n}, A\right)$, or $\underline{\bar{l}_{Y, q, u}^{\gamma, D}}\left(\mathbb{R}^{n}, A\right)$, we designate, correspondingly, the anisotropic (quasi)(semi)normed space of $A$-valued functions $f \in$ $L_{u}^{\text {loc }}\left(\mathbb{R}^{n}, A\right)$ with the finite (quasi)(semi)norm

$$
\begin{gathered}
\left\|f \mid \widetilde{b}_{Y, q, u}^{\gamma, D}\left(\mathbb{R}^{n}, A\right)\right\|=\left(\int_{0}^{\infty}\left\|t^{-\gamma} \mathcal{D}_{u}(t, \cdot, f, D, A) \mid Y\left(\mathbb{R}^{n}\right)\right\|^{q} \frac{d t}{t}\right)^{\frac{1}{q}} \\
\widetilde{b}_{p, q, u}^{\gamma, D}\left(\mathbb{R}^{n}, A\right):=\widetilde{b}_{L_{p}, q, u}^{\gamma, D}\left(\mathbb{R}^{n}, A\right), \text { or } \\
\left\|f\left|{\widetilde{l_{\gamma}^{\gamma}, q, u}}_{\gamma, D}\left(\mathbb{R}^{n}, A\right)\|=\|\left(\int_{0}^{\infty}\left(t^{-\gamma} \mathcal{D}_{u}(t, \cdot, f, D, A)\right)^{q} \frac{d t}{t}\right)^{\frac{1}{q}}\right| Y\left(\mathbb{R}^{n}\right)\right\|, \\
\left.\widetilde{l}_{p, q, u}^{\gamma, D} \mathbb{R}^{n}, A\right):=\widetilde{l}_{L_{p}, q, u}^{\gamma, D}\left(\mathbb{R}^{n}, A\right) .
\end{gathered}
$$

As in [5] and Chapter I, we deal with one of the following cases. Let $A, B$ be Banach spaces. We say that operator $T$ bounded from $L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)$ into $L_{\theta_{1}, \theta_{2}}\left(\mathbb{R}^{n}, B\right)$ for some $\theta_{0}, \theta_{1}, \theta_{2} \in(0, \infty]$ is a singular integral operator (SIO) if there exists corresponding to it strongly measurable operator-valued kernel $K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathcal{L}(A, B)$ satisfying $(T f)(x):=$
$\int K(x, y) f(y) d y$ for a. e. $x \in \mathbb{R}^{n} \backslash \operatorname{supp} f$ and every $f \in L_{\infty}\left(\mathbb{R}^{n}, A\right)$ with compact support and if it is in one of the classes defined below.

For $q, q_{1} \in(0, \infty], \lambda_{1} \in \mathbb{R}$ symbol $E_{q, q_{1}, \lambda_{1}}^{w}$ designates the weighted Lorentz space defined by the (quasi)norm $\|\left(f(\cdot)|\cdot-w|^{\lambda_{1}+n / q^{\prime}} \mid L_{q, q_{1}}\left(\mathbb{R}^{n}, A\right) \|, E_{q, \lambda_{1}}^{w}:=E_{q, q, \lambda_{1}}^{w}\right.$.

Definition 2.4. [5, 1] Let $X:=X\left(\mathbb{N}_{0} \times \mathbb{R}_{+} \times \mathbb{R}^{n}\right)$ be (quasi)normed space of realvalued functions, $\lambda_{0}, \lambda_{1} \in[-n, \infty)$, $u, q, q_{1} \in(0, \infty], \Delta_{i}(r, w)=Q_{\delta r b^{i+1}}(w) \backslash Q_{\delta r b^{i}}(w), i \in$ $\mathbb{N}_{0}$, and a finite $D \subset \mathbb{N}_{0}^{n}$. If, for some $\delta>0, b>1$ the function $\mu=\mu(T): \mathbb{N}_{0} \times \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ described below is in $X$, then we say that operator $T$ is a member of class $F$ for the following couples $(\mu, \digamma)$ :

$$
\begin{gathered}
\digamma=\underline{\mathcal{A} \mathcal{D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right)}=\mathcal{A} \mathcal{D}_{x}\left(u, L_{q}, X\right),\|\mu \mid X\|=C_{\mathcal{A D}}<\infty, \\
\mu_{i}(r, w)=\mu_{i}(r, w, T):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\Delta_{i}(r, w)}(\cdot), D, \mathcal{L}(A, B)\right) \mid E_{q, \lambda_{1}}^{w}\right\|, i \in \mathbb{N}_{0} ;
\end{gathered}
$$

$$
\begin{gathered}
\digamma=\underline{\mathcal{A} \mathcal{D}_{x}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D\right)}=\mathcal{A D}_{x}\left(L_{q}, u, X\right),\|\mu \mid X\|=C_{\mathcal{A D}}<\infty, \\
\mu_{i}(r, w)=\mu_{i}(r, w, T):=r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\Delta_{i}(r, w)}(\cdot), D, E_{q, \lambda_{1}}^{w}\left(\mathbb{R}^{n}, \mathcal{L}(A, B)\right)\right), i \in \mathbb{N}_{0} ;
\end{gathered}
$$

$$
\begin{gathered}
\digamma=\underline{\mathcal{A D}} \begin{array}{c}
\omega * \\
x \\
\left.L_{q}, u, X, \lambda_{0}, \lambda_{1}, D\right) \\
\mu_{i}(r, w)
\end{array}=\mathcal{A D}_{i}(r, w, T):=\sup _{\|a \mid A\| \leq 1} r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) a \chi_{\Delta_{i}(r, w)}(\cdot), D, X\right),\|\mu(A) \mid X\|=C_{\mathcal{A D}}<\infty, \\
\left.e_{q, \lambda_{1}}^{w}\left(\mathbb{R}^{n}, B\right)\right), i \in \mathbb{N}_{0} ;
\end{gathered}
$$

$$
\begin{aligned}
& \digamma=\underline{\mathcal{A} \mathcal{D}_{x}^{\omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right)}=\mathcal{A D}_{x}^{\omega}\left(u, L_{q}, X\right),\left\|\mu(g)|X\|\leq C\| g| B^{*}\right\| \text { for } g \in B^{*}, \\
& \mu_{i}(r, w)=\mu_{i}(r, w, g, T):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K^{*}(\cdot, y) g \chi_{\Delta_{i}(r, w)}(\cdot), D, A^{*}\right) \mid E_{q, \lambda_{1}}^{w}\right\|, i \in \mathbb{N}_{0} ;
\end{aligned}
$$

$$
\begin{aligned}
& \digamma=\frac{\mathcal{A} \mathcal{D}_{x}^{\omega * \omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right)}{}=\mathcal{A} \mathcal{D}_{x}^{\omega * \omega}\left(u, L_{q}, X\right),\left\|\mu(A, g)|X\|\leq C\| g| B^{*}\right\| \text { for } g \in B^{*}, \\
& \mu_{i}(r, w)=\mu_{i}(r, w, g, T):=\left\|\sup _{\|a \mid A\| \leq 1} r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w,(g, K(\cdot, y) a) \chi_{\Delta_{i}(r, w)}(\cdot), D\right) \mid E_{q, \lambda_{1}}^{w}\left(\mathbb{R}^{n}\right)\right\|, i \in \mathbb{N}_{0} .
\end{aligned}
$$

We also say that $T$ is in $F$ defined by $\mu=\mu(T) \in L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)$ for the following couples

$$
\begin{gathered}
(\mu, \digamma): \digamma=\underline{\mathcal{A} \mathcal{D}_{x}\left(u, L_{q, q_{1}}, \lambda_{0}, \lambda_{1}, D\right)}=\mathcal{A} \mathcal{D}_{x}\left(u, L_{q, q_{1}}\right), \\
\mu(r, w)=\mu(r, w, T):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y)|\cdot-w|^{\lambda_{1}+n / q^{\prime}}, D, \mathcal{L}(A, B)\right) \mid L_{q, q_{1}}\left(\mathbb{R}^{n} \backslash Q_{r \delta b^{i}}(w)\right)\right\| ; \\
\digamma=\underline{\mathcal{A} \mathcal{D}_{x}\left(L_{q, q_{1}}, u, \lambda_{0}, \lambda_{1}, D\right)}=\mathcal{A D}_{x}\left(L_{q, q_{1}}, u\right),
\end{gathered}
$$

$\mu(r, w)=\mu(r, w, T):=r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y)|\cdot-w|^{\lambda_{1}+n / q^{\prime}}, D, L_{q, q_{1}}\left(\mathbb{R}^{n} \backslash Q_{r \delta b^{i}}(w), \mathcal{L}(A, B)\right)\right)$.

In the case $X:=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l\right)$, where $l$ is a sequence space, we shall use $l$ instead of $X$. The lowest bound of every constant $C$ used in Definition 2.4 will be designated by means of $C_{\mathcal{A D}}$ for the corresponding $\mathcal{A D}$-class.

Corollary 2.5. [5] The following inclusions take place (the parameters omitted coincide in every particular inclusion). For $D \subset D^{\prime} \subset \mathbb{N}_{0}^{n}, \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1} \in \mathbb{R}, u_{0}, u_{1}, q_{0}, q_{1} \in$ $[1, \infty], r, s \in(0, \infty], \mu_{0}<\lambda_{0}, \mu_{0}-\lambda_{0}=\mu_{1}-\lambda_{1}, u_{0} \geq q \geq u_{1}, q_{0} \geq q_{1}$, one has:

$$
\begin{gathered}
\mathcal{A D}_{(.)}^{(\ldots)}\left(u_{0}, L_{q_{0}}, \ldots, D\right) \subset \mathcal{A D}_{(.)}^{(\ldots)}\left(u_{1}, L_{q_{1}}, \ldots, D^{\prime}\right), \\
\mathcal{A D}_{(.)}^{(\ldots)}\left(L_{q_{0}}, u_{0}, \ldots, D\right) \subset \mathcal{A D}_{(.)}^{(\ldots)}\left(L_{q_{1}}, u_{1}, \ldots, D^{\prime}\right), \\
\mathcal{A D}_{(.)}^{(\ldots)}\left(\ldots, l_{r}, \lambda_{0}, \lambda_{1}, D\right) \subset \mathcal{A D}_{(\cdot)}^{(\ldots)}\left(\ldots, l_{s, l o g}, \mu_{0}, \mu_{1}, D^{\prime}\right) \text { for } r, s \in(0, \infty], \\
\mathcal{A D}_{(.)}^{(\ldots)}\left(u_{0}, L_{q}, \ldots\right) \subset \mathcal{A} \mathcal{D}_{(.)}^{(\ldots)}\left(L_{q}, u_{0}, \ldots\right) \subset \mathcal{A D}_{(.)}^{(\ldots)}\left(u_{1}, L_{q}, \ldots\right) .
\end{gathered}
$$

Remark 1. Note that the definitions of $\mathcal{A D}$-classes are equivalent to their continuous forms. It shows their independence of the value of $b>1$. For instance, the definition of class $\mathcal{A D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right)$ for $X:=X\left(\mathbb{N}_{0} \times \mathbb{R}_{+} \times \mathbb{R}^{n}\right)$ being equal to $X_{1}:=l_{t}\left(Y\left(\mathbb{R}_{+} \times\right.\right.$ $\left.\mathbb{R}^{n}\right)$ ), or $X_{1}:=l_{t, \log }\left(Y\left(\mathbb{R} \times \mathbb{R}^{n}\right)\right.$ ), can be written with the aid of the function $\mu=\mu(T)$ : $[1, \infty) \times \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$,

$$
\mu(\tau, r, w, T):=\left\|r^{-\lambda_{0}} \mathcal{D}_{u}^{y}\left(r, w, K(\cdot, y) \chi_{\Delta_{\tau}}(\cdot), D, \mathcal{L}(A, B)\right) \mid E_{q, \lambda_{1}}^{w}\right\|, i \in \mathbb{N}_{0}
$$

where $\Delta_{\tau}(r, w)=Q_{\delta r b \tau} \backslash Q_{\delta r \tau}, \tau \in[1, \infty)$, contained in $Y_{1}:=L_{t, \frac{d \tau}{\tau}}\left([1, \infty), Y\left(\mathbb{R} \times \mathbb{R}^{n}\right)\right)$, or $Y_{2}:=L_{t, \frac{\ln \tau d \tau}{\tau}}\left([1, \infty), Y\left(\mathbb{R} \times \mathbb{R}^{n}\right)\right)$ respectively. This explains the usage of subscript log.

Definition 2.6. $[5,1]$ Let $D_{0}, D_{1} \subset \mathbb{N}_{0}^{n}$. We say that operator $T$ is in the class $\underline{O R T_{x}\left(D_{0}, D_{1}\right)}$ if $T \phi \perp \mathcal{P}_{D_{1}}$ for each $\phi \in C_{0}^{\infty}, \phi \perp \mathcal{P}_{D_{0}}$.

Definition 2.7. [5, 1] We say that operator $T$ with the kernel $K(x, y)$ is in $\underline{\mathcal{A D}_{y} \text {-class }}$ if an operator $T^{I}$ with the kernel $K^{I}(x, y)=K(y, x)$ is in $\mathcal{A} \mathcal{D}_{x}$-class.

We say that operator $T$ is in $O R T_{y}\left(D_{0}, D_{1}\right)$-class if the operator $T^{*}$ is in $O R T_{x}\left(D_{0}, D_{1}\right)$ class.

REMARK 2. Corollary 5.4 shows that $T^{*} \in O R T_{y}\left(D_{0}, D_{1}\right) \Longleftrightarrow T \mathcal{P}_{D_{1}}(A) \subset \mathcal{P}_{D_{0}}(B)$.

The next definition is a particular case of the notions of Lebesgue and Chebyshev regularity of functions and operators with respect to a class of polynomials introduced in [61].

Definition 2.8. [61] Let $A, B$ be Banach spaces, and $M\left(\mathbb{R}^{n}, B\right)$ be the space of all Bochner measurable functions on $\mathbb{R}^{n}$. We say that a function $f \in M\left(\mathbb{R}^{n}, B\right)$ is Lebesgue, or Marcinkiewicz-regular if $f \in L_{p}\left(\mathbb{R}^{n}, B\right)$, or, correspondingly, $f \in L_{p, \infty}\left(\mathbb{R}^{n}, B\right)$ for some $p \in(0, \infty)$. We say that a function $f \in M\left(\mathbb{R}^{n}, B\right)$ is Chebyshev-regular if $\lim _{t \rightarrow \infty}(\|f \mid B\|)^{*}(t)=$ 0 . We say that an operator $T$ is Lebesgue, Marcinkiewicz, or Chebyshev- regular if $T f$ is, correspondingly, Lebesgue, Marcinkiewicz, or Chebyshev regular for every $f$ from a set dense in the domain of $T$.

Definition 2.9. Let $p, q \in(0, \infty]$, a finite $D \subset \mathbb{N}_{0}^{n}, A$ be a Banach space, and $G \subset \mathbb{R}^{n}$ be a measurable subset. By means of $\underline{L_{p, q}^{D}(G, A)}$, we designate the (quasi)seminormed space of all functions $f$ of the form $f=g+\pi$, where $g \in L_{p, q}(G, A)$ and $\pi \in \mathcal{P}_{D}(A)$, endowed with the finite (quasi)(semi)norm

$$
\left\|f\left|L_{p, q}^{D}(G, A)\|=\| g\right| L_{p, q}(G, A)\right\|
$$

In particular, $L_{p, q}\left(\mathbb{R}^{n}, A\right)$ is the subspace of all Chebyshev regular functions in $L_{p, q}^{D}\left(\mathbb{R}^{n}, A\right)$.

## 3. Main results

3.1. Vector-valued functions. In this subsection, we state the main results corresponding to the setting of (single) vector-valued functions and anisotropic spaces.

Note that Hardy-Lorentz spaces of vector-valued functions $H_{p, q}\left(\mathbb{R}^{n}, A\right)$ mentioned below are defined by means of quasi-norms $\left\|M^{*} f \mid L_{p, q}\left(\mathbb{R}^{n}\right)\right\|$.

The next two theorems, which assertions we shall extend in Subsection 3.2, are established in [5] and deal with the case of "lower" extrapolation (in the sense of [1]).

Theorem 3.1. [5] Let SIO $T$ with $\mathcal{L}(A, B)$-valued kernel $K(x, y)$ satisfy the conditions $T \in O R T_{x}\left(D_{0}, D_{1}\right), T \in \mathcal{L}_{\theta}:=\mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \theta_{2}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\lambda_{1} \in[-n, \infty), \lambda_{0} \geq 0$, finite $D_{0}, D_{1} \subset \mathbb{N}_{0}^{n}, D_{1}=D_{\lambda_{1}}^{*}, \theta_{0}, t, q_{0}, q_{1}, v_{0}, v_{1}, s, w_{0} \in(0, \infty]$ and for either $\theta_{1} \in(1, \infty]$, $\theta_{2} \in(0, \infty]$, or $\theta_{1}=\theta_{2}=1$;
let also $\lambda_{0}-\lambda_{1}=n\left(1 / \theta_{0}-1 / \theta_{1}\right), p_{i}=\left(1+\lambda_{i} / n\right)^{-1}, i=0,1, u, q \in[1, \infty], q>p_{1}, \theta_{0}>p_{0}$ and $T \in \mathcal{A D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A D}_{x}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A} \mathcal{D}_{x}^{\omega *}\left(L_{q}, \infty, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$.

Then, for $1 / v_{1}-1 / v_{0}=1 / \theta_{1}-1 / \theta_{0}$, operator $T$ possesses unique bounded extension to be in $\mathcal{L}\left(W_{1}, W_{2}\right)$ with the norm $\left\|T \mid \mathcal{L}\left(W_{1}, W_{2}\right)\right\| \leq C\left(C_{\mathcal{A D}}+\left\|T \mid \mathcal{L}_{\theta}\right\|\right)$ for the following pairs of spaces $\left(W_{1}, W_{2}\right)$ and groups of parameters.

Assuming $\min \left\{1, t, p_{1}\right\} \geq \max \left(q_{0}, p_{0}\right)$ and one of the following conditions to be satisfied:
i) $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t, l o g}^{0}\right), \lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t}^{0}\right), \lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
one has:
a) $T \in \mathcal{L}\left(H_{p_{0}, q_{0}}\left(\mathbb{R}^{n}, A\right), H_{p_{1}, t}\left(\mathbb{R}^{n}, B\right)\right) \cap \mathcal{L}\left(H_{v_{0}, s}\left(\mathbb{R}^{n}, A\right), H_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{0} \in\left(p_{0}, \theta_{0}\right)$;
b) $T \in \mathcal{L}\left(H_{v_{0}, w_{0}}\left(\mathbb{R}^{n}, A\right), H_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{1}<q, s \in\left[v_{0}, \infty\right]$, $\max \left(v_{0}, w_{0}\right) \leq \min \left(v_{1}, s, 1\right)$ for either $\theta_{0}>1, v_{0} \in\left(p_{0}, 1\right]$, or $\theta_{0} \leq 1, v_{0} \in\left(p_{0}, \theta_{0}\right)$;
c) in particular, for $\lambda_{0}=\lambda_{1}, \theta_{0}=\theta_{1}>1 T \in \mathcal{L}\left(H_{p_{0}}\left(\mathbb{R}^{n}, A\right), H_{p_{0}, t}\left(\mathbb{R}^{n}, B\right)\right) \cap$

$$
\bigcap_{p \in\left(p_{0}, 1\right]} \mathcal{L}\left(H_{p, s}\left(\mathbb{R}^{n}, A\right), H_{p, s}\left(\mathbb{R}^{n}, B\right)\right) \bigcap_{p \in\left(1, \theta_{0}\right)} \mathcal{L}\left(L_{p, s}\left(\mathbb{R}^{n}, A\right), L_{p, s}\left(\mathbb{R}^{n}, B\right)\right)
$$

Assuming $\max \left\{t, q_{0}\right\} \leq q_{1}, p_{0} \leq p_{1},\left(\min \left(1, p_{1}\right)\right)^{-1}+1 / q_{1} \leq 1 / t+1 / q_{0}$ and one of the following groups of conditions:
i) $p_{1}<1, X=l_{t, \text { log }}^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $p_{1}<1, X=l_{t, \max }^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
iii) $p_{1}=1, X=l_{t, d l o g}^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
iv) $p_{1}=1, X=l_{t, l o g}^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
one has:
d) $T \in \mathcal{L}\left(H_{p_{0}, q_{0}}\left(\mathbb{R}^{n}, A\right), H_{p_{1}, q_{1}}\left(\mathbb{R}^{n}, B\right)\right) \cap \mathcal{L}\left(H_{v_{0}, s}\left(\mathbb{R}^{n}, A\right), H_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{0} \in\left(p_{0}, \theta_{0}\right)$.

Theorem 3.2. [5] Let SIO $T$ with $\mathcal{L}(A, B)$-valued kernel $K(x, y)$ satisfy the conditions $T \in \mathcal{L}_{\theta}:=\mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)$ for $\theta_{0}, \theta_{1}, t, q_{0}, q_{1}, v_{0}, v_{1}, s, w_{0} \in(0, \infty]$; let also $\lambda_{0} \geq 0, \lambda_{1} \in[-n, \infty), \lambda_{0}-\lambda_{1}=n\left(1 / \theta_{0}-1 / \theta_{1}\right)$, finite $D \subset \mathbb{N}_{0}^{n}, p_{i}=\left(1+\lambda_{i} / n\right)^{-1}, i=0,1$, $u, q \in[1, \infty], q>p_{1}, \theta_{0}>p_{0}, T \in \mathcal{A D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right) \cup \mathcal{A D}_{x}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D\right) \cup$ $\mathcal{A D}_{x}^{\omega *}\left(L_{q}, \infty, X, \lambda_{0}, \lambda_{1}, D\right)$.

Then, for $1 / v_{1}-1 / v_{0}=1 / \theta_{1}-1 / \theta_{0}$, operator $T$ possesses unique bounded extension to be in $\mathcal{L}\left(W_{1}, W_{2}\right)$ with the norm $\left\|T \mid \mathcal{L}\left(W_{1}, W_{2}\right)\right\| \leq C\left(C_{\mathcal{A D}}+\left\|T \mid \mathcal{L}_{\theta}\right\|\right)$ for the following pairs of spaces $\left(W_{1}, W_{2}\right)$ and groups of parameters.

Assuming $\min \left\{1, t, p_{1}\right\} \geq \max \left(q_{0}, p_{0}\right)$ and $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t}^{0}\right)$, one has:
a) $T \in \mathcal{L}\left(H_{p_{0}, q_{0}}\left(\mathbb{R}^{n}, A\right), L_{p_{1}, t}\left(\mathbb{R}^{n}, B\right)\right) \cap \mathcal{L}\left(H_{v_{0}, s}\left(\mathbb{R}^{n}, A\right), L_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{0} \in\left(p_{0}, \theta_{0}\right)$;
b) $T \in \mathcal{L}\left(H_{v_{0}, w_{0}}\left(\mathbb{R}^{n}, A\right), L_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{1} \leq q, s \in\left[v_{0}, \infty\right]$, $\max \left(v_{0}, w_{0}\right) \leq \min \left(v_{1}, s, 1\right)$ and for either $\theta_{0}>1, v_{0} \in\left(p_{0}, 1\right]$, or $\theta_{0} \leq 1, v_{0} \in\left(p_{0}, \theta_{0}\right)$;
c) in particular, for $\lambda_{0}=\lambda_{1}, \theta_{0}=\theta_{1}$,

$$
T \in \mathcal{L}\left(H_{p_{0}}\left(\mathbb{R}^{n}, A\right), L_{p_{0}, t}\left(\mathbb{R}^{n}, B\right)\right) \bigcap_{p \in\left(p_{0}, \theta_{0}\right)} \mathcal{L}\left(H_{p, s}\left(\mathbb{R}^{n}, A\right), L_{p, s}\left(\mathbb{R}^{n}, B\right)\right)
$$

d) $T \in \mathcal{L}\left(L_{1}\left(\mathbb{R}^{n}, A\right), L_{v_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)$ under the conditions of part b) with $u=\infty, D=\{0\}$, $v_{0}=1,1-1 / v_{1}=1 / \theta_{0}-1 / \theta_{1}$ and for either $p_{1}=v_{1}=1 \geq t$, or $p_{1}=v_{1}>1$.

Assuming $\max \left\{t, q_{0}\right\} \leq q_{1}, p_{0} \leq p_{1},\left(\min \left(1, p_{1}\right)\right)^{-1}+1 / q_{1} \leq 1 / t+1 / q_{0}$ and one of the following groups of conditions:
i) $X=l_{t, \text { sup }}^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $p_{1}<1$;
ii) $X=l_{t, l o g}^{0}\left(L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ and $p_{1}=1$;
one has:
e) $T \in \mathcal{L}\left(H_{p_{0}, q_{0}}\left(\mathbb{R}^{n}, A\right), L_{p_{1}, q_{1}}\left(\mathbb{R}^{n}, B\right)\right) \cap \mathcal{L}\left(H_{v_{0}, s}\left(\mathbb{R}^{n}, A\right), L_{v_{1}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $v_{0} \in\left(p_{0}, \theta_{0}\right), s \in$ $(0, \infty]$.

The rest of the subsection deals with "upper" cases of extrapolation.
Theorem 3.3. Let SIO $T$ with $\mathcal{L}(A, B)$-valued kernel $K(x, y)$ satisfy the conditions $T \in O R T_{y}\left(D_{0}, D_{1}\right), \lambda_{1} \in[0, \infty), T \in \mathcal{L}_{\theta}:=\mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right), \lambda_{0} \geq 0$, $D_{0}, D_{1} \subset \mathbb{N}_{0}^{n}, D_{1} \subset D_{\lambda_{1}}, \theta_{0}, \theta_{1}, t \in(0, \infty], \lambda_{0}-\lambda_{1}=n\left(1 / \theta_{0}-1 / \theta_{1}\right), u, q \in[1, \infty]$, $\left[\nu_{1}, \nu_{0}\right] \subset(0, \infty], \nu_{0} \geq t, u_{0} \in[1, u], u_{0}<\theta_{1}, u_{1}=\max \left(q^{\prime}, \theta_{0}\right)$. Then operator $T$ possesses unique bounded extension to be in $\mathcal{L}\left(W_{1}, W_{2}\right)$ with the norm $\left\|T \mid \mathcal{L}\left(W_{1}, W_{2}\right)\right\| \leq$ $C\left(C_{\mathcal{A D}}+\left\|T \mid \mathcal{L}_{\theta}\right\|\right)$ for the following pairs of spaces $\left(W_{1}, W_{2}\right)$ and groups of parameters.

Assuming $t \in(0,1]$ and one of the following groups of conditions:
i) $T \in \mathcal{A D} \mathcal{D}_{y}^{\omega}\left(u, L_{q}, X, \mu_{0}, \mu_{1}, D_{0}\right) \cup \mathcal{A D}{ }_{y}^{\omega}\left(L_{q}, u, X, \mu_{0}, \mu_{1}, D_{0}\right) \cup \mathcal{A D}_{y}^{\omega_{*}, \omega}\left(u, L_{\infty}, X, \mu_{0}, \mu_{1}, D_{0}\right)$ and $\mu_{0}>0$;
ii) $T \in \mathcal{A D}_{y}\left(u, L_{q}, X, \mu_{0}, \mu_{1}, D_{0}\right) \cup \mathcal{A D}_{y}\left(L_{q}, u, X, \mu_{0}, \mu_{1}, D_{0}\right) \cup \mathcal{A D}_{y}^{\omega_{*}}\left(u, L_{\infty}, X, \mu_{0}, \mu_{1}, D_{0}\right)$ and $\mu_{0}=0$;
and also assuming one of the following groups of conditions:
i) $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t, \text { log }}\right)$ and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t}\right)$ and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
one has:
a) $T \in \mathcal{L}\left(\widetilde{l_{Y, \infty} \mu_{1}, D_{1}}\left(\mathbb{R}^{n}, A\right), \widetilde{l}_{Y, \infty, u_{1}}^{\mu_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\mu_{i} \in\left[0, \lambda_{i}\right], i=0,1, \mu_{1}-\mu_{0}=\lambda_{1}-\lambda_{0}$ and an ideal space $Y=Y\left(\mathbb{R}^{n}\right) \in H L$.

Assuming $\lambda=n\left(1 / \theta_{0}-1 / \theta_{1}\right), p, s \in(0, \infty)$ and one of the following groups of conditions:
i) $X=L_{\infty}\left(\mathbb{R}^{n}, l_{t, l o g}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right)$and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $X=L_{\infty}\left(\mathbb{R}^{n}, l_{t}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right)$and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
one has
b) $T \in \mathcal{L}\left(\widetilde{l}_{L_{p, s}, \nu_{1}, u_{1}}^{\lambda, D_{1}}\left(\mathbb{R}^{n}, A\right), L_{p, s}^{D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\lambda>0$ with either $\lambda_{0}=0$ and $1 \leq 1 / t+1 / \nu_{1}$, or $\lambda_{0}>0$;
c) $T \in \mathcal{L}\left(L_{p, s}^{D_{1}}\left(\mathbb{R}^{n}, A\right), \tilde{l}_{L_{p, s}, \nu_{0}, u_{0}}^{-\lambda, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\lambda<0$, $u_{1}<p$ with either $\lambda_{1}=0$ and $1 \leq 1 / t-1 / \nu_{0}$, or $\lambda_{0}>0$.

Assuming $T \in \mathcal{A D}_{y}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A D}_{y}^{\omega_{*}}\left(L_{\infty}, \infty, X, \lambda_{0}, \lambda_{1}, D_{0}\right), \mu_{i} \in\left[0, \lambda_{i}\right], i=$ $0,1, \mu_{1}-\mu_{0}=\lambda_{1}-\lambda_{0}, s \in(0,1]$ and that space $Y=Y\left(\mathbb{R}^{n}\right)$ is ideal and $s$-convex, one has:
d) $T \in \mathcal{L}\left(\widetilde{b}_{Y, \nu_{1}, u_{1}}^{\mu_{1}, D_{1}}\left(\mathbb{R}^{n}, A\right), \widetilde{b}_{Y, \nu_{0}, u_{0}}^{\mu_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for either $\mu_{i}=\lambda_{i}, i=0,1,1 / s+1 / \nu_{0} \leq 1 / t+1 / \nu_{1}$, or $\mu_{i}<\lambda_{i}, i=0,1$ with $X$ being either $l_{t, \text { log }}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right.$ ) for $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$, or $l_{t}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}\right)\right)$ for $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
e) $T \in \mathcal{L}\left({\widetilde{l_{Y, ~}^{\mu}}}_{\mu_{1}, D_{1}}^{1}, \mathbb{u}_{1}\left(\mathbb{R}^{n}, A\right), \widetilde{l}_{Y, \nu_{0}, u_{0}}^{\mu_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for either $\mu_{i}=\lambda_{i}, i=0,1,1+1 / \nu_{0} \leq 1 / t+1 / \nu_{1}$, or $\mu_{i}<\lambda_{i}, i=0,1$ with $X$ being either $L_{\infty}\left(\mathbb{R}^{n}, l_{t, \log }\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right.$) for $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$, or $L_{\infty}\left(\mathbb{R}^{n}, l_{t}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right.$) for $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
$\left.d^{\prime}\right) T \in \mathcal{L}\left(\widetilde{b}_{\varrho_{1}, \nu_{1}, u_{1}}^{\mu_{1}, D_{1}}\left(\mathbb{R}^{n}, A\right), \widetilde{b}_{\varrho_{0}, \nu_{0}, u_{0}}^{\mu_{1}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\varrho_{0}, \varrho_{1}, \varrho \in(0, \infty]^{n}, 1 / \varrho_{0}=1 / \varrho+1 / \varrho_{1}$ and for one of the following groups of conditions being valid:
i) $\mu_{i}=\lambda_{i}, i=0,1,\left(\min \left(\varrho_{0 \text { min }}, 1\right)\right)^{-1}+1 / \nu_{0} \leq 1 / t+1 / \nu_{1}$;
ii) $\mu_{i}<\lambda_{i}, i=0,1$ and one of the following groups of conditions:
i) $X=l_{t, l \log }\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}, L_{\varrho}\left(\mathbb{R}^{n}\right)\right)\right)$ and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $l_{t}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}, L_{\varrho}\left(\mathbb{R}^{n}\right)\right)\right)$ and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$;
$\left.e^{\prime}\right) T \in \mathcal{L}\left(\widetilde{l}_{\varrho_{1}, \nu_{1}, u_{1}}^{\mu_{1}, D_{1}}\left(\mathbb{R}^{n}, A\right), \widetilde{\mu}_{\varrho_{0}, \nu_{0}, u_{0}}^{\mu_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right)$ for $\varrho_{0}, \varrho_{1}, \varrho \in(0, \infty]^{n}, 1 / \varrho_{0}=1 / \varrho+1 / \varrho_{1}$ and for one of the following groups of conditions:
i) $\mu_{i}=\lambda_{i}, i=0,1$ and $1+1 / \nu_{0} \leq 1 / t+1 / \nu_{1}$;
ii) $\mu_{i}<\lambda_{i}, i=0,1$;
and one of the following groups of conditions:
i) $X=L_{\varrho}\left(\mathbb{R}^{n}, l_{t, l o g}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right)$and $\lambda_{1}=\lambda_{\max }\left(D_{1}\right)$;
ii) $X=L_{e}\left(\mathbb{R}^{n}, l_{t}\left(\mathbb{N}_{0}, L_{\infty}\left(\mathbb{R}_{+}\right)\right)\right)$and $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$.

Not imposing the condition $T \in O R T_{y}\left(D_{0}, D_{1}\right)$, the next theorem adds conclusions being true under the conditions of Theorem 3.3.

Theorem 3.4. Let SIO $T$ with $\mathcal{L}(A, B)$-valued kernel satisfy $T \in \mathcal{L}_{\theta}:=\mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right), \lambda_{0}, \lambda_{1}, \mu_{0}, \mu_{1} \in \mathbb{R}, w_{1}, \theta_{0}, \theta_{1}, t, s, v_{1}, q_{0}, q_{1} \in(0, \infty]$, $u, q \in[1, \infty], \nu_{i}=-n / \mu_{i}, p_{i}=-n / \lambda_{i}$ for $i=0,1, u_{0} \in[1, u], u_{0}<\theta_{1}, u_{1}=\max \left(q^{\prime}, \theta_{0}\right)$, $\lambda_{0} \geq \lambda_{1}, \nu_{1}, q_{1}, w_{0} \in\left[u_{1}, \infty\right], \lambda_{0}-\lambda_{1}=\mu_{0}-\mu_{1}=n / \theta_{0}-n / \theta_{1}, \emptyset \neq D \subset \mathbb{N}_{0}^{n}$. Then operator $T$ possesses unique bounded extension to be in $\mathcal{L}\left(W_{1}, W_{2}\right)$ with the norm $\left\|T \mid \mathcal{L}\left(W_{1}, W_{2}\right)\right\| \leq$ $C\left(C_{\mathcal{A D}}+\left\|T \mid \mathcal{L}_{\theta}\right\|\right)$ for the following pairs of spaces $\left(W_{1}, W_{2}\right)$ and groups of parameters.

Assuming $X=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t}\right)$ and one of the following groups of conditions:
i) $T \in \mathcal{A D}_{y}^{w}\left(u, L_{q}, X, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}^{w}\left(L_{q}, u, X, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}^{w *, w}\left(u, L_{\infty}, X, \mu_{0}, \mu_{1}, D\right)$ and $\mu_{0}>0$;
ii) $T \in \mathcal{A D}_{y}\left(u, L_{q}, X, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}\left(L_{q}, u, X, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}^{w *}\left(u, L_{\infty}, X, \mu_{0}, \mu_{1}, D\right)$ and $\mu_{0}=0$; one has:
a) $T \in \mathcal{L}\left(L_{\nu_{1}, w_{1}}\left(\mathbb{R}^{n}, A\right), \tilde{b}_{\infty}^{\mu_{0}, D}, w_{0}\left(\mathbb{R}^{n}, B\right)\right)$ for $\nu_{1} \geq n /\left(\lambda_{0}-\lambda_{1}\right)$ and for either $t \in(0,1]$, $w_{1} \leq \nu_{1}=u_{1}$, or $t \in(0,1], \nu_{1}>u_{1}$, or $w_{1} \leq \nu_{1} \leq t^{\prime}$;
b) $T \in \mathcal{L}\left(L_{\nu_{1}, s}\left(\mathbb{R}^{n}, A\right), L_{\nu_{0}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $n /\left(\lambda_{0}-\lambda_{1}\right)>\max \left(\nu_{1}, u_{1}\right), \nu_{1}>\theta_{0}$;
c) $T \in \mathcal{L}\left(L_{q_{1}, w_{1}}\left(\mathbb{R}^{n}, A\right), \tilde{l}_{L_{q_{0}, w_{0}, \infty, u_{0}}}\left(\mathbb{R}^{n}, B\right)\right)$ for $1 / q_{1}-1 / q_{0}=1 / \nu_{1}, \nu_{1} \geq n /\left(\lambda_{0}-\lambda_{1}\right)$, $1 / w_{0}+1 \leq 1 / w_{1}$ and for either $q_{1}>u_{1}$, or $q_{1}=u_{1}, w_{0}=\infty$.

Assuming either $T \in \mathcal{A D}_{y}^{w}\left(u, L_{q, t}, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}^{w}\left(L_{q, t}, u, \mu_{0}, \mu_{1}, D\right)$ for $\mu_{0}>0$, or $T \in \mathcal{A D}_{y}\left(u, L_{q, t}, \mu_{0}, \mu_{1}, D\right) \cup \mathcal{A D}_{y}\left(L_{q, t}, u, \mu_{0}, \mu_{1}, D\right)$ for $\mu_{0}=0$, one has:
d) $T \in \mathcal{L}\left(L_{\nu_{1}, w_{1}}\left(\mathbb{R}^{n}, A\right), \tilde{b}_{\infty, \infty, u_{0}}^{\mu_{0}, D}\left(\mathbb{R}^{n}, B\right)\right)$ for $\nu_{1} \geq n /\left(\lambda_{0}-\lambda_{1}\right)$, $w_{1} \leq t^{\prime}$;
e) $T \in \mathcal{L}\left(L_{\nu_{1}, s}\left(\mathbb{R}^{n}, A\right), L_{\nu_{0}, s}\left(\mathbb{R}^{n}, B\right)\right)$ for $n /\left(\lambda_{0}-\lambda_{1}\right)>\max \left(\nu_{1}, u_{1}\right)$, $\nu_{1}>\theta_{0}$.

REmARK 3. Results from [82] show that interpolation theory cannot be used to prove theorems $3.3, a), 3.4, a)$. Duality may not be used too because spaces $A^{*}, B^{*}$ can not possess Radon-Nikodim property.

The next observation from [5] helps to check some $\mathcal{A D}$-conditions.

Remark 4. [5] Let $\alpha:=\left\{\alpha_{k}\right\}_{k \in \mathbb{N}} \in l_{p}$ be a nonincreasing sequence, $p \in(0, \infty)$, $a \in[0,1)$, and $t>p /(p+1)$. Then,
(1) $\left\|\Delta \alpha\left|l_{t}\left\|\leq(1-a)^{-1}\left(\alpha_{1}\right)^{1-a}\right\| \alpha\right| l_{p}\right\|^{a} \leq(1-a)^{-1}\left\|\alpha \mid l_{p}\right\|$ for $1 / t \leq a / p+1$, where $\Delta \alpha:=\left\{\alpha_{k}-\alpha_{k+1}\right\}_{k \in \mathbb{N}} \in l_{t} ;$
(2) for $\varepsilon>0$ and a sequence $\beta(\varepsilon):=\left\{\left(k^{1 / p}(\ln (k+1))^{1 / p+\varepsilon}\right)^{-1}\right\}_{k \in \mathbb{N}} \in l_{p}$, the inclusion $\Delta \beta(\varepsilon) \in l_{\frac{p}{p+1}}$ is valid if and only if $\varepsilon>1$.
3.2. "Double" vector-valued functions. This section contains the statements of the main results in the "double" vector-valued setting extending ones due to Benedek, Calderón and Panzone, [70], Bourgain [71] and Rubio De Francia, Ruiz and Torrea [69].

Let $Z$ be a Banach space with an unconditional basis $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ and its dual basis $\left\{e_{i}^{\prime}\right\}_{i \in \mathbb{N}}$. Let also $\mathbb{A}:=\left\{A_{k}\right\}_{k \in \mathbb{N}}$ and $\mathbb{B}:=\left\{B_{k}\right\}_{k \in \mathbb{N}}$ be families of Banach spaces, and $\tilde{T}:=\left\{T_{k}\right\}_{k \in \mathbb{N}}$ be a family of SIO such that, for every $k \in \mathbb{N}, T_{k}$ has $\mathcal{L}\left(A_{k}, B_{k}\right)$-valued kernel $K_{k}(x, y)$. Then, by means of $Z(\mathbb{A})$, we designate the Banach space of the sequences $a=\left\{a_{k}\right\}_{k \in \mathbb{N}}$ with the finite norm $\left\|a\left|Z(\mathbb{A})\|:=\| \sum_{k \in \mathbb{N}} e_{k}\left\|a_{k}\left|A_{k}\|\mid Z\|\right.\right.\right.\right.$. Symbol $\tilde{T}$ means SIO defined on $Z(\mathbb{A})$-valued (,,double" vector-valued) functions with the kernel $K(x, y), K(x, y) a:=$ $\left\{K_{i}(x, y) a_{i}\right\}_{i \in \mathbb{N}}$ for $a \in \mathbb{A}$. We note the relations $(Z(\mathbb{A}))^{*}=Z^{*}\left(\mathbb{A}^{*}\right), \mathbb{A}^{*}=\left\{A_{k}^{*}\right\}_{k \in \mathbb{N}}$.

Theorem 3.5. Let $\vartheta_{0}, \vartheta_{1} \in(1, \infty)$ and $\theta_{0}^{-1}-\theta_{1}^{-1}=\vartheta_{0}^{-1}-\vartheta_{1}^{-1}$ and space $Z$ be as above and an UMD-space. Assume also

$$
\sup _{k \in \mathbb{N}}\left\|T_{k} \mid \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A_{k}\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B_{k}\right)\right)\right\|=C_{L}<\infty .
$$

a) Let $\beth$ be either Theorem 3.3 for $p>1$, or parts $a), b$ ), c) of Theorem 3.4, and, for every $i \in \mathbb{N}$, operator $T_{i}$ satisfy the conditions of $\beth$ with $A=A_{i}$ and $B=B_{i}$. Assume every $B_{i}$ to have a pre-dual Banach space and to possess the Rhadon-Nikodim property, $\tilde{T} \in \mathcal{A D}_{y}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A D}_{y}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$ as an operator with $\mathcal{L}\left(l_{\infty}(\mathbb{A}), l_{\infty}(\mathbb{B})\right)$-valued kernel, and that the conditions of one of the following groups are fulfilled:

1) $u_{1}<p_{I}=\sup \left\{p: p^{-1}+\left(C_{p, A} C_{1} C_{2}^{2}\right)^{-1}>1\right\}$, where $C_{p, A}, C_{1}, C_{2}$ are constants from Lemmas 5.6, 5.8, and either $t \in(0,1], \theta_{0}=\theta_{1}$, or $\theta_{0}<\theta_{1}$;
2) $Z=l_{\varsigma}, \varsigma \in\left[u_{1}, \infty\right) \cap\left[\theta_{1}, \theta_{0}\right], 1<\varsigma \leq \nu_{0}, q_{0}$.

Then the assertions of $\beth$ remain true if we substitute spaces $A, B$, operator $T$ and parameters $\theta_{0}, \theta_{1}$ in their statements for $Z(\mathbb{A}), Z(\mathbb{B}), \tilde{T}$ and parameters $\vartheta_{0}, \vartheta_{1}$ respectively.
b) Let $\beth$ be either Theorem 3.1, or Theorem 3.2, and, for every $i \in \mathbb{N}$, operator $T_{i}$ satisfy the conditions of $\beth$ with $A=A_{i}$ and $B=B_{i}$. Assume also that spaces $\left\{A_{i}^{*}\right\}_{i \in \mathbb{N}}$ possesses the Rhadon-Nikodim property, $\tilde{T} \in \mathcal{A D}_{x}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A} \mathcal{D}_{x}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$ as an operator with $\mathcal{L}\left(l_{\infty}(\mathbb{A}), l_{\infty}(\mathbb{B})\right)$ valued kernel. Let the conditions of one of the following groups be satisfied:

1) $\max \left(q^{\prime}, \theta_{1}^{\prime}\right)<p_{I}$ and either $t \in(0,1], \theta_{0}=\theta_{1}$, or $\theta_{0}<\theta_{1}$;
2) $Z=l_{\varsigma}, \varsigma \in\left[u_{1}, \infty\right) \cap\left[\theta_{1}, \theta_{0}\right], 1<\varsigma \leq \nu_{0}, q_{0}$.

Then the assertions of $\beth$ remain true if we substitute spaces $A, B$, operator $T$ and parameters $\theta_{0}, \theta_{1}$ in their statements for $Z(\mathbb{A}), Z(\mathbb{B}), \tilde{T}$ and $\vartheta_{0}, \vartheta_{1}$ respectively.
c) Under the conditions of groups 1) of both part a) and part b), we have

$$
\widetilde{T} \in \mathcal{L}\left(L_{\vartheta_{0}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right), L_{\vartheta_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)\right)
$$

Remark 5. a) Let us note that the conclusions of Theorem 3.5, a), 1); b), 1) with $Z=\mathbb{R}$ are even stronger then the conclusions concerning the boundedness of the previous theorems thanks to the usage of Theorem 5.9 in its proof.
b) Assume that $Z=Z(\Omega),\left\{T_{\omega}\right\}_{\omega \in \Omega},\left\{A_{\omega}\right\}_{\omega \in \Omega}$ and $\left\{B_{\omega}\right\}_{\omega \in \Omega}$ are an ideal space on $\Omega$ and two families of Banach spaces respectively. In Theorem 3.5, the membership of $\tilde{T}$ in some $\mathcal{A D}$-class as an operator with $\mathcal{L}(Y(\mathbb{A}), Y(\mathbb{B}))$-valued kernel $Y=L_{\infty}(\Omega)$ is equivalent to the inclusion $\sup _{\omega \in \Omega} \mu_{i}\left(r, w, T_{\omega}\right) \in X$, where $\mu_{i}\left(r, w, T_{\omega}\right)$ is the functional corresponding to the $\mathcal{A D}$-class of the same type. Hence, in the case $A_{\omega}=A, B_{\omega}=B, T_{\omega}=T$, the inclusion of $T$ in the same $\mathcal{A D}$ class is needed.
c) Teorem 3.5 remains true when $Z=Z(\Omega)$ and $Z^{*}=Z^{*}(\Omega)$ are ideal spaces and $\tilde{T}=T \otimes I d_{Z}$.

## 4. The proofs of the main results

4.1. Vector-valued functions. In a majority of the proofs of this section, we use the property, which is common for every space $X=X\left(\mathbb{N}_{0} \times \Psi\right)$ under consideration: for $c \in(0,1)$, the inclusion $f \in X$ implies that $f^{\prime}(i, \psi):=\sum_{k \geq i} i^{i-k} f(k, \psi)$ and $f^{\prime \prime}(i, \psi):=$ $\sum_{k \geq i} c^{i-k}(k-i+1) f(k, \psi)$ are in $X$ too, and $\max \left(\left\|f^{\prime}\left|X\|,\| f^{\prime \prime}\right| X\right\|\right) \leq C(c)\|f \mid X\|$.

The proof of Theorem 3.3. We shall follow the same method of the decomposition $T=\sum_{i \in \mathbb{N}_{0}} T_{i}$ as used in [5] but by the other variable. Let us fix parallelepiped $Q_{r}(w) \subset \mathbb{R}^{n}$
and designate

$$
\varphi=\chi_{Q_{\delta}(0) \backslash Q_{\delta / b}(0)}, \varphi_{i}(x)=\varphi\left(\frac{\cdot-w}{\left(r b^{i}\right)^{\gamma_{a}}}\right), \varphi_{0}(x):=1-\sum_{i=1}^{\infty} \varphi_{i}(x), x \in \mathbb{R}^{n} .
$$

Let $K_{i}(x, y)=\varphi_{i}(x) K(x, y), i \in \mathbb{N}$. We consider an orthogonal normalized basis $\left\{p_{l}\right\}_{l=1}^{L}$ of polynomials in the Hilbert space $\mathcal{P}_{D_{\lambda_{1}}^{*}}$ endowed with the scalar product $(P, Q):=$ $\int R(x) Q(x) \varphi(x) d x$. Thus we designate

$$
\begin{gather*}
K(x, y)=\sum_{i \in \mathbb{N}_{0}} K_{i}^{\prime}(x, y), K_{0}^{\prime}(x, y)=K_{0}(x, y)+\xi_{0}(x, y), \\
K_{i}^{\prime}(x, y)=K_{i}(x, y)+\xi_{i}(x, y)-\xi_{i-1}(x, y), i \in \mathbb{N} \\
\xi_{i}(x, y)=\sum_{j=i+1}^{\infty} \sum_{l=1}^{L} \int K_{j}(x, z) p_{l}\left(\frac{z}{\left(r b^{i}\right)^{\gamma_{a}}}\right) d z\left(r b^{i}\right)^{-n} \varphi_{i}(y) p_{l}\left(\frac{y}{\left(r b^{i}\right)^{\gamma_{a}}}\right), \\
\left(T_{i} f\right)(x):=\int K_{i}(x, y) f(y) d y,\left(T_{i}^{\prime} f\right)(x):=\int K_{i}^{\prime}(x, y) f(y) d y . \tag{1}
\end{gather*}
$$

Note that every operator $T_{i}^{\prime}$ has its support in the closure of $Q_{\delta r b^{i}}(w)$, and tensor product

$$
A \otimes \mathcal{P}_{D_{\lambda_{1}}} \subset\left(T_{i}^{\prime}\right)^{-1}\left(\mathcal{P}_{D_{0}}(B)\right) \text { for } i \in \mathbb{N}_{0}
$$

due to the conditions of $O R T_{y}\left(D_{0}, D_{1}\right)$. Let $f \in \widetilde{l}_{Y, \infty, u_{1}}^{\lambda_{1}, D_{1}}\left(\mathbb{R}^{n}, A\right)$. To prove the boundedness of $T-T_{0}^{\prime}=\sum_{i \in \mathbb{N}} T_{i}^{\prime}$, Theorem 5.5 permits the usage of the (quasi)(semi)norms

$$
\begin{align*}
\left\|h\left|\widetilde{l}_{Y, \lambda_{1}, \nu_{1}}\left(\mathbb{R}^{n}, A\right)\|:=\| \sup _{t>0} t^{-\lambda_{1}} \mathcal{D}_{q^{\prime}}\left(t, \cdot, h, D_{1}, A\right)\right| Y\left(\mathbb{R}^{n}\right)\right\| ;  \tag{2}\\
\left\|h\left|\left.\right|_{Y, \infty, u_{0}} ^{\lambda_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\left\|_{w}:=\right\| \sup _{\|g\|_{B^{*} \leq 1} \leq 1}^{t u 0} t^{-\lambda_{0}} \mathcal{D}_{u_{0}}\left(t, \cdot,(g, h), D_{0}\right)\right| Y\left(\mathbb{R}^{n}\right)\right\|
\end{align*}
$$

for $\lambda_{0}>0$, or $\left\|h \mid \widetilde{b}_{\infty, \infty}^{\lambda_{0}, D_{0}}\left(\mathbb{R}^{n}, B\right)\right\|_{w}:=\sup \left\{t^{-\lambda_{0}} \mathcal{D}_{u}\left(t, z, h, D_{0}, B\right): t>0, z \in \mathbb{R}^{n}\right\}$ for $\lambda_{0}=0$.

For $g \in B^{*}$, we derive from the subadditivity of $\mathcal{D}$-functional that

$$
\begin{equation*}
\mathcal{D}_{u}\left(r, w,\left(g,\left(T-T_{0}^{\prime}\right) f\right), D_{0}\right) \leq \sum_{i=1}^{\infty} \mathcal{D}_{u}\left(r, w,\left(g, T_{i}^{\prime} f\right), D_{0}\right) \tag{4}
\end{equation*}
$$

Similarly to the proof of Theorem 3.1 in [5] using, in addition, Minkowski and Hölder inequalities and definitions of $\mathcal{A D}^{\omega}$ - and $\mathcal{A D}^{\omega * \omega}$-classes, we obtain

$$
\begin{gathered}
r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(g, \iint K_{j}(\cdot, z)\left(f-\pi_{\delta r b^{i}, w} f\right)(y) p_{l}\left(\frac{z}{\left(r b^{i}\right)^{\gamma_{a}}}\right) d z \times\right.\right. \\
\left.\left.\times\left(r b^{i}\right)^{-n} \varphi_{i}(y) p_{l}\left(\frac{y}{\left(r b^{i}\right)^{\gamma_{a}}}\right) d y\right), D_{0}\right)= \\
=Q_{1} \leq C r^{-\lambda_{0}} \int \mathcal{D}_{u}\left(r, w, K_{j}^{*}(\cdot, z) g, D_{0}, A^{*}\right)\left|p_{l}\left(\frac{z}{\left(r b^{i}\right)^{\gamma_{a}}}\right)\right| d z \times
\end{gathered}
$$

$$
\times \int\left\|f-\pi_{\delta r b^{i}, w} f\right\|_{A}(y) \varphi_{i}(y)\left(r b^{i}\right)^{-n} d y
$$

for $T \in \mathcal{A D}_{y}^{\omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$, or, for $T \in \mathcal{A D}_{y}^{\omega * \omega}\left(u, L_{\infty}, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$,

$$
Q_{1} \leq \iint\left\|r ^ { - ( \lambda _ { 0 } + n / u ) } ( g , K _ { j } - \pi _ { r , w } K _ { j } ) ( \cdot , z ) \frac { a ( y ) } { \| a ( y ) \| _ { A } } \left|L_{u}\left(Q_{r}(w)\right) \|\left|p_{l}\left(\frac{z}{\left(r b^{i}\right)^{\gamma_{a}}}\right)\right| d z \times\right.\right.
$$

$$
\times\|a(y)\|_{A} \varphi_{i}(y)\left(r b^{i}\right)^{-n} d y, a(y)=\left(f-\pi_{\delta r b^{i}, w} f\right)(y), \text { or, for } T \in \mathcal{A D}_{y}^{\omega}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D_{0}\right)
$$

$$
\begin{gathered}
Q_{1} \leq r^{-\left(\lambda_{0}+n / u\right)}\left\|\int\right\|\left(I-\pi_{r, w}\right) K_{j}^{*}(\cdot, z) g\left\|\left._{A^{*}}\left|p_{l}\left(\frac{z}{\left(r b^{i}\right)^{\gamma_{a}}}\right)\right| d z \right\rvert\, L_{u}\left(Q_{r}(w)\right)\right\| \times \\
\times\|a(y)\|_{A} \varphi_{i}(y)\left(r b^{i}\right)^{-n}\left|p_{l}\left(\frac{y}{\left(r b^{i}\right)^{\gamma_{a}}}\right)\right| d y \\
\left.r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(g, T_{i}\left(f-\pi_{\delta r b^{i}, w} f\right)\right)\right), D_{0}\right)=Q_{2} \leq \\
\leq \int r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(g, K_{i}(\cdot, y) \frac{a(y)}{\|a(y)\|_{A}}\right), D_{0}\right)\|a(y)\|_{A} d y
\end{gathered}
$$

for $T \in \mathcal{A D}_{y}^{\omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A D}_{y}^{\omega * \omega}\left(u, L_{\infty}, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$, or

$$
\text { for } T \in \mathcal{A D}_{y}^{\omega}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D_{0}\right)
$$

$$
\begin{equation*}
Q_{2} \leq r^{-\left(\lambda_{0}+n / u\right)}\left\|\int\right\|\left(I-\pi_{r, w}\right) K_{i}^{*} g(y)\left|A^{*}\|\cdot\|\left(I-\pi_{\delta r b^{i}, w}\right) f(y)\right| A\left\|d y \mid L_{u}\left(Q_{r}(w)\right)\right\| \tag{5}
\end{equation*}
$$

For $T \in \mathcal{A D}_{y}^{\omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup \mathcal{A D}_{y}^{\omega}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D_{0}\right) \cup$
$\cup \mathcal{A D} \mathcal{D}_{y}^{\omega * \omega}\left(u, L_{\infty}, X, \lambda_{0}, \lambda_{1}, D_{0}\right)$, Hölder and Minkowski inequalities applied to (5) provide, for

$$
\begin{gather*}
\mu_{i}^{\prime}(r, w)=\sum_{j=i}^{\infty} b^{(i-j)\left(\lambda_{1}-\lambda_{\max }\left(D_{1}\right)\right)} \mu_{j}(r, w) \\
r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(g, T_{i}^{\prime} f\right), D_{0}\right) \leq C \mu_{i}^{\prime}(r, w)\left(\delta r b^{i}\right)^{-\lambda_{1}} \mathcal{D}_{q^{\prime}}\left(\delta r b^{i}, w, f, D_{1}, A\right) \tag{6}
\end{gather*}
$$

where $\mu_{i}(r, w)$ corresponds to the appropriate $\mathcal{A D}$-class. Now subadditivity of $\mathcal{D}$-functional implies

$$
\begin{equation*}
r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(g,\left(T-T_{0}^{\prime}\right) f\right), D_{0}\right) \leq C \sum_{i=0}^{\infty} \mu_{i}^{\prime}(r, w)\left(\delta r b^{i}\right)^{-\lambda_{1}} \mathcal{D}_{q^{\prime}}\left(\delta r b^{i}, w, f, D_{1}, A\right) \tag{7}
\end{equation*}
$$

For $\lambda_{0}=0$, the same considerations are followed by

$$
\begin{equation*}
r^{-\lambda_{0}} \mathcal{D}_{u}\left(r, w,\left(T-T_{0}^{\prime}\right) f, D_{0}\right) \leq C \sum_{i=0}^{\infty} \mu_{i}^{\prime}(r, w)\left(\delta r b^{i}\right)^{-\lambda_{1}} \mathcal{D}_{q^{\prime}}\left(\delta r b^{i}, w, f, D_{1}, A\right) \tag{8}
\end{equation*}
$$

Corollary 5.4 delivers $T_{0}^{\prime} f-\pi_{r, w} T_{0}^{\prime} f=T_{0}^{\prime}\left(f-\pi_{r, w} f\right)$.
Hölder inequality and $L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right) \rightarrow L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)$-boundedness of $T$ clarify the estimates

$$
\begin{gathered}
r^{-\lambda_{0}} \mathcal{D}_{u_{0}}\left(r, w,\left(g, T_{0} \chi_{Q_{\delta r, w}}\left(f-\pi_{\delta r, w} f\right)\right), D_{0}\right) \leq r^{-\lambda_{0}} \mathcal{D}_{\theta_{1}, \infty}\left(r, w,\left(g, T_{0} \chi_{Q_{\delta r, w}}\left(f-\pi_{\delta r, w} f\right)\right), \emptyset\right)= \\
=r^{-\left(\lambda_{0}+n / \theta_{1}\right)}\left\|\chi_{Q_{r, w}}(\cdot)\left(g, T_{0} \chi_{Q_{\delta r, w}}\left(f-\pi_{\delta r, w} f\right)\right) \mid L_{\theta_{1}}\left(\mathbb{R}^{n}\right)\right\| \leq \\
\leq C\left\|T \mid \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}}\left(\mathbb{R}^{n}, B\right)\right)\right\|(r \delta)^{-\lambda_{1}} \mathcal{D}_{\theta_{0}}\left(r \delta, w, f, D_{1}, A\right)
\end{gathered}
$$

$$
\begin{equation*}
\left(\lambda_{0}+n / \theta_{1}=\lambda_{1}+n / \theta_{0}\right) \tag{10}
\end{equation*}
$$

For $a), b), c$ ), formulas $(6-10)$ and Hölder inequality if $u_{1}=\max \left(q^{\prime}, \theta_{0}\right)$ are followed by

$$
\begin{align*}
& r^{-\lambda_{0}} \mathcal{D}_{u_{0}}\left(r, w, T f, D_{0}, B\right) \leq C\left(\sum_{i=1}^{\infty} \mu_{i}^{\prime}(r, w)\left(\delta r b^{i}\right)^{-\lambda_{1}} \mathcal{D}_{u_{1}}\left(\delta r b^{i}, w, f, D_{1}, A\right)+\right. \\
& \left.\left(\mu_{0}^{\prime}(r, w)+\left\|T \mid \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\right\|\right)(\delta r)^{-\lambda_{1}} \mathcal{D}_{u_{1}}\left(\delta r, w, f, D_{1}, A\right)\right) . \tag{11}
\end{align*}
$$

Taking supremum by $r>0$, or using discrete Hardy inequality if $\lambda_{1}>\lambda_{\max }\left(D_{1}\right)$, one can establish the formula proving $a$ ) for $\mu_{i}=\lambda_{i}$ with the aid of Theorem 5.5 and ideality of $Y$ :

$$
\begin{gather*}
\sup _{r>0,\left\|g \mid B^{*}\right\| \leq 1} r^{-\lambda_{0}} \mathcal{D}_{u_{0}}\left(r, w,(g, T f), D_{0}\right) \leq \\
\leq C\left(\left\|T \mid \mathcal{L}_{\theta}\right\|+C_{\mathcal{A D}}\right) \sup _{r>0} r^{-\lambda_{0}} \mathcal{D}_{u_{1}}\left(r, w, f, D_{1}, A\right) . \tag{12}
\end{gather*}
$$

We repeat the same for $\mu_{i} \in\left[0, \lambda_{i}\right]$ under the conditions of $a$ ) due to the shift property (Corollary 2.5):

$$
\mathcal{A D}_{y}^{(\cdot)}\left(\cdot, \cdot, l_{t}, \lambda_{0}, \lambda_{1}, D\right) \subset \mathcal{A D} \mathcal{D}_{y}^{(\cdot)}\left(\cdot, \cdot, l_{t^{\prime}, l o g}, \lambda_{0}^{\prime}, \lambda_{1}^{\prime}, D\right) \text { for } t, t^{\prime} \in(0, \infty], \lambda_{0}-\lambda_{1}=\lambda_{0}^{\prime}-\lambda_{1}^{\prime} .
$$

Parts b) and c) follow from a) with the aid of Lemma 5.5.
Using $s$-convexity of $Y$, we derive from (11) that

$$
\begin{align*}
& \left\|r^{-\lambda_{0}} \mathcal{D}_{u_{0}}\left(r, \cdot, T f, D_{0}, B\right) \mid Y\right\|^{s} \leq C\left(\sum_{i}\left(\mu_{i}^{\prime}(r, w)\right)^{s}\left\|\left(\delta r b^{i}\right)^{-\lambda_{1}} \mathcal{D}_{u_{1}}\left(\delta r b^{i}, \cdot, f, D_{1}, A\right) \mid Y\right\|^{s}+\right. \\
& \left.\left.\quad+\left\|T \mid \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\right\|^{s} \|(\delta r b)^{-\lambda_{1}} \mathcal{D}_{u_{1}}\left(\delta r b, \cdot, f, D_{1}, A\right)\right) \mid Y \|^{s}\right) \tag{13}
\end{align*}
$$

Now Lemma 5.1 finishes the proof of part $d$ ).
Part $e$ ) is obtained from (11) with the aid of Lemma 5.1 and, then, the ideality of $Y$.
For $Y=L_{\varrho_{0}}$, part $d^{\prime}$ ) follows from (13) and the Hölder inequality $\left\|h g\left|L_{\varrho_{0}}\|\leq\| h\right| L_{\varrho_{1}}\right\|$. $\left\|g \mid L_{\varrho}\right\|$ applied to each summand of the right-hand side of (13). The last step is the same as for part d).

The proof of $e^{\prime}$ ) is the combination of the one of $e$ with $Y=L_{\varrho_{0}}$ and, then, the usage of the Hölder inequality from the proof of part $\left.d^{\prime}\right)$. $\mathcal{Q} \cdot \mathcal{E} . \mathcal{D}$.

The proof of the Theorem 3.4. We shall add $*$ referring to the formulas from the proof of Theorem 3.3. Note that we can percept the absence of $O R T$-conditions in comparison with the conditions of Theorem 3.3 as the degeneration $D_{1}=\emptyset$. In designations used there, the desirable decomposition
$(1 *)$ becomes $T f(x)=\sum_{i \in \mathbb{N}_{0}}\left(T_{i} f\right)(x)=\sum_{i \in \mathbb{N}_{0}} \int K_{i}(x, y) f(y) d y$.

Following step by step the proof of formula (11*) with natural simplifications, we have

$$
\begin{align*}
& r^{-\mu_{0}} \mathcal{D}_{u_{0}}(r, w, T f, D, B) \leq C\left(\sum_{i=1}^{\infty} \mu_{i}(r, w)\left(\delta r b^{i}\right)^{-\mu_{1}} \mathcal{D}_{u_{1}}\left(\delta r b^{i}, w, \varphi_{i} f, \emptyset, A\right)+\right. \\
& \left.\quad+\left\|T \mid \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\right\|(\delta r)^{-\mu_{1}} \mathcal{D}_{u_{1}}\left(\delta r, w, \varphi_{0} f, D_{1}, A\right)\right) \tag{2}
\end{align*}
$$

As before, the shift property from Corollary 2.5, means the inclusions of $T$ in all the $\mathcal{A D}_{y}$-classes mentioned in the theorem. Hölder inequality implies

$$
\begin{equation*}
\left(\delta r b^{i}\right)^{-\mu_{1}} \mathcal{D}_{u_{1}}\left(\delta r b^{i}, w, \varphi_{i} f, \emptyset, A\right) \leq\left\|\varphi_{i} f \mid L_{\nu_{1}, \infty}\left(\mathbb{R}^{n}, A\right)\right\|, i \in \mathbb{N}_{0} \tag{3}
\end{equation*}
$$

Thus embeddings $l_{t} \subset l_{1}$ and $L_{\nu_{1}, w_{1}} \subset L_{\nu_{1}, \infty}$ (Chebyshev) prove the first two cases of part a) (i.e. $t \in(0,1])$. The rest of $a$ ) follows from ( 2,3 ), Hölder inequality for sequences and the identity $\left\|f\left|L_{\nu_{1}}\left(\mathbb{R}^{n}, A\right)\|=\|\left\{\left\|\varphi_{i} f \mid L_{\nu_{1}}\left(\mathbb{R}^{n}, A\right)\right\|\right\}_{i \in \mathbb{N}_{0}}\right| l_{\nu_{1}}\right\|$.

The condition $n /\left(\lambda_{0}-\lambda_{1}\right)>\nu_{1}$ in $b$ ), along with Theorem 5.5,b), means that part a) contains, in particular, the inclusion $T \in \mathcal{L}\left(L_{n /\left(\lambda_{0}-\lambda_{1}\right), w}\left(\mathbb{R}^{n}, A\right), B M O\left(\mathbb{R}^{n}, B\right)\right)$ that, in turn, together with $T \in \mathcal{L}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)$, implies part b) with the aid of the interpolation theory. Under the conditions of $c$ ), a corollary of (2) is

$$
\begin{equation*}
C \sup _{r>0} r^{-\mu_{0}} \mathcal{D}_{u_{0}}(r, w, T f, D, B) \leq M_{u_{1}}^{\mu_{1}} f(w)=\sup _{r>0} r^{-\mu_{1}} \mathcal{D}_{u_{1}}(r, w, f, \emptyset, A) . \tag{4}
\end{equation*}
$$

Now part c) follows from estimate (4), part a) of Theorem 5.5 and the boundedness of fractional maximal function $M_{u_{1}}^{\mu_{1}}$ from $L_{q_{1}, s}$ into $L_{q 0, s}$ for $1 / q_{1}-1 / q_{0}=\mu_{1} / n, q_{1}>u_{1}$ and from $L_{u_{1}}$ into $L_{\left(u_{1}^{-1}+\mu_{1} / n\right)^{-1}, \infty}$. Thanks to Hölder inequality, designating $T_{\infty}=T-T_{0}$ under the conditions of $d$ ), we have, for $\xi=\left(\mu_{1} / n+1-q^{-1}\right)^{-1}$,

$$
r^{-\mu_{0}} \mathcal{D}_{u_{0}}\left(r, w, T_{\infty} f, D, B\right) \leq C_{\mathcal{A D}}\left(\mu_{0}, \mu_{1}\right)\left\||\cdot-w|_{\lambda_{a}}^{-\left(\mu_{1}+n / q^{\prime}\right)}\left|L_{\xi, \infty}\left(\mathbb{R}^{n}\right)\| \| f\right| L_{\nu_{1}, t^{\prime}}\left(\mathbb{R}^{n}, A\right)\right\|
$$

this estimate and a counterpart of ( $10 *$ ) prove $d$ ). Part e) follows from $d$ ) in the same way as b) from $a$ ). $\mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.
4.2. ,,Double" vector-valued functions. The proof of Theorem 3.5. Let us consider part a) and observe that, to prove the theorem, it is sufficient to show that operator $\tilde{T}$ satisfies the conditions of Theorems 3.3 and 3.4. The implication $T_{i} \in O R T_{y}\left(D_{0}, D_{1}\right), i \in$ $\mathbb{N} \Rightarrow \tilde{T} \in O R T_{y}\left(D_{0}, D_{1}\right)$ is transparent. With the aid of formulas

$$
\begin{gather*}
\left\|\tilde{K}(x, y)\left|\mathcal{L}(Z(\mathbb{A}), Z(\mathbb{B}))\left\|\leq C_{Z}\right\| \tilde{K}(x, y)\right| \mathcal{L}\left(l_{\infty}(\mathbb{A}), l_{\infty}(\mathbb{B})\right)\right\| \\
\left\|\left(I-\pi_{r, w, D}^{x}\right) \tilde{K}(x, y)\left|\mathcal{L}(Z(\mathbb{A}), Z(\mathbb{B}))\left\|\leq C_{Z}\right\|\left(I-\pi_{r, w, D}^{x}\right) \tilde{K}(x, y)\right| \mathcal{L}\left(l_{\infty}(\mathbb{A}), l_{\infty}(\mathbb{B})\right)\right\|  \tag{1}\\
\text { we obtain } T \in \mathcal{A D}_{y}\left(u, L_{q}, X, \lambda_{0}, \lambda_{1}, D\right) \cup \mathcal{A D}_{y}\left(L_{q}, u, X, \lambda_{0}, \lambda_{1}, D\right) \Rightarrow
\end{gather*}
$$

$$
\begin{equation*}
\Rightarrow \tilde{T} \in \mathcal{A D}_{y}\left(u, L_{q}, X, \ldots\right) \cup \mathcal{A D}_{y}\left(L_{q}, u, X, \ldots\right) \tag{2}
\end{equation*}
$$

It is left to establish the inclusion of part $c$ ), $r_{0}=r_{2}=\vartheta_{0}, r_{1}=\vartheta_{1}$ and of group 2) of parts $a)$ and $b), r_{0}=\theta_{1}, r_{2}=\infty, r_{1}=\theta_{0}$ :

$$
\begin{equation*}
\widetilde{T} \in \mathcal{L}\left(L_{r_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right), L_{r_{0}, r_{2}}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)\right) \tag{3}
\end{equation*}
$$

In the case of group 1), it follows from Theorem 5.9 due to the observation that the application of Hölder inequality for sequences to formulas (11) and (2) from the proofs of Theorems 3.3 and 3.4 respectively with $\mu_{0}=0$ implies

$$
\sup _{r>0} \mathcal{D}_{u_{0}}\left(r, w, T_{i} f_{i}, D, B_{i}\right) \leq C M_{u_{1}, t^{\prime}, A_{i}}^{\lambda_{0}-\lambda_{1}, \emptyset} f_{i}(w), w \in \mathbb{R}^{n}, i \in \mathbb{N} .
$$

For group 2), it follows from the uniform $L_{\theta_{0}}-L_{\theta_{1}, \infty}$-boundedness of $\left\{T_{i}\right\}_{i \in \mathbb{N}}$ and Minkowski inequality:

$$
\begin{align*}
& \left\|\left\|\{ \| T _ { i } f _ { i } | B _ { i } \| \} _ { i \in \mathbb { N } } \left|l_{\varsigma}\left\|\left|L_{r_{0}, \infty}\left(\mathbb{R}^{n}\right)\|\leq\|\left\{\left\|T_{i} f_{i} \mid L_{r_{0}, \infty}\left(\mathbb{R}^{n}, B_{i}\right)\right\|\right\} i \in \mathbb{N}\right| l_{\varsigma}\right\| \leq\right.\right.\right. \\
& \leq C_{L}\left\|\{ \| f _ { i } | L _ { r _ { 1 } } ( \mathbb { R } ^ { n } , A _ { i } ) \| \} _ { i \in \mathbb { N } } \left|l _ { \varsigma } \| \leq C _ { L } \| \left\|\{ \| f _ { i } | A _ { i } \| \} _ { i \in \mathbb { N } } \left|l_{\varsigma}\left\|\mid L_{r_{1}}\left(\mathbb{R}^{n}\right)\right\|\right.\right.\right.\right. \tag{4}
\end{align*}
$$

Under the conditions of part $b$ ), the counterparts of formulas (1), (2) take place, and the counterpart of (3) for $Z=l_{\varsigma}$ follows from (4). Further let us observe that, for every natural $i$, the restriction $T_{i}^{\prime}$ of $T_{i}^{*}$ on $L_{\theta_{1}^{\prime}}\left(\mathbb{R}^{n}, B_{i}^{*}\right)$ is defined by $\mathcal{L}\left(B^{*}, A^{*}\right)$-valued kernel $(K(y, x))^{*}$ because of the consequence $\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A_{i}\right)\right)^{*}=L_{\theta_{0}^{\prime}}\left(\mathbb{R}^{n}, A_{i}^{*}\right)$ of the possession of Radon-Nikodim property by every $A_{i}^{*}$.

In the case of group 1) of part b), Theorem 5.9 applied to $\tilde{T}^{\prime}$ and relation (2) from its proof deliver the counterpart of formula (3) because one has $\left|\int(g, \tilde{T} f) d x\right|=\left|\int\left(\tilde{T}^{\prime} g, f\right) d x\right|$ for $f \in L_{r_{1}}\left(\mathbb{R}^{n}, A\right), g \in L_{r_{0}, r_{2}}\left(\mathbb{R}^{n}, B^{*}\right)$ and

$$
\left\|h \mid L_{r_{0}, r_{2}}\left(\mathbb{R}^{n}, B\right)\right\|:=\sup _{\left\|g \mid L_{r_{0}^{\prime}, r_{2}^{\prime}}\left(\mathbb{R}^{n}, B^{*}\right)\right\| \leq 1} \int_{\mathbb{R}^{n}}(g, h) d x \cdot \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D} .
$$

## 5. Auxiliary results

The next lemma contains discrete counterpart of Hausdorf-Young inequality in the form of [5].

Lemma 5.1. [5] Let $p, q, r \in(0, \infty], r \geq \max (p, q)$. Then,
a) both for $r \geq 1,1+1 / r \leq 1 / p+1 / q$ and
b) for $r \leq 1$ one has $\left\|\alpha\left|l_{p}\|\cdot\| \beta\right| l_{q}\right\| \geq\left\|\alpha * \beta \mid l_{r}\right\|$;
c) the condition $\max (p, q) \leq r$ is necessary in both cases, while the condition $1+1 / r \leq$ $1 / p+1 / q$ is necessary in the case of a) only.

In the next two propositions, let us designate $\mathcal{D}^{D}:=\left\{\phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right): \phi \perp \mathcal{P}_{D}\right\}$.
THEOREM 5.2. a) if $\left|\int_{\mathbb{R}^{n}}(\psi, f) d x\right| \leq C\left\|\psi\left|L_{p}\left(\mathbb{R}^{n}, A^{*}\right)\|\cdot\| f\right| L_{p^{\prime}}\left(\mathbb{R}^{n}, A\right)\right\|$ for some $f \in$ $L_{p^{\prime}}\left(\mathbb{R}^{n}, A\right)$ and every $\psi \in \mathcal{D}^{D} \otimes A^{*}$ and $A^{* *}$ possesses Radon-Nikodim property, then there is the unique representation $f=g+\pi$, where $g \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{* *}\right)$ and $\pi \in \mathcal{P}_{D}\left(A^{* *}\right)$;
b) if, under the conditions of a), $A$ is reflexive, then there is the unique representation $f=g+\pi$, where $g \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A\right)$ and $\pi \in \mathcal{P}_{D}(A)$;
c) if $\left|\int_{\mathbb{R}^{n}}(f, \psi) d x\right| \leq C\left\|\psi\left|L_{p}\left(\mathbb{R}^{n}, A\right)\|\cdot\| f\right| L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{*}\right)\right\|$ for some $f \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{*}\right)$ and every $\psi \in \mathcal{D}^{D} \otimes A$ and $A^{*}$ possesses Radon-Nikodim property, then there is the unique representation $f=g+\pi$, where $g \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{*}\right)$ and $\pi \in \mathcal{P}_{D}\left(A^{*}\right)$.

The proof of Theorem 5.2. In the case of part $a$ ), Radon-Nikodim property implies $\left(L_{p}\left(\mathbb{R}^{n}, A^{*}\right)\right)^{*}=L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{* *}\right)$. Thus, the unique extension $F \in\left(L_{p}\left(\mathbb{R}^{n}, A^{*}\right)\right)^{*}$ satisfying

$$
\begin{equation*}
(F, \psi)=\int_{\mathbb{R}^{n}}(g, \psi) d x=\int_{\mathbb{R}^{n}}(\psi, f) d x \text { for any } \psi \in \mathcal{D}^{D} \otimes A^{*} \tag{1}
\end{equation*}
$$

is represented by $g \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{* *}\right)$ Now the inclusion $g-f \in \mathcal{P}_{D}\left(A^{* *}\right)$ follows from Lemma 5.3.

Part $b$ ) is a consequence of $a$ ) and $A=A^{* *}$.
In the case of part $c$ ), Radon-Nikodim property means $\left(L_{p}\left(\mathbb{R}^{n}, A\right)\right)^{*}=L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{*}\right)$. Thus, the unique extension $F \in\left(L_{p}\left(\mathbb{R}^{n}, A^{*}\right)\right)^{*}$ satisfying

$$
\begin{equation*}
(F, \psi)=\int_{\mathbb{R}^{n}}(g, \psi) d x=\int_{\mathbb{R}^{n}}(\psi, f) d x \text { for any } \psi \in \mathcal{D}^{D} \otimes A^{*} \tag{2}
\end{equation*}
$$

is represented by $g \in L_{p^{\prime}}\left(\mathbb{R}^{n}, A^{*}\right)$. As before, Lemma 5.3 finishes the proof implying the inclusion $g-f \in \mathcal{P}_{D}\left(A^{*}\right) . \mathcal{Q} . \mathcal{E} . \mathcal{D}$.

Lemma 5.3. Let $D$ be a subset of $\mathbb{N}_{0}^{n}$, and $A$ be a Banach space. Then:
a) if $\int_{\mathbb{R}^{n}} f \psi d x=0$ for some $f \in L_{1, \text { loc }}\left(\mathbb{R}^{n}, A\right)$ and every $\psi \in \mathcal{D}^{D}$, then $f \in \mathcal{P}_{D}(A)$;
b) if $\int_{\mathbb{R}^{n}} f \psi d x=0$ for some $f \in L_{1, \text { loc }}\left(\mathbb{R}^{n}, A^{*}\right)$ and every $\psi \in \mathcal{D}^{D}$, then $f \in \mathcal{P}_{D}\left(A^{*}\right)$.

The proof of Lemma 5.3. Beginning with part $a$ ), let us choose some $\phi \in C_{0}^{\infty}\left(Q_{1}(0)\right)$ with $\int_{\mathbb{R}^{n}} \phi d x=1, \beta \in \mathbb{N}_{0}^{n}$ with $D \subset \square_{0}^{\circ}$ and fix some $h \in A^{*}$. At least as generalized functions, Sobolev's regularizations $\left\{\phi_{b^{k}} *(h, f)\right\}_{k \in \mathbb{N}} \subset C^{\infty}$ with some $b \in(0,1)$ converge
to $(h, f)$, while every $\phi_{b^{k}} *(h, f)$ is in $\mathcal{P}_{D_{\circ}}$ because of $\mathrm{D}_{i}^{\beta_{i}} \phi_{b^{k}} *(h, f)=0$ for every $1 \leq$ $i \leq n$. The latter observation is proved by the induction by $n$ with the aid of the linear independence of any system of different monomials $\left\{x^{\alpha}\right\}_{\alpha \in I}$ in any dimension. Therefore, choosing a system $\left\{\psi_{\alpha}\right\}_{\alpha<\beta} \subset C_{0}^{\infty}\left(Q_{1}(0)\right)$ to be biorthogonal to $\left\{x^{\alpha}\right\}_{\alpha<\beta}$, we see that, indeed, the system $\phi_{b^{k}} *(h, f) \in \mathcal{P}_{D}$ is convergent to the polynomial that is equal to $(h, f) \in \mathcal{P}_{\square_{\circ}}$ almost everywhere. Now we recall that the Bochner measurability of $f$ means that there is separable subspace $A_{1} \subset A$ containing almost all values of $f$. Thus, thanks to the Hahn-Banach theorem, we can find a separable subset $\left\{h_{l}\right\}_{l \in \mathbb{N}} \subset A$ separating the elements of $A_{1}$. Let $E_{l}$ be the set of all points, where $\left(h_{l}, f\right)$ differs from the corresponding polynomial. Using the induction by $n$, we can find a net

$$
\left\{x_{\alpha}\right\}_{0 \leq \alpha \leq \beta}=\prod_{i=1}^{n}\left\{z_{i, j}\right\}_{j=1}^{\beta_{i}} \subset \mathbb{R}^{n} \backslash \bigcup_{l=1}^{\infty} E_{l} \text { with every } z_{i, j} \in \mathbb{R}
$$

and construct the polynomial $\pi(x):=\sum_{0 \leq \alpha \leq \beta} f\left(x_{\alpha}\right) \omega_{\alpha}(x) / \omega_{\alpha}\left(x_{\alpha}\right)$ of multilinear Lagrange type. The validness of the identities $\left(h_{l}, f(x)-\pi(x)\right)=0$ for every $l \in \mathbb{N}$ and $x \in \mathbb{R}^{n}$ finish the proof of part $a$ ).

In the case of part $b$ ), the proof of $a$ ) can be repeated with two changes only. We choose $h$ and $\left\{h_{l}\right\}_{l \in \mathbb{N}}$ from $A$ and use the definition of the norm of linear functional instead of Hahn-Banach theorem, while looking for $\left\{h_{l}\right\}_{l \in \mathbb{N}} \cdot \mathcal{Q} \cdot \mathcal{E} . \mathcal{D}$.

The next corollary was mentioned without a proof in part I ([5]).
Corollary 5.4. If, for some finite $D_{0}, D_{1} \subset \mathbb{N}_{0}^{n}$ and Banach spaces $A, B$, SIO T with the domain inside $L_{1, \text { loc }}\left(\mathbb{R}^{n}, A\right)$ and the range inside $L_{1, \text { loc }}\left(\mathbb{R}^{n}, A\right)$ and its adjoint $T^{*}$ with the domain inside $L_{1, \text { loc }}\left(\mathbb{R}^{n}, B^{*}\right)$ and the range inside $L_{1, \text { loc }}\left(\mathbb{R}^{n}, A^{*}\right)$ satisfies the duality relation $(\phi, T \pi)=\left(T^{*} \phi, \pi\right)$ for every $\phi \in \mathcal{D}^{D_{0}} \otimes B^{*}$ and $\pi \in \mathcal{P}_{D_{1}}(A)$, then

$$
T^{*} \in O R T_{y}\left(D_{0}, D_{1}\right) \Longleftrightarrow T \mathcal{P}_{D_{1}}(A) \subset \mathcal{P}_{D_{0}}(B) .
$$

The proof of Corollary 5.4. Implication $\Longleftarrow$ follows immediately from the definitions and the observation $\phi \perp \mathcal{P}_{D} \Longleftrightarrow \phi \perp \mathcal{P}_{D}(A)$ provided by the notion of linear independence. Implication $\Longrightarrow$ is a consequence of Lemma 5.3. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

The next theorem is established in [65].
Theorem 5.5. [65] Let $A$ be a Banach space, $Y=Y\left(\mathbb{R}^{n}\right) \in H L$ be an ideal space, $a, b, q \in(0, \infty], s \in[0, \infty), p \in(a, \infty)$ and a finite $\emptyset \neq D=\hat{D} \subset \mathbb{N}_{0}^{n}$. Then one has
a) $\tilde{l}_{L_{p, s, \infty}, a}^{0, D}\left(\mathbb{R}^{n}, A\right)=L_{p, s}^{D}\left(\mathbb{R}^{n}, A\right)$ for $a<\infty$;
b) $\widetilde{l}_{Y, \infty, a}^{s, D}\left(\mathbb{R}^{n}, A\right)=\widetilde{l}_{Y, \infty, b}^{s, D}\left(\mathbb{R}^{n}, A\right)$ for either $a, b<\infty$, or $s>0$.

Lemma 5.6. Let $Z=Z(\Omega)$ be a Banach ideal lattice with the modulus $|\cdot|, p_{0}, p_{1} \in$ $[1, \infty), s, q \in[1, \infty], \lambda \geq 0, p_{1}^{-1}+\lambda / n=p_{0}^{-1}$ and either
a) $Z \in \mathrm{UMD}, s=\infty, \lambda=0, q \geq p_{0}>1$, or
b) $\lambda \in(0, n)$ and either $p_{0}>1, q \geq p_{1}$, or $p_{0}=1, q=\infty$. Then the following (nonlinear) functional is bounded with some constant $C=C\left(p_{0}, p_{1}, q\right)$ from $L_{p_{0}}\left(\mathbb{R}^{n}, Z\right)$ into $L_{p_{1}, q}\left(\mathbb{R}^{n}, Z\right)$ :

$$
f \rightarrow\left(\bar{M}_{s}^{\lambda} f\right)(\omega, x):=\left(\int_{0}^{\infty}\left|\int_{Q_{r}(x)} f(\omega, y) d y\right|^{s} r^{s(\lambda-n)-1} d r\right)^{1 / s} .
$$

Part $a)$ is a celebrated result from [71]. Let $c_{p, Z}:=C(p, p, p)$.
The proof of Lemma 5.6. Under the conditions of b), Minkowski inequality and properties of the modulus of $Z$ imply $\left\|\left(\bar{M}_{s}^{\lambda} f\right)(x) \mid Z\right\| \leq\left(|\cdot|_{\gamma_{a}}^{\lambda-n} *\|\mid\|\|Z\|\right)(x)$. S. L. Sobolev's result on the $L_{p_{0}} \rightarrow L_{p_{1}, q^{-}}$-boundedness of the potential operator finishes the proof. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

The next lemma extending R. Fefferman-Stein inequality is a particular case of a result from [65].

Lemma 5.7. [65] For $\alpha \geq 0, u \in(0, \infty], p \in(1, \infty)$, a finite $D \subset \mathbb{N}_{0}^{n}$ and a Banach space $A$, the tensor product $F_{D}(A)=\left\{\psi \in \mathcal{D}^{D} \otimes A\right.$ : supp $\psi$ is finite $\}$ is dense in $L_{p}\left(\mathbb{R}^{n}, A\right)$ and

$$
\int(g, f) d x \leq C \int M^{*} f(x) \sup _{t>0} \mathcal{D}_{u}(t, x, g, D, A) d x \text { for } f \in F_{D}(A), g \in L_{1, l o c}\left(\mathbb{R}^{n}, A^{*}\right)
$$

The next lemma is implicitly obtained in [83].
Lemma 5.8. Let $f, g \in L_{1, \text { loc }}\left(\mathbb{R}^{n},\right)$, and $c_{0}=c_{0}(f), c_{1}, c_{2}$ be the minimal constants in the inequalities $c_{1}^{-1}(M g)^{*}(t) \leq t^{-1} \int_{0}^{t} g^{*}(s) d s \leq c_{2}(M g)^{*}(t)$ and $M(M f)(x) \leq c_{0} M f(x)$ a.e. then, for every $Q_{r}(w) \subset \mathbb{R}^{n}$ and $1 \leq p<\left(c_{0} c_{1} c_{2}^{2}\right)^{\prime}$, we have $\mathcal{D}_{p}(r, w, f, \emptyset) \leq C \mathcal{D}_{1}(r, w, f, \emptyset)$.

The next theorem is formulated in designations of Theorem 3.3. The case $\lambda=0, q_{0}=$ $q_{1}$ was considered in [69], where the original form of R. Fefferman-Stein inequality was employed.

Theorem 5.9. Let a finite $D \subset \mathbb{N}_{0}^{n}, \lambda \geq 0, q_{0} \in(1, \infty), q_{1}, q_{2} \in[1, \infty], s, u_{0}, u_{1} \in$ $[1, \infty], 1 / q_{1}+\lambda / n=1 / q_{0}$ and either $\lambda=0, s=\infty$, or $\lambda>0$. Assume that every $B_{i}$
possesses the Radon-Nikodim property and has a pre-dual Banach space $X_{i}, B_{i}=X_{i}^{*}$, and $Z \in \mathrm{UMD}$ has an unconditional basis $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ and $u_{1}<p_{I}=\sup \{p \in(1, \infty]$ : $\left.p^{-1}+\left(c_{p, A} c_{1} c_{2}^{2}\right)^{-1}>1\right\}$, where $c_{p, Z}, c_{1}, c_{2}$ are constants from Lemmas 5.6, 5.8. Let also $A_{i}, B_{i}$ for $i \in \mathbb{N}$ be Banach spaces, and every SIO $T_{i}$ with $\mathcal{L}\left(A_{i}, B_{i}\right)$-valued kernel $K_{i}(x, y)$ satisfy the following estimate uniformly by $i$ :
for $w \in \mathbb{R}^{n}$ and $f \in L_{u_{1}, \text { loc }}\left(\mathbb{R}^{n}, A_{i}\right)$,

$$
\sup _{r>0} \mathcal{D}_{u_{0}}\left(r, w, T_{i} f_{i}, D, B_{i}\right) \leq C M_{u_{1}, s, A_{i}}^{\lambda, \emptyset} f(w) .
$$

Then we have, for either $q_{1}>1$ and $q_{0}=q_{2}$, or $q_{1}=1<q_{0}$ and $q_{2}=\infty$,
a) $\tilde{T} \in \mathcal{L}\left(L_{q_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right), L_{q_{0}, q_{2}}^{D}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)\right)$;
b) $\tilde{T} \in \mathcal{L}\left(L_{q_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right), L_{q_{0}, q_{2}}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)\right)$ if $T_{i}$ is Chebyshev regular for every $i \in \mathbb{N}$.

The proof of Theorem 5.9. There exist $\kappa>1$ and $u \in\left[p_{I}, u_{1}\right]$ satisfying $u^{-1}+\left(\kappa c_{u, Z} c_{1} c_{2}^{2}\right)^{-1}>$ 1. Let us consider a vector-valued counterpart of the maximal operator from [69]:
$m f=m(A) f:=\left\|f\left|A\left\|+\sum_{i \in \mathbb{N}_{0}^{n}}\left(\left(\kappa c_{u, Z}\right)^{-1} M\right)^{i}\right\| f\right| A\right\|, f \in L_{1, l o c}\left(\mathbb{R}^{n}, A\right)$,
where $M$ is Hardy-Littlewood maximal function, and $A$ is a Banach space. Thus, we have $M(m f)(x) \leq \kappa C_{u, Z} m f(x)$ and, therefore, due to Lemma 5.8 and Hölder inequality,

$$
\begin{equation*}
M_{u_{1}, s, A_{i}}^{\lambda, \emptyset} f(x) \leq M_{u, s, A_{i}}^{\lambda, \emptyset} f(x) \leq C M_{1, s, A_{i}}^{\lambda, \emptyset} f(x) \text { a.e. } \tag{1}
\end{equation*}
$$

Now Lemmas 5.7, 5.6, formula (1) and the inequality from the conditions of the theorem imply, for $g_{i} \in \mathcal{D}^{D} \otimes X_{i}, i \in \mathbb{N}$ and $(\tilde{m} f)_{i}:=m\left(A_{i}\right) f_{i}$,

$$
\begin{gather*}
\left|\int(g, \tilde{T} f) d x\right| \leq\left|\sum_{i} \int\left(g_{i}, T_{i} f_{i}\right) d x\right| \leq \int \sum_{i}\left(M\left\|g_{i}\right\|_{B_{i}^{*}}\right)(x)\left(M_{u_{0}, \infty, B_{i}}^{0, D} T_{i} f_{i}\right)(x) d x \leq \\
\leq C \int \sum_{i}\left(M\left\|g_{i}\right\|_{B_{i}^{*}}\right)(x)\left(M_{1, s, \mathbb{R}}^{\lambda, \emptyset}\left((\tilde{m} f)_{i}\right)\right)(x) d x \leq \\
\leq C C_{q_{0}^{\prime}, Z^{*}}\left\|g\left|L_{q_{0}^{\prime}, q_{2}^{\prime}}\left(\mathbb{R}^{n}, Z\left(\mathbb{B}^{*}\right)\right)\|\cdot\| M_{1, s, \mathbb{R}^{\prime}}^{\lambda, \emptyset}(\tilde{m} f)\right| L_{q_{0}, q_{2}}\left(\mathbb{R}^{n}, Z\right)\right\| . \tag{2}
\end{gather*}
$$

Because Lemma 5.6 provides both the boundedness of $\tilde{m}$ in $\mathcal{L}\left(L_{q_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right)\right)$ and the boundedness of $M_{1, s, \mathbb{R}}^{\lambda, \emptyset}$ from $L_{q_{1}}\left(\mathbb{R}^{n}, Z\right)$ into $L_{q_{0}, q_{2}}\left(\mathbb{R}^{n}, Z\right)$, estimate (2) implies the validness of the conditions of Theorem $5.2, c$ ), which proves part $a$ ).

Let us note that, due to part a) and the assumption of Chebyshev regularity in part b), operator $\tilde{T}$ is, indeed, bounded from a dense subset of $L_{q_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right)$ into not only $L_{q_{0}, q_{2}}^{D}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)$, but also $L_{q_{0}, q_{2}}\left(\mathbb{R}^{n}, Z(\mathbb{B})\right)$ and, therefore, possesses the unique extension on the whole space $L_{q_{1}}\left(\mathbb{R}^{n}, Z(\mathbb{A})\right)$. $\mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D}$.

## 6. $\mathcal{A D}$-classes of sub-additive operators

In this section, we introduce and study extrapolation properties of the most general classes of singular operators defined in the thesis. Namely, not only the operators are permitted to be sub-additive, but also the $\mathcal{A} \mathcal{A D}$-classes considered cover the most of $\mathcal{A D}$ and $\mathcal{A} \mathcal{A} \mathcal{D}$-classes of SIO and SSIO dealt with in the previous chapters.

We say that a family $\left\{X\left(Q_{r}(w), A\right)\right\}_{Q_{r}(w) \subset X}$ of function spaces on the cubes of $\mathbb{R}^{n}$ is $\zeta$-homogeneous if

$$
\begin{gathered}
\left\|f(\cdot / \xi)\left|X\left(Q_{r \xi}(0), A\right)\left\|=\xi^{\zeta}\right\| f\right| X\left(Q_{r}(0), A\right)\right\| \text { and } \\
\left\|f(\cdot-w)\left|X\left(Q_{r}(w), A\right)\|=\| f\right| X\left(Q_{r}(0), A\right)\right\|
\end{gathered}
$$

for every $Q_{r}(w) \subset \mathbb{R}^{n}$ and $\xi>0$. In this case, we define $h(X):=\zeta$.
Remark 6. For example, one has $h\left(L_{p}\right)=n / p$.
Similarly to [5] throughout the whole article, we deal with one of the following cases. Let $A, B$ be Banach spaces. We say that operator $T$ bounded from $L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)$ into $L_{\theta_{1}, \theta_{2}}\left(\mathbb{R}^{n}, B\right)$ for some $\theta_{0}, \theta_{1}, \theta_{2} \in(0, \infty]$ is a singular operator (SO) if it is sub-additive,

$$
\|T(f+g)(x)|B\|\leq\| T f(x)| B\|+\|T g(x) \mid B\|
$$

and any $f, g$ from a domain of $T$ and a.e. $x \in \mathbb{R}^{n}$, and if it is in one of the classes defined below.

Definition 6.1. For $j=1,2$, let $X_{j}:=X_{j}\left(\mathbb{N}_{0} \cup\{-1\} \times \mathbb{R}_{+} \times \mathbb{R}^{n}\right)$ be (quasi)normed space of real-valued functions, $\lambda_{0}, \lambda_{1}, \nu_{0}, \nu_{1} \in \mathbb{R} ;\left\{Z_{00}\left(Q_{r}(w), A\right)\right\}_{Q_{r}(w) \subset \mathbb{R}^{n}}$, $\left\{Z_{01}\left(Q_{r}(w), B\right)\right\}_{Q_{r}(w) \subset \mathbb{R}^{n}},\left\{Z_{10}\left(Q_{r}(w), A\right)\right\}_{Q_{r}(w) \subset \mathbb{R}^{n}},\left\{Z_{11}\left(Q_{r}(w), A\right)\right\}_{Q_{r}(w) \subset \mathbb{R}^{n}}$ be homogeneous families of vector-valued function spaces; $\Delta_{i}(r, w)=Q_{\delta r b^{i+1}}(w) \backslash Q_{\delta r b^{i}}(w)$ for $i \in \mathbb{N}_{0}$, $\Delta_{-1}(r, w)=Q_{\delta r}(w)$ and a finite $D \subset \mathbb{N}_{0}^{n}$. Then we say that operator $T$ is a member of the class

$$
\underline{\mathcal{A \mathcal { A D }}_{x}(\vec{Z}, \vec{X}, \vec{\lambda}, \vec{\nu}, D)}=\mathcal{A \mathcal { A D }}_{x}\left(Z_{00}, Z_{01}, Z_{10}, Z_{11}, X_{1}, X_{2}, \lambda_{0}, \lambda_{1}, \nu_{0}, \nu_{1}, D\right)
$$

if there is a family of operators $\{G(t, w)\}_{Q_{r}(w) \subset \mathbb{R}^{n}}$ and functions $\mu^{j}=\mu^{j}(T): \mathbb{N}_{0} \times \mathbb{R}_{+} \times$ $\mathbb{R}^{n} \rightarrow \mathbb{R}$ with $j=1,2$ satisfying, for some $\delta>0, b>1$,

$$
\begin{gathered}
C_{\mathcal{A A D}}^{j}:=\left\|\mu^{j} \mid X_{j}\right\|<+\infty \text { for } j=1,2 \text { where } \mu_{-1}^{1}=0, \\
\mu_{i}^{1}(r, w, T):=
\end{gathered}
$$

$$
\begin{gathered}
=r^{h\left(Z_{0}\right)-\lambda_{0}}\left(\delta r b^{i}\right)^{\lambda_{1}-h\left(Z_{1}\right)}\left\|T(I-G(r, w)) \mid \mathcal{B}\left(Z_{00}\left(Q_{r}(w), A\right) / \mathcal{P}_{D}(A), Z_{01}\left(\Delta_{i}(r, w), B\right)\right)\right\|, i \in \mathbb{N}_{0}, \\
\mu_{i}^{2}(r, w, T):= \\
=r^{h\left(Z_{0}\right)-\nu_{0}}\left(\delta r b^{i}\right)^{\nu_{1}-h\left(Z_{2}\right)}\left\|G(r, w) \mid \mathcal{B}\left(Z_{10}\left(Q_{r}(w), A\right) / \mathcal{P}_{D}(A), Z_{11}\left(\Delta_{i}(r, w), A\right)\right)\right\|, i \in \mathbb{N}_{0} \cup\{-1\} .
\end{gathered}
$$

In the case $X:=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l\right)$, where $l$ is a sequence space, we shall use $l$ instead of $X$.

Corollary 6.2. [5] The following inclusions take place (the parameters omitted coincide in every particular inclusion). For $D \subset D^{\prime} \subset \mathbb{N}_{0}^{n}, \lambda_{0}, \lambda_{1}, \lambda_{0}^{\prime}, \lambda_{1}^{\prime} \in \mathbb{R}, Z_{00} \subset Y_{00}$, $Z_{10} \subset Y_{10}, Y_{01} \subset Z_{01}, Y_{11} \subset Z_{11}$ and $X_{j} \subset W_{j}$ for $j=1,2, \lambda_{0}^{\prime}<\lambda_{0}$ and $\mu_{0}-\lambda_{0}=\mu_{1}-\lambda_{1}$, one has:

$$
\mathcal{A A D}_{x}(\vec{Y}, \vec{\lambda}, \vec{\nu}, D) \subset \mathcal{A A \mathcal { A }}{ }_{x}\left(\vec{Z}, \vec{W}, \overrightarrow{\lambda^{\prime}}, \overrightarrow{\nu^{\prime}}, D^{\prime}\right)
$$

Remark 7. Note that definitions of some $\mathcal{A} \mathcal{A D}$-classes are equivalent to their continuous forms. It shows their independence of the value of $b>1$. For instance, the definition of class
$\mathcal{A} \mathcal{A D}_{x}(\vec{Z}, \vec{X}, \vec{\lambda}, \vec{\nu}, D)$ with $X_{j}:=X_{j}\left(\mathbb{N}_{0} \times \mathbb{R}_{+} \times \mathbb{R}^{n}\right)$ being equal to $W_{j}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t_{j}}\right)$ for $\left.t_{j} \in(0, \infty]\right), j=1,2$ can be written with the aid of the functions $\mu^{k}=\mu^{k}(T)$ : $[1, \infty) \times \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}, k=1,2$,
$\mu_{i}^{1}(\tau, r, w):=r^{h\left(Z_{0}\right)-\lambda_{0}}(\delta r \tau)^{\lambda_{1}-h\left(Z_{1}\right)}\left\|T(I-G(r, w)) \mid \mathcal{B}\left(Z_{00}\left(Q_{r}(w), A\right) / \mathcal{P}_{D}(A), Z_{01}\left(\Delta_{i}(r, w), B\right)\right)\right\|$,
$\mu_{i}^{2}(\tau, r, w):=r^{h\left(Z_{0}\right)-n u_{0}}(\delta r \tau)^{\nu_{1}-h\left(Z_{2}\right)}\left\|G(r, w) \mid \mathcal{B}\left(Z_{10}\left(Q_{r}(w), A\right) / \mathcal{P}_{D}(A), Z_{11}\left(\Delta_{\tau}(r, w), A\right)\right)\right\|$, where $\Delta_{\tau}(r, w)=Q_{\delta r b \tau}(w) \backslash Q_{\delta r \tau}(w)$ for $\tau \in(1, \infty)$ and $\Delta_{1}(r, w)=Q_{\delta r}(w)$ for $\tau=1$, contained in $\left.W_{j}\left(\mathbb{R} \times \mathbb{R}^{n}, V_{j}\right)\right)$ for $j=1,2$ with $V_{1}:=L_{t_{1}}(\mu,(1, \infty))$ and $V_{2}:=L_{t_{2}}(\mu,[1, \infty))$, where measure $\mu$ satisfies $d \mu=\frac{d \tau}{\tau}$ on $(1, \infty)$ and $\mu(\{1\})=1$.

Theorem 6.3. Let a sub-additive SO $T$ satisfy the conditions:
$T \in \mathcal{B}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right), T \in \mathcal{B}\left(L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)$ for a finite $D_{0} \subset \mathbb{N}_{0}^{n}$, $p_{0} \in\left(0, \theta_{2}\right), \theta_{0}, \theta_{1}, \theta_{2}, w_{0}, w_{1}, v_{0}, v_{1}, t_{1}, t_{2}, p_{1} \in(0, \infty], 1 \in\left[1 / p_{1}, \lambda_{1} / n\right], 1 \in\left[1 / \theta_{0}, \nu_{1} / n\right]$, $\lambda_{j}, \nu_{j} \in \mathbb{R}, X_{j}=L_{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, l_{t_{j}}\right)$ with every $j \in\{1,2\}$ and both for either $1<\lambda_{1} / n$, or $t_{1} \leq 1$ and for either $1<\nu_{1} / n$, or $t_{2} \leq 1$. Assume also that
$\lambda_{0}-\lambda_{1}=n\left(1 / \theta_{2}-1 / \theta_{1}\right)=n\left(1 / p_{0}-1 / p_{1}\right) \geq 0, \nu_{0}-\nu_{1}=n\left(1 / \theta_{2}-1 / \theta_{0}\right) \geq 0, \max \left(w_{0}, v_{0}\right) \leq$ $p_{0}, w_{1} \geq p_{1}, v_{1} \geq \theta_{0}$ and $T \in \mathcal{A} \mathcal{A D}_{x}\left(\vec{Z}, \vec{X}, \vec{\lambda}, \vec{\nu}, D_{0}\right)$ with $Z_{00}\left(Q_{1}(0), A\right)=L_{w_{0}}\left(Q_{1}(0), A\right)$, $Z_{01}\left(Q_{1}(0), B\right)=L_{w_{1}}\left(Q_{1}(0), B\right), Z_{10}\left(Q_{1}(0), A\right)=L_{v_{0}}\left(Q_{1}(0), A\right), Z_{11}\left(Q_{1}(0), A\right)=$
$=L_{v_{1}}\left(Q_{1}(0), A\right)$.
Then operator $T$ admits the following bounded extensions:
a) $T \in \mathcal{B}\left(L_{p_{0}}\left(\mathbb{R}^{n}, A\right), L_{p_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)$;
b) $T \in \mathcal{B}\left(L_{\sigma_{0}, \eta}\left(\mathbb{R}^{n}, A\right), L_{\sigma_{1}, \eta}\left(\mathbb{R}^{n}, B\right)\right)$ for $\eta \in(0, \infty]$, $\sigma_{0} \in\left(p_{0}, \theta_{2}\right)$ and $1 / \sigma_{0}-1 / \sigma_{1}=$ $1 / p_{0}-1 / p_{1}$. And in all the cases, the norm of the extension is dominated by

$$
\left\|T\left|\mathcal{B}\left(L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\left\|+C_{\mathcal{A} \mathcal{A D}}^{1}+C_{\mathcal{A} \mathcal{A D}}^{2}\right\| T\right| \mathcal{B}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\right\|
$$

Remark 8. The case $A=B=\mathbb{C}, D=\emptyset, \gamma_{a}=(1, \ldots, 1), \theta_{0}=\theta_{1}=\theta_{2}, T \in \mathcal{L}\left(L_{\theta_{0}}\right)$, $p_{0}=p_{1}=v_{0}=w_{0} \geq 1$ of Theorem 3.1 was treated in [78] with additional conditions $p_{1}<w_{1}, \theta_{0}<v_{1}$.

The proof of Theorem 6.3. We can choose positive constants $\xi, \xi_{0}, \xi_{1}$ with $\xi_{0}<\xi_{1}$ satisfying

$$
\begin{equation*}
Q_{r}(w) \subset \bigcap_{z \in Q_{r \xi}(w)} Q_{r \xi_{0}}(z), \bigcup_{z \in Q_{r \xi}(w)} Q_{r \xi_{0} \delta}(z) \subset Q_{r \xi_{1}}(w) \tag{1}
\end{equation*}
$$

for every $Q_{r}(w) \subset \mathbb{R}^{n}$.
Let us fix a function $f \in L_{p_{0}}\left(\mathbb{R}^{n}, A\right)$ and a constant $t>0$ and apply Lemma 6.4, a) to find a decomposition $f=f_{\infty}+\sum_{i \in \mathbb{N}} f_{i}$ satisfying its statement. Then we use $\mathcal{A} \mathcal{A D}$ condition to continue the decomposition process: for $i \in \mathbb{N}, z_{i} \in Q_{r_{i} \xi}, G_{i}:=G\left(r_{i} \xi_{0}, z_{i}\right)$,

$$
\begin{equation*}
f_{i}=\left(f_{i}-G_{i} f_{i}\right)+G_{i} f_{i}, T\left(f_{i}-G_{i} f_{i}\right)=h_{i}=h_{0, i}+h_{1, i}, h_{0, i}=\chi_{Q_{r_{i} \xi_{1}}\left(w_{i}\right)} h_{i} . \tag{2}
\end{equation*}
$$

relation (1) of Lemma 6.4, formula (2) and quasi-sub-additivity of $*$-operation and $T$ imply, for sufficiently big constant $N>0$,

$$
\begin{align*}
& \|T f \mid B\|^{*}(N t) \leq C\left(\left\|T\left(\sum_{i \in \mathbb{N}} f_{i}-G_{i} f_{i}\right)\left|B\left\|^{*}\left(\left(M \xi_{1}^{n}+1\right) t\right)+\right\| T\left(\sum_{i \in \mathbb{N}} G_{i} f_{i}\right)\right| B\right\|^{*}(t)+\left\|T f_{\infty} \mid B\right\|^{*}(t)\right) ;  \tag{3}\\
& \left\|T\left(\sum_{i \in \mathbb{N}} f_{i}-G_{i} f_{i}\right)\left|B\left\|^{*}\left(\left(M \xi_{1}^{n}+1\right) t\right) \leq\right\| \chi_{\cup_{i \in \mathbb{N}} Q_{r_{i} \xi_{1}}\left(w_{i}\right)} T\left(\sum_{i \in \mathbb{N}} f_{i}-G_{i} f_{i}\right)\right| B\right\|^{*}\left(M \xi_{1}^{n} t\right)+ \\
& +\left\|\chi_{\mathbb{R}^{n} \backslash \cup_{i \in \mathbb{N}} Q_{r_{i} \xi_{1}}\left(w_{i}\right)} T\left(\sum_{i \in \mathbb{N}} f_{i}-G_{i} f_{i}\right)\left|B\left\|^{*}(t)=\right\| \chi_{\mathbb{R}^{n} \backslash \cup_{i \in \mathbb{N}} Q_{r_{i} \xi_{1}}\left(w_{i}\right)} T\left(\sum_{i \in \mathbb{N}} f_{i}-G_{i} f_{i}\right)\right| B\right\|^{*}(t) \tag{4}
\end{align*}
$$

We use the duality of Lebesgue spaces and the sub-additivity of $T$ to derive the estimate: for some $g \in L_{p_{1}^{\prime}}\left(\mathbb{R}^{n}\right), g \geq 0$ with $\left\|g \mid L_{p_{1}^{\prime}}\left(\mathbb{R}^{n}\right)\right\|=1$,

$$
\begin{equation*}
\left\|\sum_{i \in \mathbb{N}} h_{1, i}\left|L_{p_{1}}\left(\mathbb{R}^{n}, B\right)\left\|\leq C \sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}} g\right\| h_{1, i}\right| B\right\| . \tag{5}
\end{equation*}
$$

The inclusion $T \in \mathcal{A A \mathcal { A }}_{x}\left(\vec{Z}, \vec{X}, \vec{\lambda}, \vec{\nu}, D_{0}\right)$ and Hölder inequality deliver the estimates: for $i \in \mathbb{N}, k \in \mathbb{N}_{0}$,

$$
\begin{align*}
& \int_{\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right)}\left\|h_{1, i}|B\|\leq\| g| L_{w_{1}^{\prime}}\left(\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right)\right)\right\|\left\|h_{1, i} \mid L_{w_{1}}\left(\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right), B\right)\right\| \leq \\
& \leq M_{w_{1}^{\prime}} g\left(z_{i}\right)\left(\left(r_{i} \xi_{0} \delta\right)^{n}\right)^{1-\lambda_{1} / n} \mathcal{D}_{p_{0}}\left(r_{i} \xi_{0}, z_{i}, f_{i}, D_{0}, A\right) \mu_{k}^{1}\left(r_{i} \xi_{0}, z_{i}\right)\left(r_{i} \xi_{0}\right)^{\lambda_{0}} . \tag{6}
\end{align*}
$$

Hence, conditions of the theorem, relations (1), estimate (6) and Lemma 6.4, a) imply

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}^{g}\left\|h_{1, i} \mid B\right\| \leq C M_{w_{1}^{\prime}} g\left(z_{i}\right) \psi(t) C_{\mathcal{A A D}}^{1} r_{i}^{n / \rho}, \text { where } \rho^{-1}=1+\frac{\lambda_{0}-\lambda_{1}}{n} \tag{7}
\end{equation*}
$$

and $\psi=\psi^{*}$, satisfying $\left\|\psi\left|L_{p_{0}, \infty}\left(\mathbb{R}_{+}\right)\left\|\leq C_{5}\right\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\|$, is from the statement of Lemma 6.4, a). Therefore, using (7), independence of the set $\left\{z_{i}\right\}_{i \in \mathbb{N}} \subset \prod_{i \in \mathbb{N}} Q_{r_{i} \xi}\left(w_{i}\right)$, Hölder inequality in the form $\left\|\phi \psi\left|L_{\rho}\|\leq\| \phi\right| L_{\alpha, \infty}\right\| \cdot\left\|\psi \mid L_{\beta, \rho}\right\|$ for $\alpha^{-1}+\beta^{-1}=\rho^{-1}$ and the boundedness

$$
\begin{equation*}
\left\|M_{w_{1}^{\prime}} g\left|L_{\alpha, \infty}\left(\mathbb{R}^{n}\right)\|\leq C\| g\right| L_{p_{1}^{\prime}}\left(\mathbb{R}^{n}\right)\right\| \text { for } \alpha=p_{1}^{\prime}, \tag{8}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}} g\left\|\left.h_{1, i}\left|B \| \leq C \sum_{i \in \mathbb{N}} \inf _{z \in Q_{r_{i} \xi}\left(w_{i}\right)} M_{w_{1}^{\prime}} g(z) \psi(t) C_{\mathcal{A} \mathcal{A D}}^{1}\right| Q_{r_{i} \xi}\left(w_{i}\right)\right|^{1 / \rho} \leq\right. \\
& \leq C \psi(t) C_{\mathcal{A} \mathcal{A D}}^{1}\left\|M_{w_{1}^{\prime}} g\left|L_{\rho}\left(\cup_{i \in \mathbb{N}} Q_{r_{i}}\left(w_{i}\right)\right)\|\leq C\| \psi\right| L_{p_{0}, \infty}\left(\mathbb{R}_{+}\right)\right\| C_{\mathcal{A} \mathcal{A D}}^{1} . \tag{9}
\end{align*}
$$

Now formulas $(5,9)$ imply, uniformly by $\left\{z_{i}\right\}_{i \in \mathbb{N}}$,

$$
\begin{equation*}
\left\|\sum_{i \in \mathbb{N}} h_{1, i}\left|L_{p_{1}}\left(\mathbb{R}^{n}, B\right)\left\|\leq C C_{\mathcal{A} \mathcal{A D}}^{1}\right\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\| . \tag{10}
\end{equation*}
$$

To estimate $\left\|\sum_{i \in \mathbb{N}} G_{i} f_{i} \mid L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)\right\|$, we are repeating considerations related to (5-10):

$$
\begin{equation*}
\left\|\sum_{i \in \mathbb{N}} G_{i} f_{i}\left|L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)\left\|\leq C \sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}} g\right\| G_{i} f_{i}\right| A\right\| \text { for some nonnegative } g \in L_{\theta_{0}^{\prime}}\left(\mathbb{R}^{n}\right) \tag{11}
\end{equation*}
$$

with $\left\|g \mid L_{\theta_{0}^{\prime}}\left(\mathbb{R}^{n}\right)\right\|=1$; for $i \in \mathbb{N}, k \in \mathbb{N}_{0} \cup\{-1\}$, one has

$$
\begin{align*}
& \int_{\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right)} g\left\|G_{i} f_{i}|A\|\leq\| g| L_{v_{1}^{\prime}}\left(\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right)\right)\right\|\left\|G_{i} f_{i} \mid L_{v_{1}}\left(\Delta_{k}\left(r_{i} \xi_{0} \delta, z_{i}\right), A\right)\right\| \leq \\
& \leq M_{v_{1}^{\prime}} g\left(z_{i}\right)\left(\left(r_{i} \xi_{0} \delta\right)^{n}\right)^{1-\nu_{1} / n} \mathcal{D}_{p_{0}}\left(r_{i} \xi_{0}, z_{i}, f_{i}, D_{0}, A\right) \mu_{k}^{2}\left(r_{i} \xi_{0}, z_{i}\right)\left(r_{i} \xi_{0}\right)^{\nu_{0}} ;  \tag{12}\\
& \int_{\mathbb{R}^{n}}\left\|G_{i} f_{i} \mid A\right\| \leq C M_{v_{1}^{\prime}} g\left(z_{i}\right) \psi(t) C_{\mathcal{A} \mathcal{A D}}^{2} r_{i}^{n / \rho_{1}}, \text { where } \rho_{1}^{-1}=1+\frac{\nu_{0}-\nu_{1}}{n} ;  \tag{13}\\
& \left\|M_{v_{1}^{\prime}} g\left|L_{\alpha, \infty}\left(\mathbb{R}^{n}\right)\|\leq C\| g\right| L_{\theta_{0}^{\prime}}\left(\mathbb{R}^{n}\right)\right\| \text { for } \alpha=\theta_{0}^{\prime} ;  \tag{14}\\
& \sum_{i \in \mathbb{N}} \int_{\mathbb{R}^{n}} g\left\|G_{i} f_{i}\left|A \| \leq C \sum_{i \in \mathbb{N}} \inf _{z \in Q_{r_{i} \xi\left(w_{i}\right)}} M_{v_{1}^{\prime}} g(z) \psi(t) C_{\mathcal{A} \mathcal{A D}}^{2}\right| Q_{r_{i} \xi}\left(w_{i}\right) \mid \leq\right. \\
& \leq C \psi(t) C_{\mathcal{A} \mathcal{A D}}^{1}\left\|M_{v_{1}^{\prime}} g\left|L_{1}\left(\cup_{i \in \mathbb{N}} Q_{r_{i}}\left(w_{i}\right)\right)\left\|\leq C t^{\frac{1}{\theta_{0}}-\frac{1}{p_{0}}}\right\| \psi\right| L_{p_{0}, \infty}\left(\mathbb{R}_{+}\right)\right\| C_{\mathcal{A} \mathcal{A D}}^{2} ; \tag{15}
\end{align*}
$$

$$
\begin{gather*}
\left\|\sum_{i \in \mathbb{N}} G_{i} f_{i}\left|L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)\left\|\leq C C_{\mathcal{A} \mathcal{A D}}^{2}\right\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\| \text { uniformly by } \\
\left\{z_{i}\right\}_{i \in \mathbb{N}} \subset \prod_{i \in \mathbb{N}} Q_{r_{i} \xi}\left(w_{i}\right) \tag{16}
\end{gather*}
$$

Due to (16), we obtain, uniformly by $\left\{z_{i}\right\}_{i \in \mathbb{N}}$, that

$$
\begin{gather*}
\left\|T \sum_{i \in \mathbb{N}} G_{i} f_{i}\left|A\left\|^{*}(t) t^{\frac{1}{p_{1}}} \leq t^{\frac{1}{p_{1}}-\frac{1}{\theta_{1}}}\right\| T\right| \mathcal{B}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\right\| \cdot\left\|\sum_{i \in \mathbb{N}} G_{i} f_{i} \mid L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right)\right\| \leq \\
\leq C\left\|T\left|\mathcal{B}\left(L_{\theta_{0}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\left\|C_{\mathcal{A} \mathcal{A D}}^{2}\right\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\| \tag{17}
\end{gather*}
$$

We need to use the monotonicity of the Lebesgue integral and Lemma 6.4 to obtain

$$
\begin{gather*}
\left\|T f_{\infty}\left|B\left\|^{*}(t) t^{1 / p_{1}} \leq\right\| f_{\infty}\right| L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, A\right)\right\| t^{\frac{1}{p_{1}}-\frac{1}{\theta_{1}}} \leq \\
\leq\left\|T\left|\mathcal{B}\left(L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\|\cdot\| f_{\infty}\right| L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right)\right\| t^{\frac{1}{p_{1}}-\frac{1}{\theta_{1}}} \leq \\
\left\|T\left|\mathcal{B}\left(L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\left\|t^{\frac{1}{p_{1}}-\frac{1}{\theta_{1}}}\right\| f_{\infty}\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\|^{\frac{p_{0}}{\theta_{2}}}\left\|f_{\infty} \mid L_{\infty}\left(\mathbb{R}^{n}, A\right)\right\|^{1-\frac{p_{0}}{\theta_{2}}} \leq \\
\leq C\left\|T\left|\mathcal{B}\left(L_{\theta_{2}}\left(\mathbb{R}^{n}, A\right), L_{\theta_{1}, \infty}\left(\mathbb{R}^{n}, B\right)\right)\|\cdot\| f\right| L_{p_{0}}\left(\mathbb{R}^{n}, A\right)\right\| . \tag{18}
\end{gather*}
$$

Now formulas $(5,10,11,16-18)$ are followed by part $a)$. Applying real interpolation, we finish the proof of the theorem. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

The next lemma is a simple generalization of the Calderón-Zygmund decomposition.

Lemma 6.4. Assume $p \in(0, \infty)$, and $A$ is a Banach space. Then there are constants $C_{i}, M>0, i \in\{1,2,3\}$, such that, for any $t>0$, arbitrary function $f \in L_{p}\left(\mathbb{R}^{n}, A\right)$ can be represented in the form $f=f_{\infty}+\sum_{i \in \mathbb{N}} f_{i}$, where

$$
\begin{gather*}
\operatorname{supp} f_{i} \subset Q_{i}=Q_{r_{i}}\left(w_{i}\right), \cup_{i \in \mathbb{N}} Q_{i}=G_{t}, \chi_{G_{t}} \leq \sum_{i \in \mathbb{N}} \chi_{Q_{i}} \leq M \text { for } i \in \mathbb{N},  \tag{1}\\
\max \left(\left\|f_{\infty}\left|L_{p}\left(\mathbb{R}^{n}, A\right)\|,\| \sum_{i \in \mathbb{N}} f_{i}\right| L_{p}\left(\mathbb{R}^{n}, A\right)\right\|\right) \leq C_{1}\left\|f \mid L_{p}\left(\mathbb{R}^{n}, A\right)\right\| \tag{2}
\end{gather*}
$$

and arbitrary one of the following groups of relations holds:

> a) $\sup _{i \in \mathbb{N}}\left(\mathcal{D}_{p}\left(Q_{i}, f_{i}, \emptyset, A\right),\left\|f_{\infty} \mid L_{\infty}\left(\mathbb{R}^{n}, A\right)\right\| \leq C_{2} \psi(t)\right.$ for some nonincreasing $g$ with $\psi=\psi^{*},\left\|\psi\left|L_{p, \infty}\left(\mathbb{R}_{+}\right)\left\|\leq C_{3}\right\| f\right| L_{p}\left(\mathbb{R}^{n}, A\right)\right\|,\left|G_{t}\right| \leq t$
b) $\sup _{i \in \mathbb{N}}\left(\mathcal{D}_{p}\left(Q_{i}, f_{i}, \emptyset, A\right),\left\|f_{\infty}\left|L_{\infty}\left(\mathbb{R}^{n}, A\right) \| \leq C_{2} t,\left|G_{t}\right| \leq C_{3}\left(t^{-1}\left\|f \mid L_{p}\left(\mathbb{R}^{n}, A\right)\right\|\right)^{p}\right.\right.\right.$ and $\left|G_{t}\right|$ is a non-increasing function.

The proof of Lemma 6.4. To begin with $a)$, let us fix some $f \in L_{p}\left(\mathbb{R}^{n}, A\right), t>0$ and designate

$$
\begin{equation*}
\psi(\tau):=\left(\left(M\|f \mid A\|^{p}\right)^{*}(\tau)\right)^{1 / p} \text { and } G_{t}:=\left\{x: M\|f(x) \mid A\|^{p}>\psi(t)\right\} . \tag{1}
\end{equation*}
$$

Then, we choose $\left\{Q_{i}\right\}_{i \in \mathbb{N}}$ to be a Calderón-Zygmund decomposition of $G_{t}$ satisfying

$$
\cup_{i \in \mathbb{N}} Q_{i}=G_{t}, \quad \chi_{G_{t}} \leq \sum_{i \in \mathbb{N}} \chi_{Q_{i}} \leq M, c_{o} Q_{i} \cap G_{t} \neq \emptyset
$$

and take

$$
\begin{equation*}
f_{i}:=f \chi_{Q_{i} \backslash \cup_{j<i} Q_{j}}, \quad f_{\infty}:=f-\sum_{i \in \mathbb{N}} f_{i} . \tag{3}
\end{equation*}
$$

Now the functions $\left\{f_{i}\right\}_{i \in \mathbb{N}}, f_{\infty}$ are looked for, because

$$
\begin{gathered}
\mathcal{D}_{p}\left(Q_{i}, f_{i}, \emptyset, A\right) \leq c_{o}^{n} \mathcal{D}_{p}\left(c_{o} Q_{i}, f, \emptyset, A\right) \leq c_{0}^{n} \psi(t) \text { and } \\
\left\|f(x)\left|A\left\|^{p} \leq M\right\| f\right| A\right\|^{p}(x) \leq \psi(t) \text { for a.e. } x \in \mathbb{R}^{n} \backslash G_{t} .
\end{gathered}
$$

The boundedness of Hardy-Littlewood maximal function finishes the proof of part a):

$$
\left\|\psi\left|L_{p, \infty}\left(\mathbb{R}_{+}\right)\left\|\leq C_{5}\right\| f\right| L_{p}\left(\mathbb{R}^{n}, A\right)\right\|
$$

The proof of part $b$ ) is conducted in the same way with $\psi(\tau)=\tau$. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

## On two approaches to $L_{p}$-calculus of generalized Dirac operators

## 1. Introduction

The recent complete solution of the long standing Square root problem of Kato for elliptic operators and systems by Auscher, Hofmann, Lacey, M ${ }^{c}$ Intosh and Tchamitchian in $[84,85,86]$ was preceded by works of $\mathrm{M}^{c}$ Intosh [87] and Coifman, M $\mathrm{M}^{\mathrm{c}}$ Intosh, Meyer [88], as well as a book due to Auscher and Tchamitchian [89] is devoted to the boundedness of the square roots of elliptic operators on $L_{2}$.

Later Auscher [81] has extended this result for elliptic operators to a range of Lebesgue spaces developing and employing some ideas originated from the recent results of Blunck and Kunstman [78], improving, in turn, ones of Duong, M"Intosh [4], Duong, Robinson [80] and Hebisch [79], and also Sobolev embedding theorems and the Calderón-Zygmund covering lemma.

All the above mentioned development are known to be partly based and intimately related to the theory of $H^{\infty}$-calculus developed by M${ }^{c}$ Intosh[90], Albrecht, Duong, M${ }^{c}$ Intosh [91] and Cowling, Doust, M ${ }^{c}$ Intosh, Yagi [92] in the abstract setting of Hilbert and Banach spaces correspondingly.

Contemporary development is represented by the work [93] due to Axelsson, Keith and $\mathrm{M}^{c}$ Intosh, where the model of generalized Dirac operator, which is more general than one associated with Kato square root problem, was investigated. They have established the existence of $H^{\infty}$-functional calculus of a perturbed Dirac operator on $L_{2}\left(\mathbb{R}^{n}\right)$ including a possible approach to the solution of the Square root problem of Kato as a particular case.

The most part of this chapter is, roughly speaking, related to [93] in the same way as Auscher's work [81] related to the recent solution of the Kato problem. More precisely, we show that assumptions on the boundedness of some projectors and results of [93] imply the existence of $H^{\infty}$-functional calculus in $L_{p}$ for a reasonably wide range of $p$ contained in (1,2).

For this purpose, we use the resolvent approach deriving some new generalized offdiagonal estimates of two types. As a collateral results, our approach delivers an extension of the Hilbert resolvent identity to the case of the differences of a high order. To demonstrate the irrelevance of the semigroup approach in our settings, we develop a counterexample suggested by A. M ${ }^{\mathrm{c}}$ Intosh.

Other main results are generalized embedding theorems for generalized Dirac operators written in the form of the boundedness of its powers from Besov and Lizorkin-Triebel spaces into Lebesgue (Lorentz) ones.

## 2. Definitions

In this section, define two types of off-diagonal families of functions with respect to some operators and the main assumptions on operators employed, such as properties: general G, ellipticity E, idempotentness I and projector boundedness $\mathbf{P}(q)$.

The following subsets of $\mathbb{C}$ is of use:

$$
S_{\mu}:=\{z \in \mathbb{C} \backslash\{0\}:|\arg z|<\mu\} \text { for } \mu \in[0, \pi / 2), S_{\mu}^{d}:=-S_{\mu} \cup S_{\mu} .
$$

$H_{\infty}\left(S_{\mu}^{d}\right)$ means the space of all bounded and holomorphic on $S_{\mu}^{d}$ functions; $\Xi\left(S_{\mu}^{d}\right)$ means its subset of the functions $f \in H_{\infty}\left(S_{\mu}^{d}\right)$ such that $f(z)=\mathrm{O}|z|^{-\alpha}$ for $|z| \rightarrow \infty$ and some $\alpha>1$. Assume $L_{p}=L_{p}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, and $w_{p}^{1}=w_{p}^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is seminormed (homogeneous) Sobolev space, $\left\|f\left|w_{p}^{1}\|=\| \nabla f\right| L_{p}\right\|$. We say that a pair $(p, q) \in \mathbb{R}_{+}^{2}$ is in Sobolev relation $\mathcal{S}_{1} \subset \mathbb{R}_{+}^{2}$ iff $W_{p}^{1} \subset L_{q}$. Symbols $b_{p, q}^{s}$ and $l_{p, q}^{s}$ designate, correspondingly, the spaces of Besov and Lizorkin-Triebel type of functions defined on $\mathbb{R}^{n}$.

DEFINITION 2.1. We say that function a family $\left\{f_{z}\right\}_{z \in S_{\mu_{1}}} \subset H_{\infty}\left(S_{\mu}\right)$ is in $\bar{D}\left(A, S_{\mu_{1}}, p, q\right)$ for some $p, q \in[1, \infty], \mu, \mu_{1} \in[0, \pi / 2)$ and operator $A$ iff

$$
\begin{equation*}
\left\|\left.f_{z}(A)\left|\mathcal{L}\left(L_{p}\left(\mathbb{R}^{n}\right), L_{q}\left(\mathbb{R}^{n}\right)\right) \| \leq C\right| z\right|^{\frac{n}{q}-\frac{n}{p}}, z \in S_{\mu_{1}}\right. \tag{*}
\end{equation*}
$$

We say that function family $\left\{f_{z}\right\}_{z \in S_{\mu_{1}}} \subset H_{\infty}\left(S_{\mu}\right)$ is in $\underline{\bar{D}\left(A, S_{\mu_{1}}, p, q, N\right)}$ for some $p, q \in[1, \infty], N>0$ and operator $A$ iff

$$
\begin{equation*}
\left\|\left.f_{z}(A)\left|\mathcal{L}\left(L_{p}(F), L_{q}\left(F_{1}\right)\right) \| \leq C\right| z\right|^{\frac{n}{q}-\frac{n}{p}}\left(\frac{\rho}{|z|}\right)^{-N}, z \in S_{\mu_{1}}, \rho=\operatorname{dist}\left(F, F_{1}\right)\right. \tag{**}
\end{equation*}
$$

for any closed subsets $F, F_{1}$ of $\mathbb{R}^{n}$ and $t>0$.

The next designations is used extensively:

$$
\underline{R(z)}:=(1-z)^{-1} ; \Gamma_{\nu}^{ \pm}:=\left\{t e^{ \pm i \nu}\right\}_{t>0}, \Gamma_{\nu}=\Gamma_{\nu}^{+} \cup \Gamma_{\nu}^{-} .
$$

We designate $\underline{\Delta^{k} f(z)}:=\sum_{l=0}^{k}(-1)^{l}\binom{k}{l} f(l z), k \in \mathbb{N}$ for any (operator-valued) function $f(z)$.

Definition 2.2. Assume $\Gamma$ is linear differential operator with $\mathbb{C}^{m \times m}$ matrix-valued coefficients, B is operator of pointwise multiplication on matrix $B(x) \in \mathbb{C}^{m \times m}$. General condition is

$$
\begin{equation*}
\left\|B(\cdot)\left|L_{\infty}\left(\mathbb{R}^{n}, \mathbb{C}^{m \times m}\right)\|,\| B^{-1}(\cdot)\right| L_{\infty}\left(\mathbb{R}^{n}, \mathbb{C}^{m \times m}\right)\right\|<C \tag{G}
\end{equation*}
$$

Accretivity condition of order $\omega \in[0, \pi / 2)$ means inequality $|\arg (f, \mathrm{~B} f)| \leq \omega$ for $f \in$ $L_{2} \backslash\{0\}$. As to the ellipticity condition, we shall refer to

$$
\begin{equation*}
\Pi=\Gamma+\Gamma^{*},\left\|\Pi f\left|L_{2}\|\asymp\| \nabla f\right| L_{2}\right\| . \tag{E}
\end{equation*}
$$

Definition 2.3. For $\Gamma$ as above, we designate $\underline{\Gamma_{B}^{*}}=\mathrm{B}^{-1} \Gamma^{*} \mathrm{~B}, \underline{\Pi_{B}}=\Gamma+\Gamma_{B}^{*}, \underline{\Delta_{B}}=\Pi_{B}^{2}$.

Remark 1. Note that, if $\Gamma^{2}=0$, then one has

$$
\begin{equation*}
\Gamma_{B}^{* 2}=0,\left(\Gamma_{B}^{*} \Pi_{B}^{-1}\right)^{2}=\Pi_{B}^{-1} \Gamma=\Gamma_{B}^{*} \Pi_{B}^{-1},\left(\Gamma \Pi_{B}^{-1}\right)^{2}=\Gamma \Pi_{B}^{-1}=\Pi_{B}^{-1} \Gamma_{B}^{*} . \tag{I}
\end{equation*}
$$

Definition 2.4. Property $\mathbf{P}(q), q \in[1,2]$ means the boundedness of projectors

$$
\begin{equation*}
\Gamma \Pi_{B}^{-1}, \Gamma_{B}^{*} \Pi_{B}^{-1} \in \mathcal{L}\left(L_{q}\right), \text { where } \Gamma^{2}=0 \text {. } \tag{q}
\end{equation*}
$$

Remark 2. It was proved in [93] that accretivity condition implies $\mathrm{P}(2)$.

Definition 2.5. For $q \in(1, \infty]$, designation $\mathrm{F}(q)=\mathrm{F}(A, q, \Omega)$ means that operator $A$ possesses $H_{\infty}(\Omega)$-functional calculus on $L_{q}$, i.e. $\left\|f(A)\left|\mathcal{L}\left(L_{q}\right)\|\leq C\| f\right| H_{\infty}(\Omega)\right\|$.

For $0 \leq k \leq n$, let $\Lambda_{k}^{n}$ be the $\binom{n}{k}$-dimensional space of all antisymmetric linear forms of $k$ th order, $\Lambda^{n}:=\prod_{k=0}^{n} \Lambda_{k}^{n}$; $f_{\Lambda_{k}^{n}}$ be $\Lambda_{k}^{n}$-valued component of $\Lambda^{n}$-valued function $f$ and operator $d=\nabla \wedge f$ for such $f$ possessing the Sobolev generalized derivatives of the first order.

## 3. Main results

3.1. Functional calculus. Here we state the results regarding the relations between the existence of the functional calculus $(\mathbf{P}(q))$ and the other basic properties defined in §2.

Theorem 3.1. Assume $\mathrm{G}, \mathrm{P}(q),\left(q_{s}, 2\right) \in \mathcal{S}_{1}, \mathrm{~F}(2)$ for some $q, q_{s} \in(1,2)$. Then one has $\mathrm{F}(p)$ for $p \in\left(p_{0}, 2\right)$, $p_{0}=\max \left(q, q_{s}\right)$.

The proof of Theorem 3.1. Let us begin with the observation that the theorem will follow from Theorem 5.1 if we check the validness of the conditions $(1,2)$ and $T \in \mathcal{L}\left(L_{2}\right)$ of that theorem for $T=f\left(\Pi_{B}\right), f \in H_{\infty}\left(S_{\mu}\right), A_{t}=R\left(t \Pi_{B}\right)$ and sufficiently big $l>$ $N+n / 2-n / p>n(3 / 2-1 / p)$. The last condition is insured by the assumption $\mathrm{F}(2)$. Then Theorems 4.6, 4.7 and 4.2,b) imply
$b^{k n} t^{\frac{n}{p}-\frac{n}{2}} \|\left\{\left\|f\left(\Pi_{B}\right) \Delta^{l} R\left(t \Pi_{B}\right)\left|\mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{b^{k+1} t \delta}(z) \backslash Q_{b^{k} t \delta}(z)\right)\right)\|\leq C\| f\right| H_{\infty}\right\| b^{k(n-N)}\right.$, where one can choose $N>n$. Whence, we see that condition (1) of Theorem 5.1 satisfied too. In the same manner, the validness of condition (2) of that theorem is a consequence of the following estimates provided by Theorem 4.7:

$$
\begin{aligned}
& b^{k n} t^{\frac{n}{p}-\frac{n}{2}} \|\left\{\left\|R\left(t \Pi_{B}\right)\left|\mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{b^{k+1} t \delta}(z) \backslash Q_{b^{k} t \delta}(z)\right)\right)\|\leq C\| f\right| H_{\infty}\right\| b^{k\left(n-N_{1}\right)}\right. \\
& \text { for some } N_{1}>n \text { and } t^{\frac{n}{p}-\frac{n}{2}} \|\left\{\left\|R\left(t \Pi_{B}\right) \mid \mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{t \delta}(z)\right)\right)\right\|<\infty . \mathcal{Q} \cdot \mathcal{E} . \mathcal{D} .\right.
\end{aligned}
$$

Corollary 3.2. Assume $m=2^{n}$, $p_{0}=\max \left(q, q_{s}\right), \Gamma f=d \wedge f,\left(q_{s}, 2\right) \in \mathcal{S}_{1}$ for some $q, q_{s} \in(1,2)$. Then the following implications take place:
a) $\mathrm{F}(q) \Rightarrow\left\|\left(\Pi_{B}^{2}\right)^{1 / 2} f\left|L_{q}\left(\mathbb{R}^{n}, \Lambda^{n}\right)\|\asymp\| \Pi_{B} f\right| L_{q}\left(\mathbb{R}^{n}, \Lambda^{n}\right)\right\|$;
b) $\left\|\left(\Pi_{B}^{2}\right)^{1 / 2} f\left|L_{q}\left(\mathbb{R}^{n}, \Lambda^{n}\right)\|\asymp\| \Pi_{B} f\right| L_{q}\left(\mathbb{R}^{n}, \Lambda^{n}\right)\right\| \Rightarrow \mathrm{P}(q)$;
c) $\mathrm{P}(q) \Rightarrow \mathrm{F}(p)$ for $p \in\left(p_{0}, 2\right)$.

The proof of Corollary 3.2. Implication $\mathrm{F}(q) \Rightarrow \mathrm{P}(q)$ has been obtained in [93], and its proof contains both $a$ ) and $b$ ). The same source contains the proof that properties $G$ and $\mathrm{F}(2)$ are fulfilled for $\Gamma=d$. Part $c$ ) is a particular case of Theorem 3.1. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.
3.2. Generalized embedding theorems. In this subsection, we study the boundedness properties of powers of the operator $\Pi_{B}$ from Besov, or Lizorkin-Triebel spaces into Lorentz, or Lebesgue spaces correspondingly.

Theorem 3.3. Under the conditions of Theorem 3.1 and $r \in(0, p], \theta \in(0, \infty], \beta \in$ $(0, s]$ with $(s-\beta) / n=r^{-1}-p^{-1}$, assume that $B$ is constant and either $s \in(0,1)$ and $Y_{r}^{s}=l_{r, \theta}^{s}$, or $s=1$ and $Y_{r}^{s}=w_{r}^{1}$. Then we have

$$
\Pi_{B}^{\beta} \in \mathcal{L}\left(Y_{r}^{s}, L_{p}\right)
$$

Using the real interpolation, we obtain

Corollary 3.4. Under the conditions of Theorem 3.3, one also has

$$
\Pi_{B}^{\beta} \in \mathcal{L}\left(b_{r, \theta}^{s}, L_{p, \theta}\right)
$$

The proof of Theorem 3.3 Let us choose holomorphic in $\mathbb{C}$ function $\zeta \in \Xi\left(S_{\mu}\right)$ with $\xi(0)=0$. For $\Pi_{B}^{\beta}$, let us use the representation

$$
\begin{equation*}
z^{\beta}=\int_{0}^{\infty} z^{\beta} \zeta^{2}(t z) \frac{d t}{t} \tag{1}
\end{equation*}
$$

Without loss of generality, we can assume also that

$$
\begin{equation*}
\xi(z):=\int_{1}^{\infty}(t z)^{\beta} \zeta^{2}(t z) \frac{d t}{t} \in H^{\infty}\left(S_{\mu}\right) \tag{2}
\end{equation*}
$$

Then Theorem 3.1 shows that

$$
\begin{equation*}
\xi\left(\Pi_{B}\right) \in \mathcal{L}\left(L_{p}, L_{p}\right) \tag{3}
\end{equation*}
$$

due to $\mathrm{F}(p)$ and, therefore, involving embedding properties of Sobolev and Lizorkin-Triebel spaces into Lebesgue spaces, we see also that

$$
\begin{equation*}
\xi\left(\Pi_{B}\right) \in \mathcal{L}\left(Y_{r}^{s}, L_{p}\right) \tag{4}
\end{equation*}
$$

Identity

$$
\begin{equation*}
\left(\xi\left(\Pi_{B(\tau \cdot)}\right) f\right)(\cdot / \tau)=\xi\left(\tau \Pi_{B}\right) f(\cdot / \tau) \tag{5}
\end{equation*}
$$

and the homogeneity of $Y_{r}^{s}$ show the uniform boundedness

$$
\begin{equation*}
\left\|\tau^{-\beta} \xi\left(\tau \Pi_{B}\right)\left|\mathcal{L}\left(Y_{r}^{s}, L_{p}\right)\|=\| \xi\left(\Pi_{B}\right)\right| \mathcal{L}\left(Y_{r}^{s}, L_{p}\right)\right\| \text { for every } \tau>0 \tag{6}
\end{equation*}
$$

Thus, Banach-Steinhause theorem finishes the proof with the aid of the identity

$$
\begin{gathered}
\Pi_{B}^{\beta}=\int_{0}^{\infty} \Pi_{B}^{\beta} \zeta^{2}\left(t \Pi_{B}\right) \frac{d t}{t}= \\
=\lim _{\tau \rightarrow+0} \int_{\tau}^{\infty} \Pi_{B}^{\beta} \zeta^{2}\left(t \Pi_{B}\right) \frac{d t}{t}=\lim _{\tau \rightarrow+0} \tau^{-\beta} \xi\left(\tau \Pi_{B}\right) \cdot \mathcal{Q} \cdot \mathcal{E} \cdot \mathcal{D} .
\end{gathered}
$$

## 4. Off-diagonal estimates

We begin this section with a simple identity suggesting a high order counterpart of the Hilbert identity, and, then, derive the key results on off-diagonal estimates.

Lemma 4.1.

$$
\Delta^{k} R(z)=\frac{z^{k}}{\prod_{l=1}^{k}\left(l^{-1}-z\right)}, k \in \mathbb{N} .
$$

This simple identity suggests generalizations of the Hilbert identity for the differences of arbitrary high order in the form of lemma 4.8.

Theorem 4.2. Assume $\mu \in(0, \pi / 2), \nu \in(0, \mu), \nu_{1}<\min (\nu, \mu-\nu),\left\|f \mid H_{\infty}\left(S_{\mu}\right)\right\| \leq 1$, $k \in \mathbb{N}, p, q \in[1, \infty]$. If two families $\left\{R\left(z e^{ \pm i \nu} \cdot\right)\right\}_{z \in S_{0}} \in \bar{D}\left(A, S_{0}, p, q\right)$, or $\left\{R\left(z e^{ \pm i \nu} \cdot\right)\right\}_{z \in S_{0}} \in$ $\bar{D}\left(A, S_{0}, p, q, N\right)$, then one has, correspondingly,

$$
\begin{gathered}
\text { a) }\left\{f(\cdot) \Delta^{k} R(z \cdot)\right\}_{z \in S_{\nu_{1}}} \in \bar{D}\left(A, S_{\nu_{1}}, p, q\right) \text { for } k>\frac{n}{q}-\frac{n}{p}>0 \text {, or } \\
\text { b) }\left\{f(\cdot) \Delta^{k} R(z \cdot)\right\}_{z \in S_{\nu_{1}}} \in \bar{D}\left(A, S_{\nu_{1}}, p, q, N\right) \text { for } k>N+\frac{n}{q}-\frac{n}{p}>0
\end{gathered}
$$

The proof of Theorem 4.2. Assuming $f \in \Xi\left(S_{\mu}\right)$ without loss of generality, we obtain the following Cauchy identities

$$
\begin{equation*}
f(A) \Delta^{k} R(z A)=\oint_{\Gamma_{\nu}} f(\zeta) \Delta^{k} R(z \zeta) R\left(\zeta^{-1} A\right) \frac{d \zeta}{\zeta} \tag{1}
\end{equation*}
$$

Therefore, we have, thanks to the triangle inequality,

$$
\begin{gather*}
\left\|f(A) \Delta^{k} R(z A) \mid \mathcal{L}\left(L_{p}, L_{q}\right)\right\| \leq \int_{\Gamma_{\nu},|z \zeta| \leq 1}+ \\
+\int_{\Gamma_{\nu},|z \zeta|>1}\left|\Delta^{k} R(z \zeta)\right|\left\|R\left(\zeta^{-1} A\right) \mid \mathcal{L}\left(L_{p}, L_{q}\right)\right\| \frac{|d \zeta|}{|\zeta|}=: I_{1}^{a}+I_{2}^{a}  \tag{2}\\
\left\|f(A) \Delta^{k} R(z A) \mid \mathcal{L}\left(L_{p}(F), L_{q}\left(F_{1}\right)\right)\right\| \leq \int_{\Gamma_{\nu},|z \zeta| \leq 1}+ \\
+\int_{\Gamma_{\nu},|z \zeta|>1}\left|\Delta^{k} R(z \zeta)\right|\left\|R\left(\zeta^{-1} A\right) \mid \mathcal{L}\left(L_{p}(F), L_{q}\left(F_{1}\right)\right)\right\| \frac{|d \zeta|}{|\zeta|}= \\
=: I_{1}^{b}+I_{2}^{b} \tag{3}
\end{gather*}
$$

Now Lemma 4.1 and the definitions of $\bar{D}$-classes imply

$$
\begin{gathered}
I_{1}^{a} \leq C(A, k) k!\left(\sin \left|\nu-\nu_{1}\right|\right)^{-k}|z|^{k} \int_{0}^{|z|^{-1}} r^{k+\frac{n}{p}-\frac{n}{q}-1} d r=C|z|^{\frac{n}{q}-\frac{n}{p}} \\
I_{2}^{a} \leq C(A, k) \int_{|z|^{-1}}^{\infty} r^{\frac{n}{p}-\frac{n}{q}-1} d r=C|z|^{\frac{n}{q}-\frac{n}{p}}
\end{gathered}
$$

$$
\begin{gathered}
I_{1}^{b} \leq C(A, k) k!\left(\sin \left|\nu-\nu_{1}\right|\right)^{-k} \rho^{-N}|z|^{k} \int_{0}^{|z|^{-1}} r^{k-N+\frac{n}{p}-\frac{n}{q}-1} d r=C\left(\frac{\rho}{|z|}\right)^{-N}|z|^{\frac{n}{q}-\frac{n}{p}}, \\
I_{2}^{b} \leq C(A, k) \rho^{-N} \int_{|z|^{-1}}^{\infty} r^{\frac{n}{p}-\frac{n}{q}-N-1} d r=C\left(\frac{\rho}{|z|}\right)^{-N}|z|^{\frac{n}{q}-\frac{n}{p}}
\end{gathered}
$$

These estimates finish the proof of the both parts of the theorem. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.
Lemma 4.3. For $0 \leq \omega<\nu<\pi / 2$, assume conditions $\left(q_{s}, 2\right) \in \mathcal{S}_{1}, \mathbf{G}$, $\omega$-accretivity of $B, \mathbf{E}, \mathrm{P}(q)$ and inclusion $R\left(e^{ \pm i \nu} \Pi_{B}\right) \in \mathcal{L}\left(L_{2}\right)$ for some $q \in(1,2)$. Then we have $\left\{R\left(z e^{ \pm i \nu}\right)\right\}_{z \in S_{0}} \in \bar{D}\left(\Pi_{B}, S_{0}, p, 2\right)$ for $p \in\left[\max \left(q_{s}, q\right), 2\right)$.

The proof of Lemma 4.3. Thanks to homogeneity considerations, it is sufficient to show the boundedness of operators $R(z A)$ for $|z|=1$ only. Let us designate $q_{0}=\max \left(q_{s}, q\right)$. If $q_{s}>q$, then we use Lemma 4.5 to obtain $\mathbf{P}_{q_{s}}$. Otherwise, one has $(q, 2) \in \mathcal{S}_{1}$. In both cases, $\mathbf{P}\left(q_{0}\right)$ is equivalent to $N(\Gamma) \oplus N\left(\Gamma_{B}^{*}\right), N\left(\Gamma_{B}^{*}\right)=\mathrm{B}^{-1} N\left(\Gamma^{*}\right)$ in algebraic and topological senses. Therefore, we can prove the assertion of the lemma on each of these two subspaces separately. Relations (I) imply

$$
\begin{gather*}
\quad\left(I-z \Pi_{B}\right)^{-1} g=\left(\left(I-z \Pi_{B}\right)^{-1} \Pi_{B}\right)\left(\Pi_{B}^{-1} \Gamma\right) \Pi^{-1} g \text { for } g \in N(\Gamma), \text { and for } g \in N\left(\Gamma_{b}^{*}\right), \quad(1)  \tag{1}\\
\left(I-z \Pi_{B}\right)^{-1} h=\left(\left(I-z \Pi_{B}\right)^{-1} \Pi_{B}\right) \Pi_{B}^{-1} \mathrm{~B}^{-1} \Gamma \Pi^{-1} \mathrm{~B} h=\left(\left(I-z \Pi_{B}\right)^{-1} \Pi_{B}\right)\left(\Pi_{B}^{-1} \Gamma_{B}^{*}\right)\left(\mathrm{B}^{-1} \Pi^{-1} \mathrm{~B}\right) h \tag{2}
\end{gather*}
$$

because of the identities $\Gamma \Pi^{-1} g=g$ and $\mathrm{B}^{-1} \Gamma \Pi^{-1} \mathrm{~B} g=g$. Ellipticity property tells that operators $\Pi=\Pi^{*}$ are isomorphisms between $w_{2}^{1}$ and $L_{2}$. Whence, inclusions $\Pi_{B}^{-1} \Gamma, \Pi_{B}^{-1} \Gamma_{B}^{*} \in$ $\mathcal{L}\left(L_{2}\right)$ reflecting $\mathrm{P}(2)$ (see remark 2.6) along with $\left(q_{0}, 2\right) \in \mathcal{S}_{1}$ imply

$$
\begin{equation*}
\Pi_{B}^{-1} \Gamma \Pi^{-1}, \Pi_{B}^{-1} \mathrm{~B}^{-1} \Gamma \Pi^{-1} \mathrm{~B} \in \mathcal{L}\left(L_{q_{0}}, L_{2}\right) . \tag{3}
\end{equation*}
$$

Eventually representation $\left(I-z \Pi_{B}\right)^{-1} \Pi_{B}=z^{-1}\left(R\left(z \Pi_{B}\right)-I\right),|z|=1$ and inclusion $R\left(e^{ \pm i \nu} \Pi_{B}\right) \in \mathcal{L}\left(L_{2}\right)$ finish the proof. Q.E.D.

Next two lemmas follow from interpolation theory.
Lemma 4.4. ([81, 94]) Assume $p \in(0,2), \theta \in(0,1), p_{\theta}^{-1}=(1-\theta) p^{-1}+\theta 2^{-1}$, $\left\{R\left(z e^{ \pm i \nu}\right)\right\}_{z \in S_{0}} \in \bar{D}\left(A, S_{0}, p, 2\right) \cap \bar{D}\left(A, S_{0}, q, 2, N\right)$. Then we have

$$
\left\{R\left(z e^{ \pm i \nu}\right)\right\}_{z \in S_{0}} \in \bar{D}\left(A, S_{0}, p_{\theta}, 2, \theta N\right)
$$

Lemma 4.5. $\mathbf{P}(p)$ and $\mathbf{P}(q) \Rightarrow \mathbf{P}(r), r \in(p, q)$.
The next theorem was proved in [93].

Theorem 4.6. Assuming $\mathbf{G}$ and $\omega$-accretivity of $B$ for some $0 \leq \omega<\nu<\pi / 2$, one has $\left\{R\left(z e^{ \pm i \nu} \Pi_{B}\right)\right\}_{z \in S_{0}} \subset \mathcal{L}\left(L_{2}\right),\left\{R\left(z e^{ \pm i \nu}\right)\right\}_{z \in S_{0}} \in \bar{D}\left(\Pi_{B}, S_{0}, 2,2, N\right)$ for any $N>0$.

Theorem 4.7. Assuming $\left(q_{s}, 2\right) \in \mathcal{S}_{1}, q_{s}, q \in(1,2), \mathbf{G}, \omega$-accretivity of $B$ for some $0 \leq \omega<\nu<\pi / 2, \mathrm{P}(q)$ and inclusion $R\left(e^{ \pm i \nu} \Pi_{B}\right) \in \mathcal{L}\left(L_{2}\right)$, one has $\left\{R\left(z e^{ \pm i \nu}\right)\right\}_{z \in S_{0}} \in$ $\bar{D}\left(\Pi_{B}, S_{0}, p, 2\right) \cap \bar{D}\left(\Pi_{B}, S_{0}, p, 2, N\right)$ for any $p \in\left(\max \left(q_{s}, q\right), 2\right), N>0$.

The proof of Theorem 4.7. Inclusion $\left\{R\left(z e^{ \pm i \nu} \cdot\right)\right\}_{z \in S_{0}} \in \bar{D}\left(\Pi_{B}, S_{0}, p, 2\right)$ follows immediately from Lemma 4.3. It and Theorem 4.6 provide $\left\{R\left(z e^{ \pm i \nu \cdot}\right)\right\}_{z \in S_{0}} \in \bar{D}\left(\Pi_{B}, S_{0}, p, 2, N\right)$ thanks to Lemma 4.4. $\mathcal{Q} . \mathcal{E} . \mathcal{D}$.

Lemma 4.8. For $h, z_{0} \in \mathbb{C}, m \in \mathbb{N}$, let $X$ be a linear space, and $A: X \rightarrow X$ be a linear operator with existing inverse operators $\left\{\left(A-\left(z_{0}+i h\right) I\right)^{-1}\right\}_{i=0}^{m}$, or $\left\{R\left(\left(z_{0}+i h\right) A\right)\right\}_{i=0}^{m}$. Then, for

$$
\Delta_{h}^{m} \psi\left(z_{0}\right):=\Delta_{h}^{1} \Delta_{h}^{m-1} \psi\left(z_{0}\right), \Delta_{h}^{1} \psi\left(z_{0}\right):=\psi\left(z_{0}+h\right)-\psi\left(z_{0}\right),
$$

one has, correspondingly:

$$
\begin{aligned}
& \text { a) } \Delta_{h}^{m} \psi\left(z_{0}\right):=m!h^{m} \prod_{i=0}^{m}\left(A-\left(z_{0}+i h\right) I\right)^{-1} \text { for } \psi(z):=(A-z I)^{-1} \text {, or } \\
& \text { b) } \Delta_{h}^{m} \psi\left(z_{0}\right):=m!(h A)^{m} \prod_{i=0}^{m}\left(I-\left(z_{0}+i h\right) A\right)^{-1} \text { for } \psi(z):=R(z A)
\end{aligned}
$$

The proof of Lemma 4.8. Let us prove part $a$ ). The proof of $b$ ) is essentially the same and, thus, is omitted. Using the induction by $m$, we see that, for $m=1, a$ ) is the Hilbert identity. Assuming the validity of $a$ ) for $m=k-1$, one sees

$$
\begin{gathered}
\Delta_{h}^{k} \psi\left(z_{0}\right)=(k-1)!h^{k-1}\left(\prod_{i=1}^{k}\left(A-\left(z_{0}+i h\right) I\right)^{-1}-\prod_{i=0}^{k-1}\left(A-\left(z_{0}+i h\right) I\right)^{-1}\right)= \\
=(k-1)!h^{k-1} \prod_{i=1}^{k}\left(A-\left(z_{0}+i h\right) I\right)^{-1} \Delta_{k h}^{1} \psi\left(z_{0}\right)=k!h^{k} \prod_{i=0}^{k}\left(A-\left(z_{0}+i h\right) I\right)^{-1} . \\
\text { Q.E.D. }
\end{gathered}
$$

## 5. Extrapolation of operators

The next theorem extends celebrated results from [78].

Theorem 5.1. For $l \in \mathbb{N}, b>1, \delta>0, p \in(1,2)$, let operators $T$ and $\left\{A_{t}\right\}_{t \geq 0}, A_{0}=I$ to satisfy $T \in \mathcal{L}\left(L_{2}\right)$,

$$
\begin{gather*}
\begin{array}{c}
z \in \mathbb{R}^{n} \\
\sup _{t>0}
\end{array}\left\|\left\{\alpha_{k}\right\}_{k \in \mathbb{N}_{0}} \mid l_{1}\right\|=C_{1}<\infty \text {, where }  \tag{1}\\
\alpha_{k}(t, z):=t^{\frac{n}{p}-\frac{n}{2}} b^{k n}\left\|T \Delta^{l} A_{t} \mid \mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{b^{k+1} t \delta}(z) \backslash Q_{b^{k} t \delta}(z)\right)\right)\right\| ; \\
\substack{z \in \mathbb{R}^{n}  \tag{2}\\
\sup _{t>0}\left(t ^ { \frac { n } { p } - \frac { n } { 2 } } \left(\| A_{t} \mid \mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{t \delta}(z)\right)\|+\|\left\{\beta_{k}(t, z)\right\}_{k \in \mathbb{N}_{0}} \mid l_{1} \|\right)=C_{2}<\infty \text {, where } \\
\beta_{k}(t, z):=\left\{b^{k n}\left\|A_{t} \mid \mathcal{L}\left(L_{p}\left(Q_{t}(z)\right), L_{2}\left(Q_{b^{k+1} t \delta}(z) \backslash Q_{b^{k} t \delta}(z)\right)\right)\right\| . \\
\hline\right.\right.\right.}
\end{gather*}
$$

Then one has $\max \left(\left\|T\left|\mathcal{L}\left(L_{p}, L_{p, \infty}\right)\|\| T,\right| \mathcal{L}\left(L_{u}, L_{u}\right)\right\| \leq C\left(C_{1}+\left(1+C_{2}\left\|T \mid \mathcal{L}\left(L_{2}\right)\right\|\right)\right)\right.$ for $u \in(p, 2)$.

The proof of Theorem 5.1. Without loss of generality, one can assume that $\delta>2 n^{1 / 2} l$. Thus, we see that Theorem 5.1 becomes a particular case of Theorem III.6.3, by taking $A=B=\mathbb{C}, \theta_{0}=\theta_{1}=\theta_{2}=v_{1}=w_{1}=2, v_{0}=w_{0}=p_{0}=p_{1}=p, t_{1}=t_{2}=1$, $\lambda_{0}=\lambda_{1}=\nu_{0}=\nu_{1}=n, D_{0}=\emptyset$ and $G(r, w):=I-\Delta^{l} A_{r}$ for any $Q_{r}(w) \subset \mathbb{R}^{n}$ in the conditions of the latter theorem. Q.E.D.

## 6. Approach based on semigroups

In this section, we provide an example revealing a disadvantage of the approach based on the off-diagonal estimates for semigroups.
6.1. An example. In this subsection, we shall study off-diagonal properties of a particular example of an operator $\Gamma$ suggested by $\mathrm{M}^{\mathrm{c}}$ Intosh to the author:

$$
\Gamma:\binom{f_{1}}{f_{2}} \mapsto\left(\begin{array}{ll}
0 & \mathrm{D}  \tag{1}\\
0 & 0
\end{array}\right)\binom{f_{1}}{f_{2}}=\binom{f_{2}^{\prime}}{0}, \Gamma^{*}=\left(\begin{array}{cc}
0 & 0 \\
-\mathrm{D} & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
-f^{\prime} & 0
\end{array}\right) \text {, where }
$$

$f(x)=\left(f_{1}(x), f_{2}(x)\right)$ is a function of one-dimensional variable $x \in \mathbb{R}$.
Let us assume that $f(x)$ is the restriction $f(x)=g(x+0 i)$ of an analytic function $g$ satisfying Riemann formulas

$$
\begin{equation*}
g(x+i y)=\frac{\operatorname{sign}(y)}{2 \Pi i} \int_{-\infty}^{\infty} \frac{f(t) d t}{t-x-i y} \text { for } x \in \mathbb{R}, y \in \mathbb{R} \backslash\{0\} . \tag{2}
\end{equation*}
$$

Representing $\Pi$ in the form

$$
\Pi=\mathrm{D} \otimes J, \text { where } J=\left(\begin{array}{cc}
0 & 1  \tag{3}\\
-1 & 0
\end{array}\right)
$$

is a matrix imaginary unit of the $2 \times 2$ matrix representation of the complex numbers, we have, for $h \in \mathbb{C}$,

$$
\begin{equation*}
e^{h \Pi}=I \cos (h \Pi)+J \sin (h \Pi)=I \frac{e^{i h \Pi}+e^{-i h \Pi}}{2}+J \frac{e^{i h \Pi}-e^{-i h \Pi}}{2 i} . \tag{4}
\end{equation*}
$$

Let us note that assuming the convergence radius of the Taylor expansion of $g(z)$ at every $z$ with $\operatorname{Im} z=0$ to be greater than $|h|$, one has $e^{h \mathrm{D}} g(z)=g(z+h)$, i.e. $e^{h \mathrm{D}}$ is a shift operator. Therefore, we see that

$$
\begin{gather*}
e^{h \Pi} f(x)=I \frac{e^{i h \Pi} g(x)+e^{-i h \Pi} g(x)}{2}+J \frac{e^{i h \Pi} g(x)-e^{-i h \Pi}(x)}{2 i}= \\
=I \frac{g(x+i h)+g(x-i h)}{2}+J \frac{g(x+i h)-g(x-i h)}{2 i} . \tag{5}
\end{gather*}
$$

Identity $J^{2}=-I$ and (5) show the presence of the semigroup property

$$
e^{h_{1} \Pi} e^{h_{2} \Pi}=e^{\left(h_{1}+h_{2}\right) \Pi} .
$$

In particular, for $y>0$, formulas $(2,5)$ imply

$$
\begin{equation*}
e^{y \Pi} f(x)=(2 \pi)^{-1}\left(I f * \phi_{y}(x)+J f * \psi_{y}\right) \text { where } \phi_{y}=\frac{1}{y} \phi\left(\frac{\cdot}{y}\right), \psi_{y}=\frac{1}{y} \psi\left(\frac{\cdot}{y}\right), \tag{6}
\end{equation*}
$$

and $\phi(x):=\left(1+x^{2}\right)^{-1}, \psi(x):=x \phi(x)$. Because $\phi \in L_{1}(\mathbb{R})$ and the convolution with $\psi$ is a Calderón-Zygmund operator, the semigroup $e^{z \Pi}=e^{\mathrm{Re} z \Pi} e^{i \mathrm{Im} z \Pi}$ is well-defined on $L_{p}(\mathbb{R})$ for $p \in[1, \infty]$ and $\left\|e^{z \Pi} \mid \mathcal{L}\left(L_{p}\right)\right\| \leq C(p)$ for $p \in(1, \infty)$, $\operatorname{Re} z>0$. Note that the semigroup property of $e^{z \Pi}$ is closely related with the identities

$$
\begin{gather*}
\phi_{t+s}=\phi_{t} * \phi_{s}-\psi_{t} * \psi_{s}, \psi_{t+s}=\phi_{t} * \psi_{s}+\psi_{t} * \phi_{s}, t, s>0 \text { reflecting, in turn, }  \tag{7}\\
\varrho_{t+s}=\varrho_{t} * \varrho_{s} \text { for } \varrho(x):=\phi(x)+i \psi(x)=(1-i x)^{-1}
\end{gather*}
$$

In the same time, we have, for $z=-i y, y \in \mathbb{R}$,

$$
\begin{equation*}
e^{-i y \Pi} f(x)=I \frac{f(x+y)+f(x-y)}{2}+J \frac{f(x+y)-f(x-y)}{2 i} . \tag{8}
\end{equation*}
$$

Thus, one cannot achieve off-diagonal estimates for this semigroup with an arbitrary $N$ unless $z$ is purely imaginary. In general, $N=1$ implied by the convolution with $\psi$ can only be gained.
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## Index of Function Spaces

| $L_{p, q}(E)$ | Lorentz space on $E$, p. 15 |
| :---: | :---: |
| $L_{p, q}(E, A)$ | Bochner-Lorentz space on E, p. 15 |
| $H_{p, q}\left(\mathbb{R}^{n}, A\right)$ | Bohner-Hardy-Lorentz space on $\mathbb{R}^{n}$, p. 16 |
| $w_{p}^{l}(G)$ | seminormed (homogeneous) Sobolev space on $G$, p. 32 |
| $W_{p}^{l}(G)$ | Sobolev space on $G$, p. 33 |
| $b_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)$ | seminormed Besov space on $\mathbb{R}^{n}$, p. 32 |
| $\widetilde{b}_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)$ | seminormed local-approximation space of Besov type on $\mathbb{R}^{n}$, p. 32 |
| $b l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$ | local seminormed local-approximation space of Besov type on $\mathbb{R}^{n}$, p. 31 |
| $\widetilde{b}_{p, q, u}^{s, D}\left(\mathbb{R}^{n}, A\right)$ | Banach-valued seminormed local-approximation space of Besov type on $\mathbb{R}^{n}$, p. 68 |
| $l_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)$ | seminormed Lizorkin-Triebel space on $\mathbb{R}^{n}$, p. 32 |
| $\widetilde{l}_{p, q}^{s, D}\left(\mathbb{R}^{n}\right)$ | seminormed local-approximation space of Lizorkin-Triebel type on $\mathbb{R}^{n}$, p. 32 |
| $l l_{p, u, q, a}^{s, \gamma, D}\left(\mathbb{R}^{n}\right)$ | local seminormed local-approximation space of Lizorkin-Triebel type on $\mathbb{R}^{n}$, p. 31 |
| $\widetilde{l}_{p, q, u}^{s, D}\left(\mathbb{R}^{n}, A\right)$ | Banach-valued seminormed local-approximation space of Lizorkin-Triebel type on $\mathbb{R}^{n}$, p. 68 |
| ${ }_{\sim}^{B_{p, \infty}}(G)$ | Nikol'skii space on $G$, p. 53 |
| $\tilde{b}_{p, p}^{s}\left(\mathbb{R}^{n}\right)$ | seminormed local-approximation Sobolev-Slobodeckii space, p. 45 |


[^0]:    ${ }^{1}$ The content of this chapter is published in [1]

[^1]:    ${ }^{1}$ The content of this chapter will be mainly included in [68].

