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Abstract

Natural mortality, M , has historically been a difficult parameter to estimate in conjunction with 

other stock assessment parameters. Time-varying M , while likely to be experienced by a 

population, is a particularly difficult process to estimate with the data and methods currently 

available to most stock assessments. Although auxiliary information in the form of a covariate to 

M  has been shown to improve model fit for some stocks, such data are rarely available. 

Meanwhile, hierarchical models continue to be utilized in capturing processes that vary in time 

and space. I tested both the covariate and hierarchical methods in their ability to estimate time- 

varying M . I attempted to fit hierarchical models by two different methods: penalized likelihood 

and the integrated likelihood approach associated with mixed effects models. Mixed effects 

models performed poorly in comparison to penalized likelihood. Including a covariate to natural 

mortality aided the estimability of time-varying M, regardless of the observation error associated 

with the covariate. Estimating a constant value of M  resulted in biased estimates when M  was 

time-varying in the simulated population. I showed that the Akaike information criterion (AIC) is 

a useful metric for comparing models although it does not necessarily align with the accuracy of 

estimates that are of most interest to managers, such as terminal year spawning stock biomass. In 

addition to showing empirically that incorporating a covariate is a robust approach to estimating 

time-varying M , I conclude that this approach is also advantageous to stock assessment on 

theoretical grounds, as it is more amenable than hierarchical models to making predictions.
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1. Introduction

1.1 The problem

The fundamental objective of most fisheries stock assessments is to estimate population 

abundance and related parameters, to inform management actions. As stock assessment 

methodology and computational power have progressed over decades, many methods of varying 

complexity have been developed to achieve this end. Simpler models do not account for 

population dynamics explicitly, but instead consider changes in the population as a whole. 

Surplus production models (Quinn and Deriso 1999) are an example of this approach, as they 

model the weight (biomass) of total growth against total subtractions rather than accounting 

directly for all the processes that affect growth (recruitment, individual growth) and subtractions 

(natural mortality, fishing mortality).

The current gold standard in fisheries stock assessments is the age-structured assessment (ASA) 

model. This model lies on the other end of the complexity spectrum, accounting for age 

structure, multiple sources of mortality, and recruitment. These models commonly attribute the 

total mortality (Z) experienced by a population to two sources: fishing mortality (F) and natural 

mortality (M). Estimates of F  are informed by the catches reported in the various fisheries 

present. Fishing mortality is expressed as a function of age-specific gear selectivity (s), with full- 

recruitment F  experienced by fully-selected age classes. In parsing natural mortality from total 

mortality, data directly related to natural mortality are rarely available. Thus, M  tends to be 

confounded with F  (Quinn and Deriso 1999). M  also has a tendency to be confounded with gear 

selectivity, catchability (q), and recruitment (R), (Thompson 1994, Schnute and Richards 1995) 

as all of these parameters affect population scale and change over time. These issues of

1



confounding hinder the ability of models to accurately estimate M  simultaneously with other 

parameters. It is therefore commonplace for stock assessments to estimate M  separate from the 

assessment model, and then to fix M  at that single value or set of values that vary with age or sex 

(Quinn and Deriso 1999). This likely does not represent the true underlying dynamics, as one 

would expect M  to not only vary with age but also with size, time, and due to density-dependent 

effects (Beverton and Holt 1957).

Although common practice, treating natural mortality as a constant comes with risk. Simulations 

have shown that misspecification of M  results in bias and that high harvest recommendations can 

result when M  is set constant at a rate higher than that experienced by the population (Clark 

1999). The collapse of red king crab (Paralithodes camtschaticus) in Bristol Bay, Alaska may 

have been due in part to high rates of natural mortality; allowing for time-varying natural 

mortality significantly improved the assessment model fit to survey abundance when compared 

to a model that assumed constant natural mortality (Zheng et al. 1995). In this case, allowing for 

time-varying M  improved the quality of results that could be used for management. However, 

time-varying M  is not always estimable due to the reasons discussed above and limited available 

data.

The difficulty in estimating M , combined with potential bias associated with model 

misspecification, prompted the National Marine Fisheries Service (NMFS) to hold a workshop 

on the topic of estimating natural mortality in 2011. The resultant report stressed the difficulty in 

estimating M  and its influence on management reference points, and defined a set of best 

practices regarding the treatment of M  within stock assessment models (Brodziak et al. 2011). 

Central to the best practices proposed is a tier system for categorizing which approaches for
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estimating M  are possible for a given stock based on data available. Estimates involving greater 

complexity—such as spatially or temporally varying M —are placed in the tier corresponding to 

the most data-rich stocks. The report encouraged the development of methods that account for 

the effect of temporal changes in M  on management reference points.

1.2 Existing knowledge

Several studies have investigated alternative approaches for addressing time-varying M . Time- 

varying M  was shown to be estimable in a length-based assessment with precise survey data, and 

this was the preferred method when true natural mortality is time-varying (Fu and Quinn 2000). 

However, estimating a constant value for M  can be a robust approach in an ASA model when M  

experiences a sharp increase or decrease in time (Johnson et al. 2015).

Allowing parameters to vary over time is not only of interest because it may result in more 

accurate estimates of the population, but acknowledging these additional dynamics may allow 

for a more accurate accounting of the uncertainty in a model’s predictions and resultant 

management recommendations (Hilborn 2003). Accounting for this additional uncertainty is of 

particular importance for a parameter as influential in an assessment as M . Further, if trends in M  

are detected by a model, one can then begin to form hypotheses about potential biological or 

environmental drivers of those trends (Zheng et al. 1995). However, there are limits to the 

number of parameters that can be estimated by models, so tradeoffs must be recognized when 

complexity is increased.

Natural mortality is also just one population process that is likely to be time-varying. Individual 

growth rates can change over time, as has been observed with Pacific halibut (Hippoglossus 

stenolepis, Clark et al. 1999). Selectivity can in turn be affected by changes in growth (Clark et 

al. 1999) and by modifications to fishing gear. Catchability can vary with factors including
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density and temperature, as has been observed with cape hake (Merluccius capensis, Gordoa and 

Hightower 1991).

1.3 Potential solutions

Two general approaches have been proposed to make time-varying M  more broadly estimable. 

One approach is to include auxiliary information related to M  into the model as a covariate to the 

parameter. The other approach is to estimate time-varying deviations in M  as parameters and to 

make assumptions regarding the error structure of M  within the model.

1.3.1 Covariates

The theoretical basis for including covariates in stock assessment models is to reduce uncertainty 

in parameter estimates associated with key population processes such as growth, mortality, or 

recruitment. Typically, the correlation between an environmental time-series and a population 

process is estimated separately from all other model parameters. However, although correlations 

are often identified in this way, it is rare that these relationships are formally incorporated into an 

assessment, because it has been found that such relationships often break down over time (Myers 

1998).

The alternative is to estimate these relationships internally in the model in conjunction with all 

other model parameters. A typical ASA model utilizes maximum likelihood estimation and 

allows for the incorporation of multiple data sets, making them very amenable to the inclusion of 

environmental covariates (Maunder and Watters 2003, Deriso et al. 2008). This approach has 

been applied experimentally with sablefish (Anoplopoma fimbria) recruitment in the Gulf of 

Alaska (Shotwell et al. 2012). It has also been applied in relating multiple covariates, including 

indices of disease (Marty et al. 2010) and humpback whale (Megaptera novaeangliae)
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abundance (Teerlink 2011) to the natural mortality of Pacific herring (Clupeapallasii) in Prince 

William Sound, Alaska. Including each of these covariates was shown to improve model fit, and 

indices of disease are now included in the stock assessment for herring in Prince William Sound. 

I test the same methodology, estimating time-varying natural mortality as a function of a 

covariate during the estimation process of an ASA.

1.3.2 Hierarchical models

Modeling time-varying natural mortality within an ASA using hierarchical models contrasts with 

the covariate approach in that no auxiliary information needs to be included. Instead, an 

additional assumption is made regarding the error structure of a dependent variable or parameter 

of interest, in this case M . This often replaces the assumption of independence with one of 

temporal correlation among unobserved states (Thorson and Minto 2015). Hierarchical models 

can be structured in various ways that differ in the statistical distribution, objective function, and 

fitting method used.

Mixed effects models are perhaps the most recognized example of hierarchical model structure.

A mixed effects model is any model that contains both fixed and random effects. Random effects 

approaches have been applied in the estimation of various stock assessment parameters. 

Modeling time-varying catchability as a random walk is a robust estimation method across 

various states of nature (Wilberg and Bence 2006). Movement can be modelled as a random 

walk in an ASA model (Hulson et al. 2013). Recruitment has been modeled using uncorrelated 

random effects and total mortality as a random walk (Trenkel et al. 2012). A Bayesian ASA 

model with random effects was able to detect trends in the natural mortality of Atlantic weakfish 

(Cynoscion regalis) over time (Jiao et al. 2012). The authors emphasized that, beyond simply
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detecting trends in M , it is important to be able to predict changes in M  so that a changing fishery 

can be managed more effectively. Toward this end, the detected trends in M  were compared to 

long-term indices of climate-ocean oscillation, and a correlation was identified. Although the 

authors did not incorporate this relationship into the ASA, they noted that doing so is another 

potential method of predicting changes in M .

Another example of hierarchical models are those fitted by penalized likelihood (De Valpine and 

Hilborn 2005). Penalized likelihood models, like mixed effects models, are hierarchical in the 

sense that they make a distributional assumption regarding the deviations of a variable or a 

parameter. The core difference between mixed effects and those fit by penalized likelihood is in 

the objective function that is maximized.

1.4 Objectives of this study

Following the recommendations of Brodziak et al. (2011) and Jiao et al. (2012), I investigated 

the estimability of natural mortality under a wide range of estimation approaches and population 

characteristics. The objective of my study is to compare performance between dominating 

methods of accounting for time-varying processes in their ability to estimate time-varying M . I 

expected estimation to be affected by both underlying population characteristics and the 

particular estimation methodology being applied. However, I also hypothesized that there are 

factors, such as the precision of survey data, which broadly influence model performance across 

conditions. Similarly, I hypothesized that some estimation methodologies, such as inclusion of a 

precise covariate, will consistently outperform others across underlying conditions. I used the 

simulation-estimation approach identified in Fu and Quinn (2000) in evaluating model 

performance. Computer simulation has been widely used in fisheries to evaluate the ability of
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models to quantify population dynamics and the potential impacts of different management 

actions (Walters 1969, Hilborn and Walters 1987, Schnute and Richards 1995). Qualitative 

aspects of model performance were investigated graphically. Relative errors and a formal model 

selection criterion were used in quantitatively evaluating model performance.

2. Methods

2.1 Simulation

The basic simulation-estimation framework involves creating an operating model (OM) that 

simulates the underlying dynamics of the system of interest, in this case a population, and then 

testing the precision and accuracy with which an estimation model (EM) is able to estimate those 

same processes. The EM requires data that are generated with error from the known dynamics of 

the OM. Here, I consider the step of data generation to be part of the OM.

The OM and corresponding EM are ASA models, which originate from work by Fournier and 

Archibald (1982) and Deriso et al. (1985). In addition to general structure, parameterization 

between the OMs and EMs is largely the same. Both models structure survival (S) as an 

exponential function of instantaneous rates of F  and M. Year and age specific fishing mortality 

(Ft, a) is considered separable between annual components of fishing mortality (Ft) and 

selectivity-at-age (sa ), the latter of which is assumed to remain constant over time. A logistic 

function is used to describe the age-specific selectivity with which survey and fishing gears catch 

individuals. Both models structure annual recruitment and fishing mortality as means (pR  and p.F , 

respectively) with annual deviations (rt and ^ respectively). Examples where the OM and EM 

differ include cases for the estimation of M  in which mismatches are of particular interest (e.g., 

the case in which true M  is time-varying, but estimated as a constant). Estimates are made for the
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30 years of data simulated by the OM, with no projections made beyond those years. The 

notation used in describing both models is summarized in Table 2.1. The structure of the OM is 

summarized in column 1 of Table 2.2.

Stochastic process error is incorporated into the OM in the way that recruitment, fishing 

mortality, and initial abundance are generated. Observation error is generated in order to produce 

observed age composition and abundance data from known values. It is commonly assumed that 

age composition data have a multinomial distribution, while error in catch and survey abundance 

data is lognormally distributed (Quinn and Deriso 1999). I simulated observation error using R 

functions that draw random numbers from the distributions assumed for these data types. Unique 

draws were taken in each of the 100 replications. The stochastic elements of the operating model 

and the distributions used to simulate them are summarized in column 1 of  Table 2.2. The 

variability of the distributions is defined by the sample size and CV values listed in Table 2.3.

Each OM also contains deterministic components. These include the processes of selectivity and 

survey catchability (q). Maturity and weight-at-age are also incorporated deterministically and 

are discussed further in section 2.4.
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Table 2.1 Notation used in model description.

Symbol Description
t Time (year), t=1,2,...,T
T Terminal year of the model
a Model age class, a=a0, a0 +1,. . . ,a+

a 0
Age at recruitment to the model

a+ Oldest age considered plus all older ages

Wa
Average weight at age a

m a
Proportion of females mature at age a

Mr
Average log-recruitment

Mf
Average log-fishing mortality

4 t
Annual fishing mortality deviation

T  a
Initial log-abundance at age a

T t
Annual recruitment deviation

° R
Recruitment coefficient of variation

°F Fishing mortality coefficient of variation

Covariate process error standard deviation for white 
noise
Covariate observation error standard deviation

° C
Catch coefficient of variation

Survey coefficient of variation

N  a Numbers of fish at age a in year t

R Recruitment (Nt, aQ) in year t

Ft , a Fishing mortality for year t, age class a

M t Natural mortality for year t

Z t, a Total mortality for year t and age class a(=Ft, a +Mt)

s a
Selectivity at age a

a 50%
Age at 50% selection

s Slope parameter for logistic selectivity curve

q Abundance index catchability

Ct Catch biomass in year t

® t
Observation error for catch biomass in year t

9



Table 2.1 cont.

I  Survey biomass in year t

U Observation error for survey biomass in year t

a Estimated value

10



Table 2.2 Description of population dynamics equations used in the operating and estimation 
models.

Operating Model Description Estimation model

R t = eMr +T -~r Recruitment in year R  =  ^mr

n  N  (0n 2)

— n '^ R  +T“ — 2R ) rI -  ( a - a 0)M

N 1 a+ = eMRe - (a-ao)M (1 -  e~M )-1 

za ~ N (o,a;2)

N t, a =  N t-1, a-1^

N  = N  e Zf-1, “+-1 + N  e Zf-1, “+J V t , a+ Vt-1 , a+-1 T J V t-1 , a+e

Numbers at ages 
a0 < a in year t=1

Numbers at ages 
a0 < a < a+ in 
years t > 1 
Numbers at ages 
a = a+ in year t

sa = (1 + e S(a a50%))-1

Ft = e  
t  N ( 0, g 2f )

F t, a  =  S a F t

C  =  T  N ,  a F ,  a  ( 1  -  e  Z“  )  Z  - a

c. = T  W N , aF, a (1 -  e Zt' ' )Z-'„
2 Catch biomass incC

°}t -^  year t

a>t ~ N (0,oC)

N 1, a = e T

N  n , a  N t-1 , a - 1 e
~Zt-1, a -

I N n, a+ N t - 1, a+ -1 e +  N t - ! ,  a+ e - Zt-1, *+

Logistic selectivity 
at age a
Fishing mortality in _  (mf +$)
year t F t  = e

s a = (1 + e_S(fl-fl5o%))-1

Fishing mortality in F  = F  
year t and age a n, a = Sa t
Catch abundance in 
year t 1

t , aC i =  T  N t ,  a F t ,  a  ( 1  -  e - -1 ' a )  Z ,

ao

N  t = T  " a N ,  a f t ,  a  ( 1  -  ^  ̂  a )

Survey abundance 
in year t P =  T  qSaNt ,

U ~ N ( 0 ,CTi2 )

Survey biomass in 
year t

1  t = T  WatfSaNt,

f f  a+ >- 1  Proportion at age a
f  a+ \

Pt a = M ultinom ial N t , aSa T  N t , a Sa
in year t P =  N  st, a 't , a a T  N ,  A

V ao 2 v a o 2

o

o
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Next, data generated by the OM are used by the EM to estimate population parameters (e.g. n 

M, F) and other values of interest, such as selectivity and spawning stock biomass (SSB). 

Numerical estimation is performed in AD Model Builder (ADMB) version 11.6. ADMB 

optimizes using automatic differentiation; it is fast and stable in optimizing highly non-linear 

problems, including many fisheries stock assessments (Fournier et al. 2012). ADMB with 

random effects (ADMB-RE) is used for parameter estimation with mixed effects models.

In addition to the parameterization of natural mortality, there is a mismatch between the way that 

the EM and OM construct initial abundance. The OM simulates initial (t=1) cohort abundances 

by essentially generating past stochastic recruitment in years before t=1 and then progressing the 

cohorts to time t=1 by applying M  for the appropriate number of years. In contrast, the EM 

estimates initial log-abundance for each age as a free parameter. Furthermore, the estimation 

model makes no assumptions regarding the distributions of recruitment and fishing mortality, 

estimating these values as simple bounded vectors on the natural log scale that sum to 0. These 

differences, along with all other estimation model structure, are summarized in column 3 of 

Table 2.2. Parameterizations of M  are discussed in sections 2.2.1, 2.2.2, and 2.2.3.

2.2.1 Covariates

I assume that there is a covariate, xt, that is a measurable variable related toM. As in Marty et al. 

(2010), M  is parameterized as a linear function of the covariate:

(1) M t = M„ + f i x ,

2.2 Estimation
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in which M 0 represents a base rate of natural mortality attributable to sources other than the 

mechanisms indicated by the covariate and (  is the coefficient specifying the magnitude of the 

effect that the covariate, xt, has on natural mortality. This relationship between the covariate and 

M  was estimated during the process of fitting the ASA.

The covariate is generated as either a constant or linear function of time, or as normally 

distributed random values (Equations 2a, 2b, and 2c). The simulated values of natural mortality 

used in the OM are then generated according to Equation 1, so that xt is a covariate to M t. The 

covariate is observed with error, however, so the values actually passed to the model are

in which y ~N(0, o^) and represents observation error and ^t~N(0, of) and represents process 

variability of the covariate (and therefore Mt). A sensitivity analysis was performed on oy to 

investigate the ways in which observation error in the covariate affects estimation. This study is 

detailed in section 2.6.

2.2.2 Random effects: uncorrelated process

I tested four random effects parameterizations in their ability to estimate M t. The 

parameterization presented in this section assumes that values of M t are uncorrelated. The three 

parameterizations presented in section 2.2.3 allow for correlation between values of M t. As 

opposed to assigning the variation estimated in M  to some environmental process, hierarchical 

models allow for variability in M  without making any assumptions about the mechanism behind 

the variability. Time-varying M  can be written as:

(2a)

(2b)

(2c)

xt = a + bt + yt, 

xt = a - b t  + yt ,

x t =  a  +  s t +  7 t ,

13



(3)

where M0 is a parameter equal to the mean rate of Mt and o  ̂is the variance term for the annual 

uncorrelated deviations, et. Following the convention of Wilberg and Bence (2006), I refer to this 

parameterization as “white noise”. I make the assumption that these annual deviations fall under 

a normal distribution, and a term for this distribution is added to the likelihood, as described in 

section 2.3.

Instead of assuming that parameter values are uncorrelated about a mean value, one can model 

an autocorrelated process known as a random walk in which the parameter value in the current

Wilberg and Bence (2006) estimated time-varying catchability as a random walk. Fu and Quinn 

(2000) used the same methodology for estimating the logarithm of Mt. Mt represented as a 

random walk is written as:

A generalization of the random walk is an autocorrelated process referred to here as a correlated 

walk. M t as a correlated walk is written:

2.2.3 Random effects: correlated process

year is the result of a random deviation from the value of that parameter in the previous year.

(4)

(5)
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where ^ specifies the degree of correlation between successive estimates of M, reverting to a 

basic random walk when ^ = 1.

The random walk structure can also be modified by adding a constant term for the average 

distance of each annual step:

reverts to a basic random walk.

2.3 Obj ective functi on

All EMs are fitted by maximum likelihood. Negative log-likelihoods are given in this section, as 

this is what ADMB minimizes in order to find a solution. Likelihood components are included 

for abundance data and age composition from both the survey and fishery, making a total of four 

likelihood components for non-hierarchical models. The likelihood components for the survey 

index and fishery catch assume the lognormal distribution:

(6)

where a is known as drift and specifies the mean distance of each step. If a = 0, the process

(7) <, = £ ( l n -  lnCt)2/(2 ctc) ,

(8)

where Ct and It are the observed and Ct  and It are the predicted survey index and fishery catch,

respectively, in year t.
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The negative of the log-likelihood for age composition data comes from the multinomial 

distribution:

where nâ t is the number of fish observed at age a from a sample with effective size nt andp a t is 

the estimated proportion of fish aged a in year t. Subscripts f  and s denote fishery and survey, 

respectively. Methods for estimating effective sample size are an active area of research (Hulson 

et al. 2012, Thorson et al. 2017, Truesdell et al. 2017). However, for the purposes of this study, it 

is assumed that effective sample size is known.

Hierarchical models have a fifth component to the likelihood ( l 5), which is the prior or penalty 

associated with the normal distribution:

The method by which the likelihood is maximized differs between fixed effect and mixed effects 

models. For fixed effect models, the maximum sought is for:

(9)
a

(10)
a

(11)

The objective function by which the model is fitted is the negative log-likelihood and is equal to

the sum of all the relevant likelihood components:

(12)

(13) l ( g \ d ) ,
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where 0 represents all model parameters and D represents the data. If deviations, such as those 

on natural mortality, % are included as fixed effects, the additional likelihood component 

(Equation 12) acts as a penalty. The likelihood being maximized in this case is therefore referred 

to as a “penalized likelihood”:

(14) L(0 , b \ D ) P ( s \ t ) .

where L(0, s \D) is the joint likelihood of the parameters 0 and s given the data D and P ( s \ t )  

represents the probability of the deviation parameters given the parameters that control their 

distribution, t .  This differs from the likelihood maximized in the case that s are treated as 

random effects. If included as random effects, £ are integrated out of the likelihood in order to 

produce the marginal likelihood:

(15) f L(0, s \D)P(s \ z )ds .Je

Parameters that control the distribution of the random effects—such as ol in this study—are 

referred to as hyper-parameters and are estimated when the marginal likelihood is maximized. 

When s are instead included as fixed effects and the penalized likelihood is maximized, 0  is 

chosen a priori rather than being estimated by the model (Thorson et al. 2015). When fitted by 

penalized likelihood, the a priori assumption made in this study is that oE = 0.5Mo for white 

noise and os = 0.1Mo for random walk parameterizations and its variants. Penalized likelihood 

methods have been shown to produce biased parameter estimates (De Valpine and Hilborn 

2005). This result, along with the preference to minimize the number of a priori assumptions 

made by pulling inference about hyper-parameters directly from the data, has made mixed effects 

models the preferred hierarchical approach when tenable. However, approximating the integral
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that produces the marginal likelihood is computationally intensive, and the difficulty of fitting 

complex mixed effects models has been well-documented (Bolker et al. 2013). Therefore, one 

aspect of this study is to compare the performance of penalized likelihood and mixed effects 

models.

2.4 Model scenarios

In addition to the assumptions on M  and modeling approaches presented above, various scenarios 

are tested in order to determine how species life-history and fisheries dynamics influence the 

estimation of time-varying M . The true value of M  is inherently related to the maximum age of 

the species, as longer-lived species must have a lower rate of mortality. Therefore, I hypothesize 

that estimability of time-varying M  could be affected by the maximum age of the species for 

which it is being estimated. I simulate populations of Alaska sablefish and eastern Bering Sea 

walleye pollock (Gadus chalcogrammus), which have considerably different maximum ages—94 

and 28 years, respectively, in Alaskan waters (Kimura et al. 1998, Munk 2001). Sablefish and 

walleye pollock are also chosen for this study because both species are data-rich. This quality 

would likely be important if time-varying M  were to be estimated for a wild population.

Operating models take parameter values from existing assessments for Alaska sablefish 

(Hanselman et al. 2015) and eastern Bering Sea walleye pollock (Ianelli et al. 2015b). These 

values are found in Table 2.3. The OMs for this study are simplified versions of these full 

assessments, using parameters associated with one survey and one fishery for each species rather 

than the multiple surveys and fisheries used in the actual assessments. The assessment for 

sablefish also contains sex-specific parameters, which I do not consider. Sex-specific parameter 

values are instead averaged in the OM and estimated as a single value. Using R version 3.3.2 (R
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Development Core Team 2016), 30 years of data are simulated for sablefish aged 2-31+ and 

walleye pollock aged 3-15+, with the plus group encompassing all older ages in addition to the 

one specified.

Maturity and weight-at-age schedules are deterministic within the OM and EM for each species, 

as they are in the sablefish assessment (Table 2.4). In the assessment for walleye pollock (Ianelli 

et al. 2015b), maturity-at-age is deterministic and weight-at-age is estimated using variance 

terms that are estimated by a separate random effects model outside of the model used for 

assessment. The deterministic values used for weight-at-age in the walleye pollock OM and EM 

(Table 2.4) are the mean weights-at-age from the bootstrapped data used by the separate random 

effects model (Table 1.20 in Ianelli et al. (2015b)). Table 2.4 summarizes the deterministic 

values for maturity and weight-at-age used in all models for the respective species.
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Table 2.3 Parameter values used in the operating models. Deviation vector values are not 
included because they are randomly generated for each replication.

Name Symbol Value

Sablefish Pollock

Mean natural mortality M  o 0.10 0.30

Catchability q 7.56 1.22

Mean recruitment Mr
4.48 19253.12

Recruitment CV 1.36 0.64

Mean fishing mortality Mf
0.10, 0.20 0.30, 0.60

Fishing mortality CV 0.19 0.25

Age at 50% selection for survey
a 50%  I

2.74 5.30

Slope parameter for logistic survey selectivity curve *1
2.00 1.06

Age at 50% selection for fishery
a 50%C

3.90 5.30

Slope parameter for logistic fishery selectivity curve 2.00 1.06

Survey biomass CV ° I
0.05, 0.15 0.05, 0.15

Catch biomass CV &C
0.01 0.01

Survey sample size
n I

160 69

Catch sample size
n C

200 87
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Table 2.4 Quantities for proportion mature-at-age and weight-at-age. These values were 
incorporated deterministically within the operating and estimation models for sablefish and 
walleye pollock. Values were estimated outside of the assessment model for each species.

Pollock Sablefish
Age Proportion Mature 

(Smith 1981)
Weight at age 
(Ianelli et al. 2015b)

Proportion Mature 
(Sasaki 1985)

Weight at age 
(Hanselman et al. 2007)

2 - - 0.021 0.946
3 0.290 0.357 0.046 1.468
4 0.642 0.510 0.101 1.966
5 0.842 0.647 0.207 2.408
6 0.902 0.772 0.377 2.784
7 0.948 0.899 0.583 3.095
8 0.964 1.030 0.764 3.349
9 0.970 1.159 0.882 3.552
10 1.000 1.272 0.946 3.715
11 1.000 1.369 0.976 3.843
12 1.000 1.454 0.989 3.945
13 1.000 1.530 0.995 4.024
14 1.000 1.556 0.998 4.087
15 1.000 1.643 0.999 4.136
16 - - 1.000 4.175
17 - - 1.000 4.205
18 - - 1.000 4.229
19 - - 1.000 4.247
20 - - 1.000 4.262
21 - - 1.000 4.273
22 - - 1.000 4.282
23 - - 1.000 4.289
24 - - 1.000 4.295
25 - - 1.000 4.299
26 - - 1.000 4.303
27 - - 1.000 4.305
28 - - 1.000 4.307
29 - - 1.000 4.309
30 - - 1.000 4.310
31 - - 1.000 4.311

In the OMs, four M  conditions were investigated for each species: two in which M  varies linearly 

over time'both an increase and decrease), one in which M  is simulated as white noise (CV=0.3), 

and one in which M  is constant. For the case in which M  is simulated as white noise, an existing
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R function was used to draw new values from the normal distribution for each run. Current stock 

assessments fix M  at 0.3 for age 3+ pollock in the eastern Bering Sea (Ianelli et al. 2015b) and 

0.1 for age 2+ sablefish in Alaska (Hanselman et al. 2015). Therefore, I allowed M  to vary about 

these respective values for each operating model that simulates time-varying M . The effects of 

low (CV=0.05) and high (CV=0.15) survey biomass variability and ratio (1 or 2) of F  to M  are 

also investigated. These OM characteristics are listed in Table 2.5. All 32 possible combinations 

of the different species, M  trend, survey biomass CV, and F  to M  ratios were tested. Within the 

age-structured EMs, I tested seven parameterizations of M. The three EMs without hierarchical 

structure treat M  as either a fixed constant (FC, specified as the mean of true M), estimated 

constant (EC), or linear function of the covariate over time (COV). The four EMs with 

hierarchical structure treat M  as either a white noise (WN), random walk (RW), random walk 

with drift (DW), or correlated walk (CW) process. To ensure reproducibility, the R and ADMB 

code used to implement all scenarios is provided at github.com/philganz.

Table 2.5 Operating model cases, having a total of 32 possible combinations.

Trend in M Survey biomass 
variability

Ratio of fishing to 
natural mortality

Sablefish Linear increase (LI) CV=0.05 1

Pollock Linear decrease (LD) CV=0.15 2

White noise (WN)

Constant (C)
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2.5 Model performance criteria

Runs differed only in that new values for each stochastic process were generated. The seed 

number used by R to generate these random numbers is documented so that results are 

reproducible. The results of each combination are evaluated based on the precision (standard 

error) and accuracy (bias) with which parameters and quantities of interest are estimated. These 

measures of performance are quantified using relative errors:

The range of relative error (RE) is used to evaluate precision and median RE is used to quantify 

the direction of any bias. REs are evaluated for model parameters and SSB, the latter of which is 

often used to calculate biological reference points used in management.

I used the Akaike information criterion (AIC, Akaike 1973) to compare model fit while 

accounting for model complexity:

wherep  is the number of parameters being estimated. The preferred model is one that strikes a 

balance between high likelihood (low negative likelihood) and few parameters. Therefore, given 

two models, the one with the lowest AIC is preferred.

Mixed effects models were removed from the set being compared for reasons detailed in section 

3.1. Had mixed effects been included in the final set of candidate models, it would not have been 

appropriate to use AIC as a model selection criterion due to the fact that random effects are not 

considered as parameters in the frequentist sense upon which AIC relies. Random effects could

(16) RE = ( 0 - 0 ) / 0 .

(17) AIC = -2 ln( L) + 2 p
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therefore not be included in p , but the way in which they add to model complexity would still 

need to be accounted for. There exist other model selection criteria that can accommodate mixed 

effects models. One such criterion is the deviance information criterion (DIC, Spiegelhalter et al. 

2002), which calculates an “effective number of parameters” from the behavior of the objective 

function during Markov chain Monte Carlo sampling.

It is also important to note that the penalty term for M  deviations (Equation 11) was removed 

from the likelihood when calculating AIC. The rationale for removing this term is two-fold. 

Firstly, I am interested in the model fits to the data. This is quantified by likelihood components 

1-4, which fit the model to the survey and fishery biomass and age composition. The purpose of 

the penalty term is to improve this fit, but it does not represent a data source itself. Secondly, 

removing the penalty makes the likelihood identical across the models being compared, which is 

a requirement of AIC.

2.6 Sensitivity study

When working with a natural system, one never knows the true amount of error present in the 

processes being measured (process error) or in the observations of those processes (observation 

error). Much of the modeling endeavor entails making assumptions about how these errors enter 

the natural system so that they can be minimized appropriately when searching for expected 

values and quantifying uncertainty in the estimation process. One assumption I make in this 

study with regard to how error enters the simulated system is that the covariate is observed with 

error. The magnitude of this error is likely to affect the amount with which the covariate aids in 

estimation, but would never be known when working with data from a natural system. The 

purpose of the sensitivity study, therefore, is to investigate the way in which different amounts of
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covariate observation error affect estimation. The objective is to identify any breaking points at 

which the covariate no longer aids in estimation. Estimation is performed at four levels of 

observation error variability: oy = 0.0, oy = 0.2, oy = 0.4, and oy = 0.6. Additive error is applied in 

simulating observed covariates (Equations 2a-2c).

3. Results

3.1 Penalized likelihood and random effects performance

An initial set of 25 runs for each scenario revealed stark differences in the performance of 

penalized likelihood models compared with their mixed effects counterparts. Convergence, as 

defined by the production of a positive-definite hessian matrix of second derivatives, is necessary 

to produce the covariance matrix and associated standard errors. Convergence proportions for the 

mixed effects models were considerably lower than those for penalized likelihood (Figure 3.1).

Pollock Pollock Sablefish Sablefish
Penalized likelihood Random effects Penalized likelihood Random effects

WN 0.95 1 1 0.99 0.96 0.98 0.99 0.98 0.95 0.94 0.97 0.9 0.79 0.85 0.98 0.97

0)T>

o
75

U LD WN C

DW 1 1 1 0.99

£  CW 1 1 0.98 0.98

£5

0.69 0.61 0.66 0.52

0.33 0.85 0.71 0.55

0.84 0.94 0.79 0.64

LI LD WN C LI LD WN C

M trend

0.94 0.94 0.93 0.96 0.41

0.89 0.94 0.93 0.91 0.25

0.86 0.94 0.89 0.91 0.46

0.41 0.37 0.53 0.4

0.25 0.62 0.53 0.43

0.46 0.51 0.56 0.46

LI LD WN C

Figure 3.1 Convergence proportions after an initial 25 runs for models fit by penalized likelihood 
and random effects. Lighter shading corresponds with higher rates of convergence.
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Further, even under scenarios for which convergence was not an issue for mixed effects models, 

such as the case in which M  is estimated as white noise, it was found that the variance term 

tended to 0. This means that a constant M  was estimated by mixed effects models for the same 

scenarios in which the analogous penalized likelihood model was able to more closely 

approximate the true underlying trend in mortality (Figure 3.2). The tendency of the variance 

term to go to 0 has been documented elsewhere (Skaug and Fournier 2015), and is interpreted as 

an indication that random effects are not supported. For this reason, and because penalized 

likelihood models better approximated the true underlying trends in M , the results presented 

below for hierarchical EMs are those that are fit by penalized likelihood.

Figure 3.2 Simulated and estimated values for natural mortality by species and likelihood 
method. Results are for the white noise estimation model only. The solid lines and light grey 
areas correspond to simulated values of natural mortality and the interquartile range of estimates, 
respectively. The median is shown for simulated values of white noise mortality.
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3.2 The influence of population dynamics and data quality on estimation

I present results for each population characteristic being tested. For clarity, I present results for 

each population or data quality characteristic individually, rather than presenting results for 

every possible combination, of which there are many. This necessitates combining results across 

the OM cases not being investigated and across estimation methods. There are drawbacks to 

looking at results in this way; for instance, the same estimation model may be responsible for the 

highest relative errors in each OM case. However, combining results in this manner is a 

straightforward way of investigating the effects that underlying dynamics have on estimation. 

Within sections 3.2.1 to 3.2.4, I expand on each of these population characteristics to see how 

they affect estimation. In section 3.3, I separate results by estimation method.

3.2.1 Species

I did not observe substantial differences between species alone in the ability of EMs to estimate 

SSB. The interquartile range of REs in SSB estimates are almost identical (Figure 3.3). The total 

number of parameters estimated for the case in which a single value of M  is estimated is 80 for 

walleye pollock and 97 for sablefish. Pollock and sablefish data sets contained 840 and 1860 

observations, respectively.
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Figure 3.3 Relative errors (REs) in spawning stock biomass for pollock and sablefish. The 
dashed lines and light grey areas correspond to the median and interquartile range of REs, 
respectively.

Although results were similar on the level of estimating SSB, differences were observed in the 

accuracy and precision with which individual parameters were estimated for each species (Figure 

3.4). Each species has its own most problematic parameter other than M0. For walleye pollock, 

this is q. For sablefish, the problematic parameter other than M0 is q.R. Sablefish are characterized 

by highly variable recruitment, which is reflected by the value assumed for oR by the 2015 

assessment, 1.20 (Hanselman et al. 2015). In this study, the value for oR used to simulate 

recruitment events is 1.36 for sablefish and 0.64 for pollock (Table 2.3), both of which 

correspond to the variance of estimated recruitment events since the regime shift in 1978. The 

variance of both the simulated and estimated recruitment deviations is therefore much higher for 

sablefish than pollock. REs for p.R tended to be of larger magnitude for sablefish compared to 

pollock (Figure 3.4), but much smaller in magnitude than the REs for pollock q.
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Figure 3.4 Relative errors of parameters for pollock and sablefish. Outliers are excluded.

3.2.2 Natural mortality trend

When considering the results of all estimation methods together, there is not much difference in 

the accuracy and precision of SSB estimates among trends in M. This is expected, as some 

estimation methods are not even estimating time-variable M  and one estimation method could be 

responsible for the largest errors across trends. The performance of individual estimation 

methods is investigated in section 3.3, but some general takeaways can still be gained here 

regarding the effect that trend in M  has on estimation. One result is that REs appear to be 

unbiased and approximately median-unbiased across trends in M  (Figure 3.5). Another result is 

that errors differ between cases in which M  is a linearly increasing function of time and cases in 

which M  is a linear decreasing function of time. For pollock, the slight median bias changes 

direction between these two trends in M  and is likely driven by the case in which M  was fixed or 

estimated as a constant.
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Figure 3.5 Relative errors (REs) in spawning stock biomass by species and natural mortality 
trend. The dashed lines and light grey areas correspond to the median and interquartile range of 
REs, respectively.

3.2.3 Survey biomass variability

As expected, a less precise survey resulted in more imprecise estimates of SSB (Figure 3.6). This 

result is similar between species. Bias was not observed under either of the survey CVs tested.
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Figure 3.6 Relative errors (REs) in spawning stock biomass by species and survey precision. The 
dashed lines and light grey areas correspond to the median and inner 50% of REs, respectively.

3.2.4 Ratio of fishing to natural mortality

The ratio of fishing mortality to natural mortality influenced estimation considerably. Cases in 

which F/M  = 2 produced much more precise estimates of SSB than cases in which F/M  = 1 

(Figure 3.7). This is intuitive, as fishery-dependent information becomes more informative as the 

ratio of fishing mortality increases relative to other sources of mortality. It should be noted that 

the p.F is adjusted in the OM in order to reach the appropriate ratio of either 1 or 2 and both ratios 

produce values of //F that are higher than estimated for the wild populations of pollock and 

sablefish. These ratios were chosen for simplicity and to investigate the influence that the F/M  

ratio has on estimation. Again, I did not observe differences in estimation between species.
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Figure 3.7 Relative errors (REs) in spawning stock biomass by species and ratio of fishing 
mortality to natural mortality. The dashed lines and light grey areas correspond to the median 
and interquartile range of REs, respectively.

3.3 Evaluating the performance of different estimation methods

3.3.1 All estimation methods

Estimation models differed in the precision and accuracy with which they were able to estimate 

annual SSB. Each model’s performance also differed between trends in M. For the case in which

true M  is constant over time (Figure 3.8), the EM in which M  was fixed at that value acts more as

a calibration case than a situation stock assessors are likely to find themselves, that is, knowing 

the true value of M. Fixing M  at its true value in this case provided the extremely accurate and 

precise estimates expected. All other EMs produced slightly less precise estimates of SSB, but 

none were biased.
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Figure 3.8 Relative errors (REs) in spawning stock biomass by species and estimation model for 
the case in which natural mortality is constant over time. The dashed lines and light grey areas 
correspond to the median and interquartile range of REs, respectively. Estimation model names 
are given in section 2.4.

The relative accuracy and precision between models changes substantially for cases in which 

true M  is time-varying rather than constant. For the case in which M  is simulated as a linear 

increase over time (Figure 3.9), the covariate approach still produces precise and unbiased 

estimates of SSB. For pollock, fixing a constant M  resulted in biased estimates of SSB for much 

of the time-series. Estimating constant or white noise M  resulted in biased estimates for the 

entirety of the time-series. These same EMs also produced biased estimates for sablefish, 

although results were mainly median-biased and concentrated at the very beginning and end of 

the time series. The random walk EM, with and without drift, resulted in unbiased estimates of 

SSB for each species. The results observed under a linear increase in M  largely hold true for the 

case in which M  is modeled as a linear decrease (Figure 3.10). The same models produce biased 

results, although the direction in bias shifts.
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Figure 3.9 Relative errors (REs) in spawning stock biomass by species and estimation model for 
the case in which natural mortality increases linearly over time. The dashed lines and light grey 
areas correspond to the median and interquartile range of REs, respectively. Estimation model 
names are given in section 2.4.

Figure 3.10 Relative errors (REs) in spawning stock biomass by species and estimation model 
for the case in which natural mortality decreases linearly over time. The dashed lines and light 
grey areas correspond to the median and interquartile range of REs, respectively. Estimation 
model names are given in section 2.4.
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The case in which M  is generated as white noise produces similar results (Figure 3.11) as the 

case in which true M  is constant. All estimates of SSB are unbiased, although estimates are less 

precise than for true constantM. Hierarchical models, including that of white noise for pollock, 

appear to produce less precise estimates than non-hierarchical approaches.

Figure 3.11 Relative errors (REs) in spawning stock biomass by species and estimation model 
for the case in which natural mortality has a normal random distribution. The dashed lines and 
light grey areas correspond to the median and interquartile range of REs, respectively. 
Estimation model names are given in section 2.4.

A model’s ability to track abundance through time is important for assessing the assumptions 

made about the dynamics of a population. However, an important value for management is the 

estimate of abundance in the last year for which there are data. This terminal abundance provides 

the most recent estimate of where the population is in relation to the abundance that would 

support maximum sustainable yield. The model structures tested in this study differed in their 

ability to estimate terminal SSB (Figure 3.12). Estimates were most precise and accurate when 

the true underlying trend in M  was constant. The precision of these estimates decreased for M
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generated as white noise, while retaining accuracy. I observed biased estimates for cases in 

which simulated M  was either linearly increasing or decreasing, with estimated constant M  

producing the most biased results. Fixed and estimated constant models were biased in the 

opposite direction for pollock, but the same direction for sablefish.

Figure 3.12 Relative errors in estimates of terminal year spawning stock biomass by species and 
natural mortality trend. Results are combined across the OM cases of species, survey precision, 
and fishing mortality. Estimation model names are given in section 2.4.

In attempting to parse out drivers of the biases observed in terminal year SSB, I examined the 

REs of individual parameters. Estimates of constant M  in pollock were biased when true M  was 

either linearly increasing or decreasing (Figure 3.13). Estimates of constant M  in sablefish were 

highly imprecise when true M  was changing linearly and median-biased when true M  was 

decreasing.
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Figure 3.13 Relative errors in estimates of mean natural mortality by species and natural 
mortality trend. Results are combined across the OM cases of survey precision and fishing 
mortality. Estimation model names are given in section 2.4.

The biases observed in M0 were in the same direction as those in SSB. A low estimate of M0 

should correspond to a high estimate of SSB, so errors in the same direction signify that biases in 

other parameters were driving the biases observed in terminal year SSB. The REs for q (Figure 

3.14) suggest that this is one parameter counteracting the effects that biased M0 would have on 

terminal year SSB.
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Figure 3.14 Relative errors in estimates of survey catchability by species and natural mortality 
trend. Results are combined across the OM cases of survey precision and fishing mortality. 
Estimation model names are given in section 2.4.

3.3.2 Sensitivity study

The results of the sensitivity study, in which I evaluated the performance of the covariate method 

at different levels of observation error variability (oy\  suggest that observation error variability 

does not have a profound effect on the performance of this method. Relative errors in SSB are of 

similar magnitude and direction for cases in which oy = 0.0, oy = 0.2, oy = 0.4, and oy = 0.6 

(Figure 3.15).
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Figure 3.15 Relative errors (REs) in spawning stock biomass by species and covariate precision. 
Lines border the interquartile range of REs and line type corresponds to the variability of the 
error with which the covariate is observed.

3.3.3 Model comparison

AIC proved to be an effective tool for selecting the EM that matched the OM used to simulate 

data. For this analysis, I used data sets generated under low survey biomass variability 

(CV=0.05) and an F/M  ratio of 1. In all scenarios, the model used to simulate data was the 

covariate model, as true M  values were simulated from the covariate. The covariate model was 

selected by AIC as the best model on most occasions (Figure 3.16). AIC tended to select the 

model that fixed natural mortality at its true value for the case in which true M  was constant. 

This is because a fixed constant M  and constant M  estimated with a covariate describe the 

correctly describe the same process, yet the fixed constant method does so with one less 

parameter than the covariate model. Again, the case in which constant natural mortality is 

correctly specified is a situation in which analysts are unlikely to find themselves, so it is worth

2000 2010 
Year
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noting that the covariate model also performed well in the case in which true M  is constant. 

Curiously, the covariate model with no error was never selected when true M  was constant.

Hierarchical models were never selected, even for the case in which M  was both simulated and 

estimated as white noise. AIC tended to select the covariate EM that received values of the 

covariate without observation error (oy = 0). However, the covariate model with observation error 

(oy = 0.2, oy = 0.4, oy = 0.6) was sometimes selected.
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Figure 3.16 Proportion of instances in which AIC selected each estimation model by natural 
mortality trend. Lighter shading corresponds with higher proportion of runs chosen by AIC. 
Estimation model names are given in section 2.4.

In addition to examining the proportion of instances in which AIC correctly identified the true 

model, I calculated AAIC values—the difference between each model’s AIC value and the 

lowest AIC value for each iteration. Median AAIC values (Figure 3.17) illustrate the fit of each 

model relative to the best model, as defined by AIC. I used the median as opposed to the mean in 

order to avoid values being skewed by occasional high AIC values. Hierarchical models tended
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to have higher AAIC values than covariate approaches. Fixed and estimated constant EMs also 

produced high median AAIC values for scenarios in which natural mortality was increasing 

linearly with time. For the case in which true M  was constant, covariate EMs tended to have AIC 

values within a few points of the fixed constant EM.
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Figure 3.17 Median AAIC values for each estimation model by natural mortality trend. Lighter 
shading corresponds with lower median AAIC values. Estimation model names are given in 
section 2.4.

In order to compare the relationship of AIC model selection to the accuracy with which an EM is 

able to estimate a quantity relevant to management, I displayed the value of median REs for 

terminal year SSB in the same way (Figure 3.18). As expected, fixed and estimated constant 

EMs produced inaccurate estimates of terminal year SSB when M  was either linearly increasing 

or decreasing. For pollock, the white noise EM also performed poorly in these scenarios. When 

M  was either constant or undergoing white noise deviations over time, all models were able to 

estimate terminal year SSB with similar accuracy. The random walk, correlated walk, and
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random walk with drift models were able to estimate terminal year SSB with approximately the 

same accuracy as models that relied on a covariate.
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Figure 3.18 Median relative errors (REs) in spawning stock biomass for each estimation model 
by natural mortality trend. Lighter shading corresponds with lower median REs. Estimation 
model names are given in section 2.4.

4. Discussion

Including a covariate aided the estimability of time-varying M, regardless of the observation 

error associated with the covariate. Little degradation in estimation was observed, even when the 

standard deviation, ov, of the observation error added to the covariate was as high as 0.6. The 

covariate aided in the estimation of time-varying M  across trends in true mortality, resulting in 

median-unbiased estimates of terminal year SSB across trends in M  and across species.

Estimating a constant value of M  performed poorly when true M  was time-varying. Biased 

estimates in terminal year SSB resulted when a constant value of M  was estimated for linear 

increases or decreases in true M . The bias in M 0 was in the same direction as the bias in terminal
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year SSB, suggesting that bias in other model parameters were counteracting the effects on bias 

in M0. Catchability appeared to be driving this counter-effect on SSB, particularly for pollock.

Interestingly, assuming M  to be constant when it was undergoing a linear change resulted in 

quadratic trends in SSB relative errors. For the scenario in which M  is fixed at its true mean but 

is actually increasing linearly, if parameters other than M  were estimated exactly, one would 

expect to see an underestimate of SSB at the beginning of the time series followed by an 

overestimate of SSB in later years. The reason for this result remains unclear. Initial abundance 

in the first year of the time series was regularly overestimated for sablefish, but not for pollock, 

and I observed no trends over time in the errors associated with annual estimates of F  or R 

(results not shown). This result illustrates the difficulty in assigning model results to any one 

parameter in a highly nonlinear model.

Although AIC proved to identify the true model effectively, there was some disparity between 

models chosen by AIC and models that minimized the median REs in terminal year SSB. 

Specifically, hierarchical models produced approximately median-unbiased estimates of terminal 

year SSB but were never selected by AIC. This suggests that the model chosen by AIC may not 

be the only model useful for estimating quantities of interest to management. Although 

comparing known values to the truth is not possible outside of simulation, analysts use metrics 

such as retrospective patterns to quantify the predictive power of a model (Mohn 1999).

The preference for fitting hierarchical models with an integrated, marginal likelihood, has been 

based on the observation that their penalized likelihood equivalents can produce biased estimates 

(De Valpine and Hilborn 2005) and on the inability to estimate the variance term associated with 

the hyper-distribution being used. However, hierarchical model structures fit by penalized
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likelihood with a fixed variance term proved to be a robust approach to estimating time-varying 

M  in cases in which auxiliary information, such as a covariate to M, is not available. Adding 

either a drift or correlation term to the basic random walk structure reduced the bias and 

increased the precision of terminal year SSB estimates. Because adding a term for drift is 

equivalent to estimating a linear function of time (if deviations go to 0), EMs that estimate M  as 

a random walk with drift are specified very similarly to the OMs used to simulate constant and 

linear changes in M  over time. The conclusions drawn from any simulation study are influenced 

by the amount of misspecification between the OM and EM (Francis 2012). However, in 

choosing between simplifying assumptions to make for a real system for which misspecification 

will be present but unknown, it may be beneficial to assume linear change rather than constant 

natural mortality, even in the case where true M  is not changing linearly. The benefit of doing so 

can be judged in part by the effect on retrospective pattern.

Estimating time-varying natural mortality with hierarchical models proved untenable when 

attempting to integrate out the random effects in order to produce the marginal likelihood. 

However, this result has the potential to change with the software used to approximate the 

marginal likelihood. Although I found mixed effects models to be problematic using ADMB-RE, 

template model builder (TMB, Kristensen et al. 2016) is an ADMB-inspired software that shows 

promise in its ability to approximate the marginal likelihood in fitting random effects models 

(Albertsen et al. 2015). As the number of TMB users continues to grow, its performance in 

optimizing various non-linear, mixed effects models will continue to be evaluated. Such an 

evaluation and comparison to ADMB-RE is beyond the scope of this study, but further research 

should test the ability of TMB to fit mixed effects models for various applications.
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Although I tested misspecifications in the way that models structured M, the assumptions made 

regarding other parameters, such as selectivity and catchability being time-invariant, are the 

same between the OM and EM. Time-varying selectivity and catchability also have great 

potential to influence the results of stock assessments, and this has been an active area of 

research (Wilberg and Bence 2006, Wilberg et al. 2010, Martell and Stewart 2014). In reality, 

which processes are time-varying and which are constant will change between stocks and time 

periods, leaving any individual model prone to misspecification over time. To reduce the risk of 

adopting a single, misspecified model, both model averaging (Ianelli et al. 2015a) and ensemble 

modeling (Stewart and Martell 2015) approaches have been applied in fisheries. Ensemble 

modeling techniques have begun to be used by fisheries scientists only recently, but the extent to 

which they can provide inference to a system with multiple potential time-varying processes 

should continue to be researched. However, the processes affecting populations are non-linear, 

so that simple averages over models result in inconsistent dynamics. This aspect of multi-model 

inference should be addressed as research continues.

5. Conclusions

The finding that estimating a constant value of M  results in some of the most biased estimates 

when true M  is time-varying differs from the results of Johnson et al. (2015), who found this to 

be a robust approach when true M  underwent a sharp increase or decrease within the timeframe 

considered. The authors cited multiple examples of mass die-offs as rationale for simulating this 

sharp change. However, there is also evidence that populations may experience more gradual 

changes in M  (Marty et al. 2010, Jiao et al. 2012) that are less easily detected. Differences in data 

quantity and model structure can affect results (Johnson et al. 2015), and this is evident in the 

results presented above. Therefore, despite attempts to identify a default approach to the
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treatment of M  within stock assessments (Johnson et al. 2015), I conclude that the most 

appropriate parameterization of M  will likely depend on the dynamics, data quality, and data 

quantity associated with each population.

One caveat to the results of the covariate approach is that estimates would likely be influenced 

by covariate accuracy. In the sensitivity study, I evaluated the influences of covariate precision, 

but assumed the covariate to be accurate. At a certain degree of inaccuracy, a measurable 

variable can no longer be considered a covariate to a process. Further research is needed to 

identify the level of inaccuracy at which the covariate no longer aids in estimation.

When considering alternate model structures, it is important to keep in mind the ultimate goals of 

stock assessment. More valuable than a model’s ability to estimate past and current population 

size is its ability to predict future population trends. While hierarchical models can quantify the 

amount of variability that can be expected in a process going forward, they cannot speak to the 

direction of change. In contrast, when a process is related to a covariate, predictions of the 

covariate inform predictions of the process. For instance, when related to the North Pacific Polar 

Front, projections of sablefish recruitment were shown to increase relative to the base model that 

did not include this relationship (Shotwell et al. 2012). After identifying a robust covariate to M  

in Pacific herring, that model was able to predict biomasses below the threshold needed to fish, 

preventing the fleet from mobilizing to the grounds in error (Marty et al. 2010). This increase in 

predictive power is not possible with hierarchical models, particularly those fit by penalized 

likelihood in which the amount of variance is chosen a priori. For these reasons, relating process 

variability to a predictable covariate should be preferred over describing that variability with 

hierarchical model structure. Efforts to identify covariates to time-varying processes should 

continue.
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