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ABSTRACT

A numerical tidal model using equations developed by Hansen 

(1952) and Yuen (1967) is automated to the point where a potential 

user need not undertake extensive reprogramming. The user adds to 

the program only those cards needed to specify tides at input points 

as a function of time; the application of the relevant calcul­

ations at each grid point being controlled by an integer matrix 

that corresponds to the inlet boundary.

A sample problem is covered in detail and applications of the 

model to the tide of the Gulf of California, and to a hypo­

thetical mean tide in Cook Inlet are shot-m.
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CHAPTER I

INTRODUCTION

To trace the origins of tidal modeling one has to follow the 

history of the tides through some two thousand years. In the 

Occident the earliest references to tides are those of Strabo,

Pliny, and Pytheas, in the first century A.D.. Such references 

are understandably rare as the Mediterranean is a region of small 

tides. The connection between tidal variations and the movement of 

the sun and moon being obvious, it is not surprising that some 

rule-of-thumb methods for tidal prediction were found and passed 

from father to son as closely guarded family secretc. It was not 

until the seventeenth century, however, that mathematics was applied 

to the study of tides.

Kepler, with his studies on gravitational effects, provided 

Newton with the basis for his equilibrium tide theory. This theory 

explained mathematically such effects as spring and neap tides, 

priming and lagging, and diurnal inequalities. Newton's theory 

assumed a non-inertial fluid, the particles of which instantly 

respond to the attractional forces of the sun and moon. Daniel 

Bernoulli, with his studies on the mathematics of fluids, paved 

the way for Laplace who formulated and applied the equations of 

continuity and motion to the world ocean, and demonstrated the need 

for harmonic tidal analysis.
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The harmonic analysis of tidal records was established by 

Thomson (later Lord Kelvin), ana in 1876 he introduced the first 

tide predicting machine. Further improvements in the practice of 

harmonic analysis were made by G. Darwin and Doodson. A new 

approach to tidal analysis and prediction appeared in 1965 when 

Munk and Cartwright presented a paper on tidal spectroscopy and 

prediction. This technique, the so-called "response method", allows 

the inclusion of input functions other than gravitational forces.

With the harmonic method well established, analytical studies 

were made on the dynamics of water movement in canals and oceans. 

With these studies ara associated such names as Airy, Kelvin, Lamb, 

Poincarej Rayleigh, Taylor, Jeffreys, Proudman, and others. The 

first actual model (as opposed to analytical solutions) appears to 

be one on the Red Sea by Blondel (1912), based on the calculus of 

variations. Efforts were then directed by people such as Sterneck 

(1914), Defant (1920), Grace (1936), and Proudman (1953), to models 

involving the numerical solution of the equations of motion and 

continuity from which the time dependency has been removed. During 

this period all calculations had to be performed by hand. Consid­

erable advances in the calculation of water movements in rivers and 

canals were made by the Dutch, who tended more towards solutions 

of a mathematical nature as opposed to numerical solutions. The 

post-war advent of the digital computer made feasible the time- 

dependent solution of the hydrodynamic equations. The result of 

the withdrawing of the time-dependency restriction was to allow



solutions of a non-linear nature to be obtained. This is partic­

ularly desirable when tides in shallow waters are being studied. 

Furthermore the computer made possible calculations in two dimens­

ions, so that cross-currents and Coriolis force effects could be 

included.

The first application of a two-dimensional tidal model was to 

the North Sea (Hansen, 1952). A further application of Hansen's 

explicit technique was made by Yuen (1967) to the tides of the Bay 

of Fundy. Both these models were, however, specifically tailored 

to the area being studied and were not general, i.e. the model 

could not conveniently be applied to other areas. This situation 

showed an obvious need for a variable-geometry model that could 

be adapted to new outlines without extensive reprogramming.

A sophisticated model of variable-geometry nature was devised 

by Leendertse (1967). It is based on the implicit method, which 

is considerably more complicated than the explicit method on 

account of the need for the solution of sets of simultaneous 

equations at each time step. It is felt that the approach used in 

this model is too complex for the method to be easily understood 

(and hence modified if desired) by users not possessing a strong 

background in the techniques of numerical models. In the past 

the users of two-dimensional tidal models seem to have been 

physical oceanographers or possibly civil engineers. A need now 

exists for a model that is not only capable of handling variable 

geometries, but that is also conceptually simple, well documented,



and easy to use. On these points it is felt that Leendertse's 

model falls short of the ideal.

In the chapters that follow, a model is developed that uses 

Yuen's equations in an automated form. The equations are applied 

as necessary by a process that monitors an integer matrix based on 

the positions of the inlet boundaries.

The prospective user is warned that certain stability criteria 

must be adhered to during the computations. These are covered in 

Chapters II and III.



CHAPTER II

THE CALCULATION OF TIDES IN INLETS

1. Introduction— .

The prediction of tides of an astronomical origin at points 

close to deep seas and oceans is now, within specified limits, a 

routine matter. However the problem becomes more complicated when 

attention is turned towards shallow semi-enclosed coastal areas 

(henceforth referred to as inlets).

Statistical methods are now in existence that seem to be 

adequate for the prediction of tides in inlets, provided that long­

term records are available, If it is desired that the effects of 

storms and changes in local topography (land reclamation, shipping 

channels and canals, hydro-electric projects, etc.) are to be 

reliably forecasted then the approach must generally involve the 

solution of the basic hydrodynamic equations. The simplified 

equations of continuity and motion are, for one dimension,from 

Proudman (1953) :

and

(2 .1)

(2 .2)

where: x=d'istance b=width
A=cross-sectional area 
h=total water depth 
g=gravitational acceleration

u=velocity

F ^ i ^  force
t=time
l
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The equations to be solved are further simplified by assuming homog­

eneous flow of a long wave nature (shallow water wave), except for 

the case of the tidal bore. They are complicated by the inclusion o

normally neglected as being small in comparison with the other terms 

When shallow water waves are being considered, the wave motion 

is generally assumed to be such that the vertical accelerations and 

velocities are negligible, i.e. the orbital motions of particles in 

the vertical plane are no longer circular or elliptical as with deep 

water waves. Once it has been assumed that the velocity vector is 

restricted to lie only in the horizontal plane, the depth mean 

velocity can be used. If vertical current profiles for a given 

region are available then it may be that the mean current can be 

extrapolated to provide a prediction for the overall current profile 

The effect of friction is included in the equations of motion 

via the application of the formulae of De Chezy (in Europe) or 

Manning (in the United States) which were developed for the study of 

uniform flow in channels. When the inlet is wide compared to its 

depth (say, in a ratio of 1 0 :1) it is customary to use for the 

frictional force per unit mass

where C=De Chezy's coefficient,

which makes the friction opposite in direction to the current. In

a frictional term that is essentially non-linear. The term u^ii is

3 (2.3)

_ ithe m.k.s. system C is approximately equal to 50 meters^ sec , so



that

P ' v  O ’0 Q 4  u|u| 
r ~  K (2.4)

The above-mentioned equations, (2.1) and (2.2), may be dealt with 

in three main ways: harmonic methods, characteristic methods, and

method will be covered in some detail in the sections that follow.

2. Harmonic methods— .

By the use of Fourier series, the tide is divided up into

various constituents whose periods result from the relative motions

of the earth, sun, and moon. The equations are linearised (Lorentz,

1926) by neglecting the convection term u^~ and by replacing the
OX

friction term by

where Tt=maximum amplitude of current,

and the solutions for height and current are assumed sinusoidal.

The time-dependence of the equations may then be removed, leaving a 

pair of simultaneous linear partial differential equations. It is 

however necessary to estimate the maximum amplitude of the current 

at the start of the calculations. The method becomes considerably 

more complicated when more than one constituent is considered at

finite difference methods. For the purposes of background each

(2.5)

a time.



The simplest example of a harmonic type calculation is that of 

the solution of the tides in an inlet of constant cross section 

(Sverdrup, Johnson, and Fleming, 1942). If convective and frictional 

terms are neglected, the equations of motion and continuity become

and

3t 3 * (2.7)
where Z=height above mean sea level

d=depth of water below mean sea level.

If the solution is assumed to vary sinusoidally with time,

2  = 1  S i a ( ®
( 2 . 8 )

and

U. = u- COSiV T/ ,
(2.9)

where Z=maximum amplitude of tide 
T=period of tide,

and these quantities are substituted into (2.6) and (2.7), then

- u L l ^  +  3 | 5 . = 0
' d X  (2.10)

z  f £  +  d ^ = 0

^  ^ X  • (2.1 1)

and

This leads to

(2 . 12)



where ^  = T J z iP
B=constant (to be determined).

Thus

(2.13)
and

u. ̂  - j ^ 9 _  S J  2 ^
\  £

(2.14)

If x=0 at the closed end of the inlet and the tide is specified at 

x=L (with the maximum amplitude of the tide being H) then

2  = — c o s f i m ]  s i n / i H t
cos

and
(*7̂ ) \~J  l"T

- H

(2.15)

3  s \ n f ^ )  cos
J s c £  c o s ( ^ = - )  \ £  I \ 1 >

U =  ~  — y  .— f _ _ _ j

(2.16)

Equation (2.15) shows clearly that nodes, or points of zero

tidal amplitude, can exist whenever x=^(2n+l)/4, n=0,l,2,.....

Furthermore, infinite tidal amplitudes will result should 

L=^(2n+l)/4, n=0,l,2,. .. ., i.e. whenever a node coincides with the 

mouth of the inlet. Practically, of course, friction will limit 

the infinite amplitudes; nevertheless, considerable amplification 

of a tidal constituent can occur should the length of the inlet be 

near one of its resonant lengths for that particular period.

For a comprehensive presentation of the method, the reader is 

directed to the book by Dronkers (1964).



3. Characteristic methods—

The material in this section v/as taken chiefly from the book 

by Stoker (1957).

The equations of continuity and motion, (2.1) and (2.2), 

(neglecting all forces other than hydrostatic) may be rewritten in 

terns of the variables u and c (where c = J g h \). Two ordinary 

differential equations result:

cj XCj : =u+c, with u+2c=k| for a given curve , (2.17)
d C

and

C2 : ĵ-j- =u-c, with u-2c=k2. for a given curve. (2.18)

These equations represent two sets of curves on the x-t plane: the 

set C| being referred to as 'forward characteristics' and the set 

C2. as 'backward characteristics'. The equations are written for a 

point moving relative to the bottom. If the axis is shifted to a

point (xjjtj) moving with constant velocity V(xj ,tj), then Cj

and Cj> become:

dx. = i c
^  * (2.19)

The importance of this is that the process may now be seen to be 

one of the propagation of disturbances away from the point in 

question with a velocity, or celerity, c.

The characteristic method is particularly useful when aper­

iodic conditions exist (storm surges, dam failures, lock closures,



etc.), and for situations where the flow becomes critical or super­

critical, i.e. . This situation is similar to supersonic

flow in gases. In water the phenomenon is associated with hydraulic 

jumps and tidal bores. It should be mentioned that the character­

istic method itself cannot deal with the discontinuity region. 

However, it is useful for indicating the time and place of occurence 

of the bore, and the conditions on either side of the discontin­

uity. The reason for this is that at the actual discontinuity the 

above equations break down owing to the existence of energy losses 

and vertical accelerations. As far as the practicality of calcul­

ations is concerned, the characteristic method is too complicated 

for most-exploratory calculations, but is of greater interest when 

certain complicated situations are to be analysed. A further 

use of characteristic theory is to indicate the sufficiency of 

boundary conditions for a given problem.

The basic approach by which the method of characteristics is used 

to solve a simple initial value problem, in which the depth is 

constant, is as follows; If u and c (c=yg(d+z)' ) are known for 

points A and B, then the slopes of the characteristics through 

these points are known from

_iE =. Ul±C
d t  . (2-20)

If the distance AB is small the curved characteristics may be appr­

oximated by straight lines. When the forward characteristic through 

A and the backward characteristic through B are drawn, they will



intersect at Q, as in Figure 2.1.

Figure 2.1. Part of characteristic net.

With the initial conditions known, it is also possible to evaluate 

the constants k| and k2 • Therefore two equations way be solved to 

give the values of u and c at Q. Similarly, points R and S may be 

found, and so on for the network, provided that the boundaries are 

at infinity.

It is important to note that conditions at S are influenced 

by conditions between A and C. The area SAC is known as the zone 

of determinacy of S. In most cases of interest it is necessary to 

include the effects of boundaries. Suppose a left-hand boundary 

exists at x=a (see Figure 2.2). A backward characteristic from B 

is assumed to intersect the t-axis at (a,T ) and hence if both u 

and c were known at B, then kg is known. Thus at ( a , X  ) we have



Figure 2.2. Characteristics at a boundary (x=a).

To evaluate the slope of the forward characteristic through 

(a,T ) it is necessary to evaluate

^  = u ( < v r ) + c ( a / t )
d t  (2.22)

and

fc, = ut(a,-T)+2 .c(a,x)
(2.23)

Using (2.21), (2.22) and (2.23) may be written in two ways:

- 3.0(0.,!:) + hz ; k, = + 4 • c(a,T)
a  t (2.24)

and = 3_. u(a,T)- k.,=*2.m(a/t)-k2
dfc 2  a

(2.25)



Thus if either u(a,7; ) or cCajT) (where c is a function of z) 

are known, the forward characteristic through (a,T ) may be drawn. 

We therefore reach the important conclusion that it is only 

necessary to specify height or current,but not both, at a boundary. 

It has been tacitly assumed so far that the backward characteristic 

through B does indeed intersect the t-axis, i.e. that

[u.(a,'T)-c(a,x)]< o
or

u.(a.,T:)<
(2.26)

If u(a,'l ) is greater than J g ii there will be no intersection, and 

hence to-draw the forward characteristic through (aj't ), both 

u(a,'T ) and c(a,T) must be specified. Such disturbances can not 

propagate to the left, and so conditions at x=a will not propagate 

downstream. This flow is said to be supercritical, or in the case 

of a gas, supersonic.

A major difficulty of the characteristic method is also

evident from the above discription. If values of u and c are requ­

ired at equi-spaced intervals in time and space, it is necessary 

to carry out a series of interpolations.

One further case of interest is one that can arise when a

disturbance is propagated into lower-lying water. If the forward 

characteristics should intersect, as in Figure 2.3, with the first 

intersection at I, a situation is encountered wherein two different 

heights exist at the same point, i.e. a bore or a hydraulic jump



has formed.

Figure 2.3. A set of intersecting forward characteristics.

For this point I, and all others lying within the forward and back­

ward characteristics from a point just before I, calculations are 

no longer possible using this theory alone. A theory involving 

shock fronts must be used.



4. Finite difference methods—

The various quantities in the equations of motion and continuity 

are replaced by their forward, centered, off-centered, or backward 

finite difference equivalents (these in turn being derived from 

Taylor series expansions). A time-space grid is prepared and the 

components of the finite difference equations are evaluated at the 

grid intersections. The solution of the finite difference equations 

must be stable. Thus the solution must approach the true solution 

of the original equations (as evaluated at the grid points) as the 

mesh size approaches zero. Unfortunately this is not always guar- 

anted, so it is necessary to concern oneself with establishing the 

stability criteria (generally involving the time step , the 

distance increment ■{ , and the velocity of propagation of the dist­

urbance c ) for each proposed finite difference scheme.

Following the procedure of Richtmyer and Morton (1967), diff­

erence quotients are introduced in the following manner.

correspond to grid lines (see Figure 2.4), and 0 ^ 0 ^  1.

The difference quotient is termed forward, centered, or backward

of motion and continuity may be rewritten in finite difference form 

in several ways. In the discussion of the two schemes that follow,

ax. £ -t (2.27)

, m and r integer counting indices that

if Q  =0, 1/2, or 1 respectively. Using such methods the equations



considerable use was made of the report by Leendertse (1967).

The Leap Frog method

The first example of a finite difference scheme that will be 

discussed is the so-called leap frog method. It is an example of 

a staggered grid. Using the following simplified equations of 

continuity and motion,

and
3 b  B x .  

d t  J d x .  ,
the finite difference equations are written as 

r+t T* T
C m  "  Z— +  j_  ̂ U m n  ~  U m - i  _ q

and
2 T

- Um+t 
2 %

• m --0

(2.28)

(2.29)

(2.30)

(2.31)

It

time-spac<

2.4.
Ttl

2 grid, the gr].d points concerned

'T+T

are shown in

u

T-*l z T+t Z. z.

T u u T u

T-l 2 T-l

m-i m  ttim m+x 
 > X

m-i m m+i m+x

Figure 2.4. Grid points used in the leap frog method.



If m and r are taken as being odd, it will be seen that heights are

calculated at even-numbered time steps and odd-numbered space steps,

while currents are calculated at odd time steps and even space

steps. For an inlet whose open end is on column 1, and closed end

on column 1 0, the order in which the calculations are performed is

as follows. The normal routine will be to calculate all the Z's

along a particular grid row, to assign Zj equal to the value of the

tide height corresponding to that particular time step, and to

assign U|0 =0; Zt and U |0 are thus boundary conditions. To init-
2 « «iate the computations (the calculation of Zj , Zg ,.... , Z^ ) it is

necessary to supply initial conditions for Z along row 0, and for 

U along row 1. For calculations concerned with inlets it is conv­

enient to start the calculations at a time corresponding to high 

tide at the mouth of the inlet. In this situation the currents will 

all be zero if a standing wave solution is assumed ( (2.15) and 

(2.16) ) and the initial tide heights may be estimated or obtained 

from a simple calculation of the harmonic type. So far no prepar­

atory check has been made as to whether the scheme will be stable.

One way of approaching the investigation of stability is to 

assume a particular error wave at a given time step. The wave may 

then be represented by a Fourier series composed of terms such as

(2.32)
and



(2.33)
where^ =wave frequency 

^ =wave number 
U , Z =Fourier series components.

If a linear system such as the above is being examined, only one

term of the Fourier series need be investigated. As the solution

is only valid at certain grid points, we assume that

u = u * e L'f lrV 6rn£ (2.34) 
and

2 = z * e lPT,T e L<5'm£
(2.35)

When equations (2.34) and (2.35) are substituted into the finite 

difference equations (2.30) and (2.31), the following equation 

results;

r- 2

j e * * ]  - 2 + 4  2_l 3 K..s,rv.2 (d £ ) + e ^ x]  = 0
• •  0

(2.36)

Putting

(2.37)

we get

(e ^ ) - ± ( b i ^ )  =  x , t a A 4 .
(2.38)

Ihe requirement for stability is thatJXj^ 1. It therefore folio 

that the stability condition for this scheme is

iWS
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, or

(2.39)

This stability condition must be adhered to whenever this particular

finite difference scheme is used. Note that is the speed of

the grid resolution velocity (E. Berg, personal communication). 

Thus the stability criterion, equation (2.3S), takes on a new 

aspect; the maximum expected velocity of propagation must be less 

than the grid resolution velocity for stability to be ensured.

If the above conditions for b are met, the four roots of A  

will lie'on the unit circle in the complex plane. This means that 

error waves will not tend to die out with increasing time. One 

way of ensuring that they do die out is to include a bottom friction 

term.

With the equation of motion modified to

the long, surface gravity wave, and that l /X  is the maximum velocity 

that can be resolved by the grid. One might call the term (

O'*- (2.40)

and using equations (2.28), (2.34), and (2.35), we get

(2.41)
and

ig62*-*-(i-j3+k)U*-0 (2.42)

(2.43)

(2.44)



so that the effect of bottom friction is to decrease the amplitude 

of the error wave. In general, the effect of friction will be to 

improve stability as friction represents an energy loss.

If the four roots of X  that lie on the unit circle are closely 

inspected it will be seen that two of them have positive real parts 

and two negative. The effect of the former is to provide a term 

cos(^rT), which is as one would expect. The two negative ones 

cause a term of the type (-l)r cos(y3rO. This oscillates to 

positive and negative values with each consecutive time step provid­

ing a spurious solution of period 2T modulated by a wave of period 

T, where T is the period of the computed wave.

An Implic.it scheme

The second scheme to be considered has its finite difference 

equations written in the following form;

nr+i

and

-2« +£f-(lC -UE!) =0

U ^ - L C , +  | y ( ^ - z r )  = 0

(2.45)

(2.46)

The grid points at which quantities must be evaluated are shown in 

Figure 2.5.

Taking again an inlet whose length has been divided up into nine 

equal intervals of length £ , with the entrance lying on column 1 

and closed end on column 1 0, the values that have to be calculated



along each row are

tf
r+i

r

u 2 U

2

z u z u z u z u z u

r+l

m -i m  m + t m +2 
 5- X

2. U 2
u

tp.-i m  Tnvi Tn+2.

Figure 2.5. Grid points used in the implicit method.

If the values of Z and U are known at time step r, one cannot immed-

iately calculate Ug , even though Z2 is available as a boundary
Yxicondition, for it depends on . It is however possible to write 

8 equations involving the five UT+l ’s and the five ZT+I 's. There 

are only 8 unknowns as 2 of the 10 values are boundary conditions.

It is thus necessary to solve 8 simultaneous equations for 8 unknowns 

in order to obtain all the values for time (r+l). For this reason 

the above system of difference equations is known as implicit. The 

equations to be solved are

0 

0

' 1 0 0 0 .  .  0 f ■3r+l'JC. i
r  -n

0

-a 1 a 0 0 0 U ? '

0 -b 1 b 0 0 2 r 2 1

-i 0 0 -a 1 a 0 lC ‘ u j

0 0 0 0 - b i b

,0 0 0 0 0 0 0 0 0 1

+

L lT'^ u IO U U Q j
(2.47)



where a=gT /2 £ , b=hT/2 €.
Zi(t)=conditions at the inlet entrance 
U| 0 (t) =0 .

The above equations may be solved by the use of an algorithm. 

The equation for is written in terms of Z3 * plus known quant-
Y*tl T+lities; Z^ is written in terms of U4. etc. until Zq is written

in terms of U(£t’t , which is known. The values for zlj*' ,Ug+l ,....
t'+iU2. may then be found in reverse order.

If a stability analysis is performed for this implicit method 

as was previously done for the leap frog method, it is found that

;,/jt = 1 ± I f-/5R  si^Cde)
1 +  | r  3 ^- • s ^ 2 (6 i) ,

so that

-Im.(px) " ’"'/P

(2.48)

x|=e
(2.49)€

Hence | \|^. 1 for all non-trivial values ofT and 4. , and the import­

ant fact is established that this implicit scheme is unconditionally 

stable.

Stability criteria based on characteristic theory

It is interesting to consider the problem of stability util­

ising characteristic theory (Abbott, 1966). This will often allox<f 

one to estimate stability criteria from a visual inspection of the 

grid layout. Considering part of a ti;~3-space grid layout for the 

leap frog method (in which conditions at P are calculated from a
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knovTlege of those at A and B) . the following approach may be used 

(sea Figure 2.6.).

T+2  

T + »

r

Figure 2.6. Section of time-space grid,

If AX and BY represent the forward and backward characteristics 

through A and B respectively, then the domain of determinacy of AS 

is the area bounded by AB and the lines AX and BY, i.e. any point 

within this region will be such that the forward and backward char­

acteristics through it will both intersect row r between the limits 

A and B. For the leap frog scheme to be stable it is therefore nec­

essary that point P lies within this zone of determinacy. As the 

term has been neglected, the slope of the characteristics is

such that

Thus for stability

d *  =  ± c  
dt

T  < c

(2.50)

(2.51)



i. e.
A x

A t <

/ 3 f tV °  » (2.52)

which is the same condition as that derived earlier (equation

(2.39) ).

When considering the second (implicit) scheme from the point 

of view of the method of characteristics, the reason for the uncon­

ditional stability may be seen to be due to the fact that it is 

possible to construct all the characteristics that intersect row 

(r+l), for the calculation of conditions at time (r+l) depends 

on the simultaneous application of conditions at time r along with 

boundary conditions at time (r+l).

v



CHAPTER III

THE FINITE DIFFERENCE EQUATIONS

1. The basic equations— .

The equations used are the same as those used by Yuen (1967) 

and are as follows (with axes as in Figure 3.1):

s y  + t ( u 2+v2)'/2 + fu  r o
d t  H  9

(3.1)

and
(3.2)

(3.3)

S (H U ) S ( H V ) +  a z  _ 0
■ a x  a t  ,

where U=x-component of depth-mean velocity 
V=y-component of depth-mean velocity 
Z=vertical tide measured (positive upwards) 
from mean sea level 

D=depth of water beneath mean sea level 
H=total depth of water (H=D+Z)
*=friction coefficient
f=Coriolis parameter (f=2£i sin(latitude)) 
g=acceleration due to gravity 

ii=angular rotational speed of the earth

The above equations will be solved by the method of finite differ­

ences. A choice exists between the two different approaches, the 

explicit method and the implicit method. On account of the avail­

ability of literature on the subject, it was decided that efforts 

would be directed to the development of a variable boundary model 

using the explicit method.

26



Although covered by Yuen, the derivation of the finite diff­

erence form of the equations will be covered in detail during the 

rest of the chapter. This is done so that a sound base will be 

available on which to base the program, and also because Yuens work 

contains some printing errors which are misleading.

2. The grid network— .

The grid system used is one first alluded to by Richardson 

(1922), and is staggered in time and space. It is thus an extens­

ion of the leap frog method. A projection of the grid onto the 

x-y plane can be seen in Figure 3.1.

n m

u

6

5
4
3
2
I

V z V 2 V 2 V z V

u 0 u u

V z. V z. V z V 2 V

u u u u

V 2 V z V z V 2 V

u u u U
3 4

a  - v

Figure 3.1. Section of staggered grid.

n

U and V are calculated at odd time steps, Z at even numbered steps.
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3. U-point calculation— .

Equation (3.1) is first written in the form

S U - . r U T d A v T 1 1

a t " h  ” J
(3.4)

It is replaced by a two-point centered finite difference relation 

as follows;

where the superscript r refers to time step r , and 'X! is the int­

erval between time steps. In a similar fashion,

the x-y plane.

It will be seen that in equation (3.4) it is necessary to have 

available the values of V and H at the U-point. These are estim­

ated by interpolation from surrounding V- and Z-points (see Chapter 

III, section 6). To calculate U at the point (m,n), equation (3.4) 

is first represented in finite difference form bv

>

(3.5)



It will be observed that in the representation of the right hand 

side of equation (3.4), terms U and V should have been evaluated 

at time step r. As U and V are calculated only at time steps 

(r-3), (r-1), (r+l), etc., they are approximated by taking the most 

recent values available, i.e. from time step (r-1). In terms of
i i(r+0 e<?uatl°n (4*5) can be written;

r  . , ( r -0  / 1 i2 Cr-1  ̂ » /? (r ~̂  V/2
I |0',+0 _ j |(t -0 p  {m,rrt + V  (m,rO/

H {T’l
i

r \ /(r ~o ( 7  (ir) ^
+ J  V(m,rfl “ 3

(m,n)

(x)
1

2  e
(3.6)

At this stage a stability factor is applied to the two leading 
I l(T'° terms (a weighted average of surrounding points) ;

4

+  U(m-i,n-0 + U(m +?,n- o j

(3.7) 
with 0 4 * 4  1 .

Again, the U terms within the { ) are all interpolated

values. This stabilisation differs from that used by Yuen, in 

that he used only values of U calculated at U-points and not inter­

polated U values as in equation (3.7). The alteration has been 

made so that more complex boundary shapes may be dealt with
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without having to adjust the stabilisation process to suit the 

outline of the inlet, as did Yuen.

The final form of equation (3.4) before programming is thus:

, ,<T+ 0  . ,Cr- 0  ^  0  _
U(m,n) - U(m,n) + 2 T U(m,n) y j  U  (m,n) V  (m,n) /

iiC-r)
il(rn ,n )

f \/(r-0 ( 7 <r» )

+ J  V ( m / o  -  3
(3.8)

V-point calculation— .

Equation (3.2) is first written in the form

B v
a t

V r ( U 2 + V a) 

H fu+3 a,y

(3.9)

In exactly the same fashion as with the finite difference eval­

uation of equation (3.4) , replacing -fV by +fU and gi!IL by gp^

the final form of equation (3.9) is
dx 3^ 
(r-0 \ ' / z

\ / / r + °=  \ / , ( r ' °  + P  T  n ) '^ (U ^ (m in)+V 2Cmi n) )
v 0 n,r& V(m,ni 1 ----------- ----------------- -

/ V , r >  -  )-fui
(3.10)
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with .(T-o _ . w (t- 0  . fv/(T- 0  ^ v /(r-l)
v(m,n) °^V(m,iD 0  w V f m + u n + o4 1

+< ;;U  + v(t l J
(3.11)

It will be seen that in equation (3.10) the expression for is0X
evaluated with the x-axis going from right to left. As the grid 

columns are numbered from left to right (see Figure 3.1.) the
32form of in equation (3.10) does not agree precisely with that

3aof in equation (3.8).

5. Z-point calculation— .

Equation (3.3) is first written in the form

—  r. -  S ( H U )  __ 5 ( H V )  

d t  d x  d u
D  . (3.12)

Equation (3.12) is then rewritten in finite difference form;
(r+a (r) / IIC**) , .(r*0 (r) |,(^ 0  ^

jL  (nr^n) £  ( m ,n )  _  _  I  * 1(m ,n -i)  U ( m ,n - Q  r n (m ,n -t-Q u (rn ,n -H )/

2 ~ r  a  I

n f r + 0  - w (T) iiCr+0 )_ l ri(m>i,n)U(m^,n) n(mM,n)U(m-i,n) /
a  i

(3.13)

It is seen that H should have been evaluated at time step (r+l).



It is approximated by making use of the value for H calculated at 

time step (r). The error is considered negligible, of the order 

of 3 cms. in (say) 20 or more meters .

Equation (3.13), written in terms of C ( m  n) ’ becomes

Z(m n) = Z(m n> ~ ̂  T j ̂  ~H(̂ n̂U(mjLQ

I  W (r) I l(T+l) -  W (T) I l(r+1’ \+  \ n(m-njn)U(rn^n)

2  t

(3.14)

where

5Z(T°  -  OC7 / ( r )  +  C l—Od) f  4 ?0**>

-2>(r) . :?<r)
+  + (m,n+0

(3.15)

Notice again that the terms in the I  }  are interpolated. We 

are now left with the interpolations of V and Z at U-points, and 

of U and Z at V-points.
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6. Interpolation of values at U- and V-points— .

In the previous sections it has been mentioned that interpolated 

values are necessary at U- and V-points. These are approximated by 

linear interpolations. A more sophisticated approximation could have 

been used at the expense of calculation time and of generality of 

the model.

a) At U-points away from boundaries (see Figure 3.2).

Figure 3.2. Values required for interpolations 

at a U-point.
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V(ny^ a 4  )V(m+jjn+!)+\/(rn-iJni-i)+V{m--i>n-i)+\/(rfi+ian-t)|

and (3.16)

(3.17)

b) At U-points lying on boundaries (see Figure 3.3).

Boundaries through U-points are always horizontal (i.e. pass 

through grid points of equal m). For the case of solid land lyin£ 

to the ’north’ of the water, V(m,n) is found by obtaining an 

interpolated value for V(m-l,n) and then performing a second 

interpolation using V(m-2,n) and V(m-l,n). Thus

VOtMO- (Vcm-ijrw) + V(m-Kn+oJ- V(m-2,n)
7 . (3.18)

It should be noted that V(m-2,n) must have been computed before 

equation (3.18) can be evaluated.

Tn

th-i

Tn-z

m -3

V
u
2 V

u

z

*Y\-t T\+i
Figure 3.3. Values required for interpolations at 

U-points on a boundary.
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Z(m,n) is found by using the values for Z(m-l,n) and Z(m-3,n)

Z(m,n) = 1*5 Z(m-i,n) - 0 . 5  Z(m-^,»»n̂  . (3.19)

In a similar fashion, when land occurs to the 'south' of the

water;

V(m/i} = |V(m+uM + V(m+i,n+i))-V(m+2,n) (3 20)

and

H(m,n) = 1.5 Z(m+i,n) -0.5 Z(m+3jn) • (3.21)
c) At V-points away from boundaries. ^

UCrr^n) ^(m-Ujn+O+Ucm-ijn+iJ + Ucm-^n'O + Ucm+^n-i^

H(m,n) = ^^Z (m <>n+i)+Z(mJn-0̂
d) At V-points lying on boundaries.

For the case of solid land lying to the 'west':

U(m ,n) =^U(mi-iin'H) + U(m-i,n+i|- U(m,n+2) 

H(nr)/i)s **5 H(m,n+0 ~ 0 .5  Z(m,n+3)

For the case of solid land lying to the 'east':

U(m}n) =(U (nnvH ) +U(m-i,n-i)) ~ U(m,n-2)

22 )

(3.23)

(3.24)

(3.25)

(3.26)
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and

Z (m ,n) = 1 * 5  Z(m ,n-i) - 0 . 5  Z (m ,n-3)
(3.27)

7. Calculation for a special (narrow) case— .

Provision is made for making calculations in the case when 

part or all of an inlet is represented by a width of 2 £. In this 

case there are two possibilities. The narrow axis lies 'north- 

south' or 'east-west'.

rm-i u m+i U

tn \/ 2 v m V E V
(a)

m-i U m-i U
- n-i n T7+1

(b)

ti-i r \ r m
Figure 3.4. Narrow channel case.

a) 'North-south' narrow axis direction.

A situation exists here such that the problem is locally 

reduced to a one-dimensional situation. No cross currents 

exist, so that all the V's are zero and no surface slope due to 

Coriolis force will occur (see Figure 3.4.a). The interpolations 

are then

_  Utm+^n) + Lkm-tjn)

, (3.28)



and

H (m ,rM ) -  Z (m ,n + i) = Z (m ,n ) (3.29)

b) 'East-west' narrow axis direction.

The same type of situation exists here (see Figure 3.4.b). The 

interpolations become

At this point all the types of calculations necessary for the 

estimation of tides in an inlet are in finite difference form, if 

only to a certain degree of sophistication. Boundary conditions 

have still to be added.

Velocities normal to the boundaries are put equal to zero 

whenever the transition water to land occurs. Thus U=0 along 

'east-west' solid boundaries (m= constant), and V=0 along 'north- 

south' solid boundaries (n= constant). There remains the problem 

of open boundaries. These occur whenever the boundaries of the 

model coincide with open water. In Chapter II it was shown by the. 

method of characteristics that either height or current needs to be 

given as a boundary condition provided that the flow velocity is 

less than critical. As little is usually known about currents, it

(3.30)

and

(3.31)



is normal to specify heights as a function of time for the various

Z-points lying on open boundaries. However, in order to evaluate

the bottom friction term near the open boundary, one has to know

the currents along the input line. To do this, a minor assumption

is made that—  ̂=0 on 'east-west' open boundaries and^^ =0 on 
a *  dvj

'north-south' open boundaries.

8. The finite difference equations expressed in FORTRAN IV— .

In this section mention is made only of the variable names 

used in the program. Details of the instructions themselves may 

be seen in the actual program (Appendix I).

As it was desirable to program for the greatest possible grid 

size compatible with a 16K single precision word memory (as then 

available at the University of Alaska Computer Center), an inspection 

was made of the matrices necessary for the performance of the 

calculations. The matrices first considered necessary were those 

for U, V, Z, H, D, and for use in a later phase of the program, an 

integer matrix. An inspection of the grid configuration suggested 

that U and V, and D and H might easily be interleaved. For this 

purpose, interleaving was performed in the following fashion:

V(m,n) is stored in U(m,n+1) 

and D(m,n) is stored in H(m,n+1) .



Table 3.1 shows the original variables along with their 

corresponding array names.

Original Name Array Name

U(m,n) U1(M,N)

V(m,n) U1(M,N+1)

Z(m,n) Z1(M,N)

H(m,n) H(M,N)

D(m,n) H(K,N+1)

Integer Matrix IU(M,N)

Table 3.1. Array names.

The integer array, IU, was limited to two bytes instead of the 

customary four as no number larger than a '3' needed storing (two 

bytes can contain a positive integer of up to 127).

In such a manner the array storage requirements were reduced in 

the approximate ratio 12:7. Taking into account the computer core 

limitations, the maximum grid size that could be handled was 65 x 29.

Taking the three equations for the prediction of U, V, and Z 

(i.e. equations (3.8), (3.10), and (3.14) ), the instructions were 

simplified by using the following:

Equation (3.8)

USTAS
(see equation (3.7) ) . (3.33)
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•N2 — _ ~7
zxatu = ^-(m-i,n)

C>x  2 d  • (3 • 34)

Equation (3.10)

vstab = V ( m  n?
* (see equation (3.11) ) 4 (3.35)

-\2 J*/r) _

zyatu = S £ l = ^-(rop-O ^-(n^n+O
3'tj 2  t  * (3*36)

Equation (3.14)

Z1(M,N) - Z(rn,ri)
(see equation (3.15) ) . (3.37)

(3.38)
H / r) nI ^ r+,\  -  w (r) 1 i*™*HUX = n (m>n -Ou (nVH) «*(nr)>n+Q U(m,rn-t)

2  t

L _ i ( ^  1 1( ^ + 1)  _  11 ( v )  . i ( r +0
hvy = n (»THtjn) U(m+i,ri) rl(m-ijn) U(m->,n) . (3 .39)

2  I
The transposition of some of the more important variables may­

be seen in Table 3.2.

Original Symbol Variable Name

V
r R

i F

3 GEE
06 Y •

Table 3.2. Transposition of some major variables.

The stability factor OC was put equal to 0.99 following the
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practice of Yuen.

9. Stability of the finite difference equations 

in two space dimensions— .

It is tempting to use the same approach as was used for consid­

ering stability criteria for the one space dimension explicit scheme 

of Chapter II. A section of the grid network as used for the 

calculation of V is seen in Figure 3.5.

2 T

Figure 3.5. Grid points required for V-point calculation.

For stability Vg> must lie within the domain of determinacy of points 

Ua , u b , uc , ud , z, , and Z2, . The U-points therefore are more 

likely to cause instability (on account of the steepness of the slope

U*c v2 ) .
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The value of this slope is easily seen to be 2 ^
C/2

For stability this value must be less than the slope of the charact­

eristic cone through , viz 1/c .

i.e.

or r  < I
(3.40)

If a similar diagram is drawn for a Z-point calculation (see 

Figure 3.6) it is seen that the stability requirement comes to

*  <
I

Figure 3.6. Grid points required for Z-point calculation.
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The same stability requirements result for the U-points as for the 

V-points on account of the similar grid configuration. The most 

stringent requirement, as far as time is concerned, is thus that 

in equation (3.40).



CHAPTER IV

auto:iatio:j of the. sequence of calculations

1. The basic sequence of calculations— .

With the basic forms of calculation in F0R.TRAN form, the next 

and most crucial step ahead is their sequential control. Instructions 

must be developed that apply the basic types of calculation to each 

appropriate grid point as determined by the nature of the boundary.

First of all it is instructive to consider what might be called 

the conventional approach to the arrangement of the order in which the 

finite difference calculations are performed. Having chosen a suit­

able grid boundary, one might then arrange for the assignment of 

depths, initial tide heights, and zero velocities. The next step is 

the interpolation of tide heights and currents. Then follows the 

calculation of currents and heights, the input of new boundary values, 

and the repetition of the calculations. One way in which this might 

be done (for the case of a rectangular grid) is as follows:

Interpolation

a) Starting at the 'southwest' corner, one line from the bottom

(m = 2), write an instruction for calculating U, Z, and H at V- 

points lying within the boundaries. Repeat this for all even- 

numbered rows.

44



45

b) Starting with the second line from the bottom (m = 3), write' a 

similar type of instruction for calculating V, Z, and H at U-

points. Repeat this for all odd numbered rows except for the

top and bottom rows.

c) Apply equations (3.20) and (3.21) to U-points on the bottom row,

and (3.18) and (3.19) to U-points on the top row.

d) Apply equations (3.24) and (3.25) to V-points on the left

boundary, and (3.26) and (3.27) to V-points on the right boundary.

Current and height calculations

e) Apply U, V, and Z calculations at U-, V-, and Z-points respec­

tively, row by row.

Boundary conditions and time increment

f) At this point it is convenient to apply the boundary conditions '7 

along water - land boundaries U and V are put equal to zero as 

necessary. Along the line(s) where the inlet meets the open sea 

it is necessary to specify tide heights. These tide heights will

replace those calculated in the Z-point calculations of step (e)_.

The false values for Z that were calculated do not in any way 

effect the rest of the calculation. As mentioned in section 7,
c> v . B uChapter III,^—  = 0 and̂ -rr = 0 are applied along open boundaries

as necessary.

g) The time step is now checked to see if the end of the tidal cycle

has been reached. If not, the time is increased by 2^, and the 
program returns to step (a).
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h) Tiie process is than repeated for the desired number of tidal

cycles, values of U, V, and Z being printed whenever desirable.

It will be seen that the above method is straightforward as long 

as the grid boundary is strictly rectangular. If, however, the 

boundaries are irregular, the number of instructions will be greatly 

increased, and the amount of time to be spent in programming will be 

correspondingly large.

If a series of inlets are to be studied3 perhaps with each 

involving two or more different grid spacings, it is obvious that any 

modifications to the program that result in reducing programming will 

be of considerable value. After programming several inlets in the 

manner above, as a result of the experience so gained, an approach 

was found that reduced the programming of any inlet to the few in­

structions necessary to specify the tide height at input points as a 

function of time.

2• Automation of the inlet-tide program— .

An inspection of the grid layout and of the various calculation 

types reveals a simple means by which the program may be automated. 

The new program is centered round the scanning of an integer-matrix 

which contains information as to the location of the solid and open 

boundaries.
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F.efcrriii^ to

boundary configuration is shewn with two perpendicular lines (crossin:rr

at a Z-point) emphasized. Starting with the row (rn = 2), it will be 

seen that the following-types of standard calculation may be inferred 

from t’ne boundary limits:

*  V => 0 at (m = 2, n = 1) and at (2,9)

* Conventional interpolation of U and Z at V-points (2,3)

through (2,7)

* Special boundary-case interpolation of U and Z at V-points 

(2,1) and (2,9)

* V calculations at V-points (2,3) through (2,7)

* Z calculations at Z-points (2,2) through(2,3)

Similarly, along the column (n =6), the following calculation- 

types may be inferred:
* U (9,6) = 0
* Conventional interpolation of V and Z at U-points (3,6)

through (7,6)

Special boundary-case interpolation of V and Z at U-points

(1,6) and (9,6)
* U calculations at U-points (3,6) through (7,6)

£ UU (1,6) = U (3,6) (application = 0 on open boundary)*
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O

1 0  0 0 0  0 0 0 1  0 2 
Card  m=2.

Figure 4.1. Typical column and row through Z-point, with 

associated integer matrix input cards (see 

text for explanation).
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It will be noted that Z calculations are not needed along this 

column, as all Z-points can be covered when traversing the rows.

This approach will be seen to include all possible boundary cases as 

long as the interpolations used are those previously referred to. At 

this point, it is possible to inspect the rows and columns visually, 

and thus specify the various calculation types. The next step is to 

perform this function automatically.

Boundary limits are specified in the form of integer numbers 

(see figure 4.1). Starting (for example, along a row containing V- 

points) from the left, the integer 1 is punched in odd-numbered columns 

of the card whenever a solid boundary is encountered. It is assumed 

that land extends to the left of the first integer. The next 1 

indicates -that solid land has once again been reached. This process 

of alternating land and water may be continued until the maximum 

allowable grid network size has been reached. In this program the 

limits are 29 in the horizontal direction.

An even number of l's must be specified in order for the cal­

culations to be bounded. In the case that no solid boundary exists, 

the 1 must still be used, as it serves as a limit for the grid-point 

calculations in that particular row. A 3 is placed 2 spaces to the 

inlet side of the boundary. This indicates to the program that the 

velocity V at the point 1 (to which the 3 applies) will be changed from 

zero to that at the matrix point containing the 3, i.e. we have
3 vapplied-c-rr = 0 .
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la order for the 3' not to cause confusion in the program, it is

necessary that, in the particular row to which the '3' applies, there 

be a 1 two spaces away on the punched card on one side only of the !3'.

Uhen the last (even-numbered) boundary has been reached, a 

2 is placed two places to the right of the last 1. This indicates to 

the program that no further values of the integer matrix need be 

scanned along this row. The integers are punched on cards, one card 

corresponding to one row.

'East - west' boundaries are specified in precisely the same 

fashion as for 'north - south' boundaries. In this case, the grid 

is scanned from 'south' to 'north' along grid columns containing U- 

and Z- points, the limit being 65 grid points.

3. Input of boundary conditions— .

The boundary values are read into the computer first along 

columns of constant n, starting from the 'west', then along rows of 

constant m, starting from the 'south' (see Figure 4.2).

u

Figure 4.2. Order in which grid boundaries are read.
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The half-word integer matrix IU previously referred to is thus 

built up column by column, row by row. The dimensions of this matrix 

exceed 65 x 29 by 3 and 2, making a 68 x 31 matrix: The 2 in each

direction is to include the integer '2' at the end of each column and

row; the extra 1 is to cause the array storage area to begin and end

on a full-word boundary in the computer core.

This integer matrix is monitored during all parts of the program. 

Input of depths and initial tide heights, current and height cal­

culations, interpolations, printout, and later in the analysis of the 

raw U, V, and Z output data.

This pattern followed is in all cases similar, and will be out­

lined in some detail.

4. Description of boundary-monitoring process— .

The procedure will be illustrated for the case of one of the

rows during U calculations at U-points (see Figure 4.3).

At the start of the calculation of each row, a flag, IFL, is put 

equal to zero. This signifies that solid land lies to the left, i.e.

that the first boundary met will indicate a transition from land to

water. The first odd numbered column (n = 1) is then inspected for a 

0, 1, 2, or 3:

If a 3 is found, the column number is increased by 2 and the 

process repeated

If a 2 is found, this indicates that no more columns need be 

scanned, so the sequence jumps to the next row



52

© ■

© -

M=~! 
I  FLO

)I
-2

I= -i

L_

1=1+2

B M + 2

IFI—1

n-m=1-2

( ,

>

IF3X)

Figure 4.3. Flow chart for boundary-monitoring process.
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If tlic iaterer is less than 2, the integer is checked for a 

1 or a 0

If a 0 is found, the column number is increased by 2 and the 

process repeated

If a 1 is found, the flag is checked to see whether a left or 

right boundary has been arrived at

If the flag is 0, the boundary is a left-hand one. In this case 

the left-hand limit IML is set equal to (column number + 2). 

The flag value is changed to 1, and the process repeated.

If the flag is 1, the boundary is a right-hand one. In this case, 

the right hand limit Il-tR is set equal to (column number - 2) . 

At this point, as may be seen from Figure 4.3, the limits of 

‘the U at U-point calculations for this section of the row 

have been ascertained. The calculations are then performed. 

The flag is then changed back to 0, and the process repeated. 

When all of the rows have been checked, the next phase of the 

program is entered (not shown in the flow chart).

The above process is modified by the use of extra 'IF' statements 

to deal with the various situations of special-case interpolations, 

unusually narrow conditions, etc.



CHAPTER V

PROGRAM ARllANGE'HIT

1. Division of the program into subroutines— .

To simplify programming, and to divide the program up so that it 

would fit into the available core space, the full program was split 

up into several subroutines. Two of them are used once only, the 

remainder are called whenever necessary. The main program is respon­

sible for calling the various subroutines when required. A flow chart 

of the main program, and of the subroutines may be seen the the pages 

that follow.

The flow chart (Figure 5.1) shows just sufficient information to 

enable the reader to follow the program through the steps of initial­

isation and then through the instructions that monitor the time steps 

and the tide cycles. Within the latter, on the second page of the flow 

chart, are the statements that control the times at which 

tide heights and currents are printed out. To trace the various 

branches in the full printout of the program (see Appendix I), the 

number of each instruction lying at the end of a branch line is written

to the left of the corresponding instruction.

2. Overlays— .

The total program length including the FORTRAN program, array

storage, and supervisor exceeded the available core space.

54
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Figure 5.1. Program flow chart (1/6).



Figure 5.1. Program flow chart (2/6).
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Figure 5.1. Program flow chart (3/6).
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Figure 5.1. Program flow chart (4/6).
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Figure 5.1. Program flow chart (5/6)
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Figure 5.1. Program flow chart (6/6).
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In order to run the program, it was necessary to split the pro­

gram into several 'phases'. The process involves the storage of all 

the phases, with the exception- of the main calling program (the 'root' 

phase), on disc. The root phase calls the particular phase required 

off the disc into core, where it is placed starting at a particular 

location.

For convenience, each of the phases consists of one of the main 

subroutines:

SUBROUTINE PHASE NAME

INIT PHASNME1

PRINT'D P1IASN' IE4

WRITE PHASNME2

UVZ PHASNME3

T-ab le 5.1. Phase Names.

The subroutines WRITER and INPUT were not split up thus, as they are 

continually being called by the root phase.

Once the phase corresponding to a particular subroutine has been 

placed in the core, it is called one as would a conventional subroutine. 

The additional instructions necessary are as follows :

* The main program is preceded by a card:

1234
PHASE PHASNME0,ROOT



*  The next phase is preceded by:

1234
PHASE PIIASNME1,*

»

where the asterisk signifies that the program is to be placed 

into the first available location following the root phase.

* Each successive phase is preceded by a card of the type

1234
PHASE PHASNME2 jPHASNl-lEl

The second name, after the signifies that this phase is to 

be loaded-into the core starting at the same location as PHASN1IE1.

* To call any particular phase, the necessary instruction is, 

for example;

1234567
CALL OPSYS ( '  LOAD' , '  PKASNIIE31)

•

* At any later point, the subroutine associated with 

PHASNME3 may be called as usual.

It is obvious that a subroutine may only be called when it has 

been previously loaded into the core.
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The layout of the phases is conveniently shown by a diagram (see 

Figure (5.2). The numbers to the left of the main tree are the corres­

ponding core locations in hexadecimal arithmetic, for one given length 

of the INPUT subroutine.

3050

9CD0

AF08

AF80

B0F8

-FORTRAN SUPERVISOR 

- C0IE10N 

-ROOT 

WRITER 

bINPUT 

ILFIBCOM

E7B0J-*

FFFF — End of core

*

INIT

Figure

PRINTD 

5.2. Ove

WRITE 

clay tree.

UVZ

With this overlay system, with the longest phase (INIT) in core, 

the program extends to F551. A few additional bytes are reserved for 

buffer storage when various input/output devices are encountered 

during the program. No information as to their extent is printed 

out. If insuffient core space is available, an error message will



be printed out, and the job terminated. In this particular computer, 

sufficient space was evidently available.

For more information on the overlay system, the reader is 

referred to the relevant IBM manual (IBM, 1963).



CHAPTER VI

GRID SELECTION AND DATA ARRANGEMENT

1. Grid selection— .

When a particular inlet is selected for tidal studies using the 

numerical model described above, the first thing to do is to ascertain 

the stability requirements. The accepted criterion for the stability 

of the staggered-grid model is

The variable boundary model requires that the quantity (number 

of intervals)/(tidal period) be a multiple of 12 (this is to satisfy 

a part of the program that is responsible for printing out heights and 

current information 12 times during the last tidal cycle). The number 

of intervals normally used has been 360 or 720 (i.e. respectively 180 

and 360 different times at which Z's are calculated at Z-points). The 

former gives a resolution of (ideally) 2° for the phase of the tide.

Using this type of calculation, a compromise may be found 

between a grid spacing that appears to represent the inlet satis­

factorily, time intervals, and resolution.

Dmax. (6.1)
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A convenient method for fitting the grid to the inlet shape is 

as follows:

Draw a 65 x 29 grid on a sheet of paper and photograph 

it so as to obtain a slide.

Project an image of the grid onto a wall, and adjust the 

projector to give approximately the correct interval between 

grid lines.

Tape the map to the wall so that a reasonable alignment 

exists between the major axis of the inlet and the grid.

Final adjustments may then be made so as to achieve the 

best fit possible, consistent with stability and cost 

limitations.

The above method, although it has inaccuracies in it arising 

from optical distortion, heating up of the projector etc. , gives a 

good first approximation. For small maps, some more convenient methods 

may be found.

The left-most edge of the inlet must be on column n-1, the bottom 

of the inlet must be on row m=l.

Having decided on a suitable grid configuration, the grid should 

then be transferred to the map. The use of any form of tracing paper 

(other than transparent mylar) as an overlay makes the work to follow 

more awkward. All the grid lines should be drawn in, and U-, V-, and 

Z-points suitably labelled.
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2. Basic data cards— .

The next step is to prepare the data cards. Considering for 

example the grid in Figure 6.1.

?

8
7

6
5

4

3

2
1

U

V z V z
u u

V z \l z
u u

V z V z
u u

V z V z
Ju u__

v

1 2  3 4 5  T]
Figure 6.1 Example of simple grid.

The first data cards are those that specify the maximum 

dimensions of the grid, number of tidal cycles to be calculated, 

etc. These 8 cards are placed immediately behind the first // EXEC 

card. The order and format of the cards are as follows:



Card Variable Name Format Example Units
1 11 DA 12 05
2 IiSUI-1 12 09

3 NSUM 12 05

4 DL F12.4 50000.0 meters
5 T F12.4 12.42 hours
6 R F12.4 .003
7 ALAT F12.4 5.0 *degrees
8 PER F12.4 360.0

* North positive

Table 6.1. Example of input data cards.

The above cards specify the following:

1. 5 complete tidal cycles are to be calculated, 

starting at 01, ending at 05

2. Number (m) of top row (from example)

3. Number (n) of right column (from example)

4. Grid spacing in meters = 50 Km.

5. Period of tide in hours (M̂  tide)

6. Friction coefficient, generally 0.003

7. Latitude in degrees (5° N)

8. Intervals per tidal period.
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3. Boundary data cards— .

Then follows a series of cards specifying boundaries along

columns, i.e. points where U=0 or̂ -̂ - » 0.© X

In this case we have two cards:

Column

1 2 3 4 5 6 7 8 9 10 11 12 80

Card

1 1 0 3 0 0 0 0 0 1 0  2 0. . . .  0 0

2 1 0 3 0 0 0 0 0 1 0  2 0 . . . .  0 0

The second series of cards specifies boundaries along rows, i.e. 
S Vwhere V=0 * 0;

There are 4 cards:

Column

1 2 3 4 5 6 7 8 9  10'11 12 80

Card

1 1 0 0 0 1 0 2 0 0 0 0 0 0 0  00
2 1 0 0 0 1 0 2 . . . .  00
3 1 0 0 0 1 0 2 . . . .  0 0

4 1 0 0 0 1 0 2 . . . .  0 0

points
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With the integer matrix in the core, the depths at V- and U-points 

may now be read in and automatically allocated.

4. Depth data cards— .

In this case, depths are read in at V points, starting in our 

example with the depth at (m * 2, n = 1). This depth is punched on 

a single card, in the format F12.4 (i.e. in decimal), the units being 

FATHOMS. (Meters were not used as most American and English charts 

are in fathom units). No depth should be less than the maximum 

expected tide amplitude —  one might say that no depth should be less 

than 4 fathoms. The next card contains the depth at (2,3), following

with those at (2,5), (4,1), (4,3), (4.5),--- (8,3), (8,5), one depth

to each card. The order is thus as in Figure 6.2.

Figure 6.2. Order of specifying depths at V-points.
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The next group of cards contain depths at U-points, the procedure 

being the same as for the V-points. The order of the cards is, for our 

example: (2,1), (2,3), (2,5), (2,7), (2,9), (4,1).......   (4,7), (4,9).

Figure 6.3. Order of specifying depths at U-points.

5. Initial tide-height and boundary-value cards— .

With the depth cards all prepared, we then proceed to the initial 

tide heights at Z-points. These are prepared from the best available 

distribution of tide amplitudes and phases over the inlet, the tide 

is considered to be at its maximum height across the input. Heights 

along the other V and Z rows are estimated by taking (amplitude) x 

cos(phase lag), where the phase lag is the delay of arrival time of 

maximum tide height compared with the input.
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Heights are estimated in METERS, and are punched in F12.4 format 

(decimal), one to a card. The order in which they are taken is from

left to right: (2,2), (2,4), (4,2), (4,4),..... , (8,2), (8,4).

See Figure 6.4.

Figure 6.4. Order of specifying initial heights.

We now have the following blocks of data cards:

Type No. of cards

Grid dimensions, tide information, etc. 8

Boundary positions 6

Depths 22

Initial tide heights 8

Table 6.2. Data arrangement for example.
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This fully completes the data cards. The only task remaining is 

to specify the input conditions. These cards are added to the program 

in the INPUT subroutine, directly after 'COMMON TIDE*.

As an example, one might use:

Zl(2,2) = 0.743*COS(6.28318*((FIT/PER)-0.0))

Zl(2,4) = -Same-

%

Here FIT/PER is the point of the tidal cycle that has been reached, 

expressed as a fraction of 1.0. The last term (in this case -0.0) 

is the phase delay of the maximum tide compared to that at the input.

It will range between -0.0 and -1.0 (a delay of 90° would be -0.25).

The number 0.743 indicates a tide amplitude of 74.3 cms (or a range of 

148.6 cms).

It is suggested that, as far as sinusoidal tides are concerned,

this instruction-type be adheared to, thus only the 0.743 and the

-0.0 should be changed.



CHAPTER VII

COMPUTER OUTPUTS AND DATA ANALYSIS

1. Printer output— .

The first page of the computer output (after the // EXEC 

statement) contains information on the grid interval, tidal period, 

friction coefficient, latitude, coriolis parameter (2-ftsin^), and 

the units used in the pages that follow.

The next 1-4 pages contain information as to the distribution 

of depth (in meters). If the maximum grid width (NSUM) is less than

18, 1 or 2 pages will be printed depending on the value of the grid

length (MSUM). If NSUM is greater than 18, one or two additional 

pages will be printed covering columns 19 to 29. These may be de­

tached and joined to the first one or two pages.

The next pages, in a similar arrangement, will be the (inter­

polated) values of the initial tide heights. The next two sets of 

pages will be the initial values for U and V. They will all be zero. 

As the H, Zl, and U1 matrices were all set to zero at the start of 

the program, it follows that all untouched elements of the arrays will 

be printed as zeros. This was done for two reasons (although it may 

prove confusing at first): to avoid writing complicated format

statements, and to serve as a check on the functioning of the program,

i.e. if non-zero values show up in unexpected places some error in 

the boundary-location specification may have occurred.
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After this, values of tide height and currents are printed in a 

similar fashion at the end of each tidal cycle, with the exception of 

the last.

During the last cycle values are printed out at fractions (1/12)

of the tidal period. Thus values will be printed at 1/12, 2/12, 3/12,

  11/12 of the period. This provides values of the intermediate

tide and current distributions.

2. Tape outputs— .

Two tapes are used during the main program:

* A short tape is placed on unit 8 (a tape I/O device), and has 

sufficient information read onto it at the end of every tidal cycle

so that in the event of an unscheduled termination only a small

amount of reprogramming is necessary to restart the program at the 

beginning of the next cycle. This is useful when, for some reason 

or other, the program is terminated before the CALL EXIT is reached 

(such as during a power failure). The tape is discarded in the event 

of a successful run.

* A long tape is place on I/O unit 9. At the start of the program

basic information, such as dimensions, tidal period, boundary

positions, etc, are written onto the tape, for details please see 

Appendix IV. During the last cycle, values of current and height are 

written onto the tape every time that tide heights are calculated.

For convenience, the entire U1 and Z1 matrices are written onto the 

tape. In order to achieve maximum compression of data, a special
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program is used that writes the entire matrix as one continuous record 

(FORTRAN IV normally limits the maximum record length to 64 single­

precision words, then leaves an inter-record gap of 6/10 inch.) The 

tape is then rewound at the end of the last cycle, and is thus ready

for detailed analysis. The program was written by Mr. Don Walker of

the University of Alaska Computer Center

3. Data analysis— .

This consists of the analysis of the current and height data 

on the second tape. Two programs have been joined together to form 

one standard package:

Program 1: Height and Phase analysis.

This program scans the tide heights at each Z-point. It stores

the maximum and minimum tide heights that occur during the last cycle 

along with the associated phases. These values are then printed out. 

The output format differs from that used during the main program; 

asterisks are printed out in land areas, and the spacing between rows 

has been increased so as to partially offset the distortion of the 

inlet shape that occurs in the printing. The result is pleasing to 

the eye.

The program then calculates the mean range from (max tide height- 

minimum tide height), and mean phase from:
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mean phase - phase of max. height + phase of min. height Q 0
2 *

(7.1)

provided high tide arrives before low tide during the last cycle.

If not, the phase of minimum height first has 360 added to it before 

equation (7.1) is computed.

Program 2: Current Analysis.

For each current matrix, currents are interpolated at Z-points.

These currents are combined to form a vector, and the length and angle 

(clockwise from the North) are calculated. The current values are 

checked for maximum and minimum values. The times (in hours) and 

angles are stored along with the associated maximum or minimum values. 

At the end of the cycle the values are printed out. From this out­

put it is possible to estimate the dimensions and directions of the 

current ellipse axes and their sense of rotation. At present, 

during plotting, it is necessary to assume that the maximum currents 

are the same at ebb and flood, and that their directions are 180° 

apart. Similarly with minimum currents at slack water. It should 

be a simple matter to extend the program to calculate the 2 maximums, 

and the 2 minimums with their associated angles and times, however, 

it is arguable whether the present accuracy warrants such detail.

A printout of the two analyses programs will be found in Appendix 3.



CHAPTER VIII

A SAMPLE PROBLEM

To fulfil the need for a sample problem that will serve as a 

guide for data arrangement and as a test for the program, a simple 

example will next be presented and solved.

The problem is as follows; An inlet has the following 

dimensions:

Length 350 km

Width 200 km

Depth 250 fathoms

The inlet will be analysed for a tide of period 12.42 hours, having 

an amplitude of 0.743 meters at the mouth. In the absence of 

friction and Coriolis force the application of equation (2.15) 

shows that the expected amplitude of the tide at the closed end of 

the inlet should be 1.000 meters. The tide will be considered uni­

form across the mouth of the inlet for reasons of convenience, al­

though in reality this would be unlikely. To go along with this, a 

latitude of 5° North will be assumed. If a grid interval of 50 kms 

is selected, the application of equation (6.1) results in - 527.9 

seconds. On choosing 360 intervals per tidal period, 'J'=124.2 

seconds. This might be considered unnecessarily generous, hoxjever 

it will provide good resolution for the phase of the tide. A value
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for the friction coefficient of 0.003 will be assumed and the pro­

gram will be allowed to run through five complete cycles.

For this problem the first 8 data cards will be as in Table 

6.1. The boundary-value data cards follow as listed in Chapter 6, 

section 3. As depths throughout the inlet are constant there will 

follow 22 cards, each with 250.0 punched in the first 5 columns.

For the initial tide heights, values are needed for rows 2,4,6, and

8. From equation (2.15) we obtain

,
(8.1)

where x is measured in kms. from the closed end of the inlet.

The approximate initial tide heights are then as in Table (8.1).

Row Height

8 0.995

6 0.95

4 0.865

2 0.743

Table 8.1. Initial tide heights.

The data cards will therefore be, one number to a card (starting in 

column 1), 0.743,0.743,0.865,0.865,0.95,0.95,0.995,0.995 . The 

two cards that have to be added to the INPUT subroutine are as in 

Chapter 6, section 5.
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The program was run on an IBM 360/40 computer and required 

7.5 minutes. The two analysis programs required a further 3.5 

minutes each. Some of the printed results are shown in Appendix V. 

The outputs are largely self-explanatory and agree closely with 

those predicted.



CHAPTER IX

TWO APPLICATIONS OF THE MODEL

1. Application of the model to the tide of 

the Gulf of California— .

The Gulf of California has its entrance on the Pacific Ocean 

and is bounded by Lower California to the west and Mexico proper 

to the east. The gulf is oriented in a northwest-southeast dir­

ection with its northern limit being formed by the Colorado River 

(Latitude 32® N.). Its mouth lies between Cabo San Lucas and Cabo 

Corrientes (with a mid-latitude of about 22° N.). The tidal 

study was confined to that part of the gulf lying to the north of 

the city of Guaymas (Latitude 28° N.) for reasons of economy of 

computer time. The bathymetry of the gulf, along with the grid 

outline finally chosen is shown in Figure 9.1.

The greatest depth that occurs in this restricted region is 

some 2740 meters. To represent the coast around the locality of 

Isla Tiburon to an adequate degree, it was found necessary to 

select a grid interval of 15 km . Owing to the narrowness of the 

channel lying between Lower California and Isla Angel de la Guarda, 

it proved impractical to represent the outline of the island with 

this particular grid scheme. The effect of the island was partially 

taken into account by assigning an arbitrary depth of 5 fathoms to 

all grid points lying within the outline of the island.
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To ensure stability a time step of 62.1 seconds was chosen. 

This conforms to the stability requirements of the two-dimensional 

explicit finite difference scheme (equation (6.1) ), so that

Input tidal data for this region is scarce. The only places for 

which adequate tidal data were available consisted of Puerto 

Penasco in the north, and Guaymas. The amplitudes of the I'L, tide 

constituents are 157 and 14 cms. respectively, while the difference 

in phase was taken as 107 degrees (U.N.A.M., 1967). As no reliable 

information was available for the variation of the M2 constituents 

across the input boundary opposite Guaymas, a difference of 1 cm. 

was assumed for the amplitude (the range being smaller in the ivrest), 

and zero degrees for the phase. This was based on the values of 

the mean range and the establishment for San Lucas Cove and 

Guaymas (Matthews, 1968).

Thus with these assumptions, the cards that had to be added to 

the INPUT subroutine were as follows:

(column) 1234567

The total duration of the main and analyses programs was about 65 

minutes. The co-tidal and co-range lines, which may be said to be

(9.1)
j

or T  K. 65 seconds.

Zl(2,4)=0.130*CQS(6.28318*((FIT/PER)-0.000))
Zl(2,6)=0.133*C0S. 
Zl(2,8)=0.136*C0S. 
Zl(2,10)=0.140*C0S
Zl(32,12)=1.570*CC)S (6 .28318* ( (FIT/PER)-0.297) )
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the most useful results, are shown in Figure 9.2 .

The co-tidal lines show that between the sea/sea boundary and 

Isla Tiburon the tidal wave is essentially of progressive wave type, 

with the phase of the tide changing by 90 degrees. To the north of 

Isla Tiburon the wave changes to one of standing wave characterist­

ics. This is supported by the orientation of the co-range lines in 

this region, which lie across the width of the gulf, and the 

co-tidal lines, which lie along the axis of the northern part of 

the gulf (see Defant (I960)). The co-range lines in addition show 

that almost all of the amplification of the tide occurs between 

Penasco and Isla Tiburon, the range increasing from 90 to 314 cms.

The nature of the tides in the Gulf of California may be conv­

eniently be indicated by the use of the Formzahl (Courtier, 1938). 

The Formzahl, F, for any given place is the quantity

F_ K1 + °1 ,F_ M2 + S2 . (9.2)

For Penasco F=0.28, falling in the region in which tides are class­

ified "mixed, mainly semi-diurnal" (0. 25^ F^ 1.5) . F for Guaymas is 

1.92, and falls under the classification "mixed, mainly diurnal" 

(1.5^F^3.0). The tidal regime of the gulf thus appears to fall 

into two categories depending on the position north or south of the 

narrow section: mostly semi-diurnal to the north, mostly diurnal

to the south.

Defant (1960) has stated that the overall tidal configuration 

of the gulf seems to be one of a standing wave with a nodal line
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occuring near the narrow section. However, as seen above, the var­

iation of predominance of the semi-diurnal and diurnal constituents 

with latitude warns one not to expect too simple a standing wave 

pattern. It should therefore not be too surprising that the 

co-tidal lines should not agree more closely with the few pieces 

of tidal data available (Matthews, 1968), which show little diff­

erence in the establishment for locations between Guaymas and 

Isla Tiburon.

The most noticible defect in the output is that of the 

co-tidal lines in the vicinity of the input point near Puerto 

Penasco. Here an anomaly in the lines may be seen. However, the 

fact that the anomalous behavior dies out within a short distance 

leads one to the conclusion that had this input point been left 

out, the phase of the tide at this point would have been about 

115 degrees. This value differs from the data in the U.N.A.M. 

tide tables by some 8 degrees. It is interesting to note that there 

is a difference in the establishment of the M2 constituent for 

Guaymas as computed by U.N.A.M. and the U.S.C.&G.S. (unpublished 

data). The difference can probably be attributed to the small tide 

amplitudes available for analysis. On account of this it is diff­

icult to distribute the fault between the model and the tide tables 

without additional tidal records.

An inspection of the combined set of co-range and co-tidal 

lines leads one to the conclusion that the difference in amplitude 

across the input boundary should have been nearer to 2 or 3 cms.,
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while the phase difference should have been about 10 degrees, xvith 

high tide reaching the east side before the opposite point on the 

west.

The conclusions suggested by the above application are as 

follows:

1. In the event that bad data are used at an isolated 

input point, the fact will be made clear by the 

distortions in the co-range and co-tidal lines.

2. The effect on the rest of the area will probably 

become negligible at distances greater than

4 or 5 grid intervals.
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2. Application of the model to the tides of Cook Inlet— .

Cook Inlet is located with its entrance on the coast of South-

central Alaska. The inlet is some 150 miles long and terminates 

in two arms, Turnagain Arm and Knik Arm. Cook Inlet is generally 

shallow, between Homer and Anchorage the greatest depth encountered 

is of the order of 75 fathoms. At Homer the inlet is 27 miles

wide, but narrows locally to 9 miles between the East and West

Forelands. North of the Forelands the region becomes increasingly 

complicated (in the hydrodynamic sense) by the presence of shoals 

and mud flats, with extensive areas of Turnagain Arm being exposed 

at low tide.

The .tides of the upper part of Cook Inlet are amongst the 

highest in the world and can be classed with those of the Bay of 

Fundy, Ungava Bay, and the Straits of Magellan. The tides are 

predominately semi-diurnal, having a mean range of 25.1 feet at 

Anchorage (U.S.C.&G.S., 1968) and a value for F (equation (9.2)) 

of 0.24. In addition the presence of strong currents and seasonal 

pack ice cause much ninderance to shipping. Long-term measurements 

of tide heights are complicated by the ice, while velocity meas­

urements are made most difficult by the high currents and rough 

seas.

It seems customary when using numerical models to investigate 

the tides in an inlet to use amplitudes and phases as input 

conditions. If non-linear equations are used, the resulting currents
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are largely without significance as one cannot combine the 

solutions obtained for the various constituents as the model involves 

non-linear terms. This of course raises questions as to the correct­

ness of restricting the input to one constituent only. The current 

conditions are of considerable practical interest in the case of 

Cook Inlet, so it was decided that efforts would be directed to­

wards the ultimate goal of using real tide measurements as input 

conditions (subject to removal of high frequency components). Since 

it has been shown that some 120 constituents are needed to reliably 

predict the tide at Anchorage (Zetler and Cummings, 1967), it was 

clear that as a first step the model should be tested with a hypo­

thetical tide obtained by assuming a sinusoidal wave of period 12.42 

hours, amplitude based upon the mean range as tabulated in the tide 

tables (U.S.C.&G.S., 1968) for the region, and phase based on the 

high and low tide arrival times.

After some trial runs on an IBM 360/40 computer, a compromise 

was reached between computer time and the accuracy with which the 

outline of the inlet could be represented by straight sections of 

the grid. The model was restricted to that part of the inlet north ' 

of Homer. A grid interval of 3.052 kms. enabled the region of 

interest to be contained within a grid of dimension 65x29. The 

final grid outline, along with the bathymetry of the region, may be 

seen in Figure 9.3. To comply with the accepted stability condition, 

a time interval of 62.10 seconds was chosen. To arrive at the input 

conditions across the sea/sea boundary at Homer, an estimate was
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made of the range and phase of the tide on the opposite shore using 

values for Tuxedni Channel and Iliamna Bay. An interpolation was 

then performed to obtain the values at each input point. Because 

of the inability of such a model to handle mud flats (i.e. regions 

where the depth may occasionally become zero), all such regions 

were assigned an arbitrary depth of 4 fathoms.. Furthermore, to 

avoid problems with the very shallow conditions that exist in 

Turnagain Arm and Knik Arm, the northern end of the model was 

terminated in two sea/sea boundaries. The required cards to be 

added to the INPUT subroutine are shown in Table 9.1.

Five full tidal cycles were computed, after which time 

conditions appeared steady. Each cycle required some 20 minutes 

of computer time. The analysis programs required 15 minutes, and 

a chart of the resulting co-tidal and co-range lines may be seen 

in Figure 9.4. It is at once apparent that the tidal regime of 

Cook Inlet divides the inlet into two distinct regions. For 

convenience they may be called North Cook Inlet and South Cook 

Inlet. They are separated from one another by the natural feature 

of the narrow section that lies between the West and East Forelands

The tides in South Cook Inlet show the characteristic appear­

ance of a progressive Kelvin wave. The co-range lines lie along 

the length of the inlet with higher amplitudes occuring to the east 

The co-tidal lines lie essentially perpendicular to the co-range 

lines and slope upwards to the right, thus indicating that the wave 

is not entirely progressive but tends towards a mixed type of wave



P=0.051+0.0054 
A=2.06-0.06 
DO 69 N=6 * 2 0» 2 
P=P-0.C054 
A=A+0.0 6
Zl(2,N)=A*C0S(6.28318*(C FIT/PER)-P ) INPUT
Zl(6,4)=2.l3*C0S(6.28318*(( F I T/PER)-0.059)) TUXEDMI
Zl( 1?, l8)=2.f>3*C0S(6.28318*( {FIT/PER)-0.06) ) NINILCHK
Z1(36,8)=2.74*C0S(6.28318*( { F I T/PER )-0 . 22 1 ) ) EASTHJRE
ZU48, 4)=2.79*C0S(6.2 8318*l (FIT/PER)-0.314)) NOUTHFOR
ZK64,18)=3.82*C0S(6.2fi318*((FIT/PER)-0.376)) ANCHORAG
Zl(60, 28)=4.25*COS(6.28 3ia*((FIT/PER)-0.40 2) ) GULL RUCK

Table 9.1. Cards added to INPUT subroutine for Cook Inlet program.



Figure 9.4.
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(Defant, 1960). The fact that the two sets of lines are approx­

imately at right angles is an indication that friction probably 

does not play too important a part in South Cook Inlet.

A feature clearly observed in Figure 9.4 is the speeding up 

of the tidal wave on the west side of the inlet after Tuxedni 

Channel has been reached. The explanation for this is to be found 

in the bathymetry of the region. Depths of. some 60 fathoms occur 

west of Kalgin Island while 20 fathoms is more typical for the part 

of the inlet lying between Kalgin Island and the Kenai Peninsula. 

Another point that is worth drawing attention to is that there 

will be scarcely any change of tidal range with increasing distance 

up the inlet (as far as the Forelands), not an increase with dist­

ance as one would have expected had standing wave behavior been 

assumed.

The tides of North Cook Inlet have the appearance of the more 

conventional standing wave. Considerable distortion from the 

frictionless case is present, as is evidenced by the co-tidal lines 

not being perpendicular to the co-range lines. If the amplitudes 

and phases are plotted in the appropriate fashion on Redfield's 

estuary tidal analysis diagram (Redfield, 1950), a value of about 

3 results f o r , the damping coefficient. The reason for the 

strong frictional effects is certainly to be found in the shallow 

depths prevalent throughout North Cook Inlet.

Another result of interest is that as one proceeds up North 

Cook Inlet the difference in the amplitude of the tide across the
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inlet decreases. This is because the difference in phase between 

the maximum tide height and the maximum current is approaching 90 

degrees. If slack water occurs when the tide is at its highest, 

there will be no Coriolis force and hence no slope of the water 

surface across the inlet at this instant.

Because of the fact that no attempt could be made to take 

into account the varying shore line as the mud flats become exposed, 

to provide the north end of the model with closed boundaries, dr 

to include the effects of the tidal bore that is said to occur 

at certain times beyond the model limits in Turnagain Arm (U.S.C.& 

G.S., 1964), it is almost certain that the reality of the results 

decreases as one proceeds northwards.

A look at the output of the current analysis shox>7s that the 

maximum depth-mean currents occur just to the south of the West 

Foreland - East Foreland narrows. They attain a maximum value of 

over 200 cms./second (i.e. more than 4 knots) and are counter 

clockwise. It is to be hoped that in the future a knowlege of the 

real current profile will be used to estimate the current at any 

depth, given solely the depth-mean current.

On observing the nature of the co-tidal lines in the region 

of the input at the southern end of the model, one is led to the 

conclusion that too great a phase difference was assumed to exist 

across the open boundary. It is likely that the difference should 

have been nearer 8 degrees and not 18 degrees, as was used. 

Furthermore it was probably a mistake to have assumed that the
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phase of the tide at the input point near Anchorage should have had 

the same phase as Anchorage. Being half way between Anchorage and 

Fire Island, the phase should probably have been 7 degrees or so 

smaller. Finally, on the subject of modifying future input data, 

it seems that the inclusion of input data for a point near the town 

of Kenai would have removed the ’awkward' shape of the co-range 

lines in this region. The predicted range for Kenai is 5.06 meters, 

some 35 cms. smaller than the tabulated mean range. This input 

data was specifically left out of the model so that a check would 

be available as to the veracity of the solution. One concludes 

from this that all available input data should be used near regions 

of complex shape.



CHAPTER X

CONCLUSIONS AND FUTURE WORK

1. Conclusions— .

A variable-geometry model has been described in this thesis 

that is oriented towards the general user. It is designed to stand 

alone but also to be made part of larger models such as general 

oceanographic prediction schemes. The method follows the earlier 

approaches of Hansen and Yuen, and uses Yuens equations in an

automated form. The method of solution is thus already well docu­

mented and examples of previous applications of the method may 

easily be referred to. A background to the solution of tides in

inlets is given, and the means by which the finite difference

equations are derived is covered step by step. The prospective 

user is shown clearly the means by which a particular inlet may be 

studied and how the input data is prepared. A simple example is 

covered in some detail xjith all the cards explained and sample 

computer outputs shown.

For the user's convenience a magnetic tape is prepared during 

the last tidal cycle computed, on which all heights and currents 

are stored; this is so that special types of analysis may be 

performed at later dates as desired. At the end of the last tidal 

cycle the tape is automatically analysed for tidal range and phase,
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and maximum and minimum currents: these being probably the most 

useful results of the computation. It is felt that this approach 

should make the model described particularly attractive to otherwise 

wary users.

Two applications to real inlets have been included in the thesis. 

They were to the Gulf of California and to Cook Inlet. It is the 

writer's opinion that these have provided a satisfactory test for 

the model.

2. Future work— .

The inability of the model to deal with mud flats points to the 

need for work in this area. Although it is tempting to suggest that 

modifications be made so as to adjust the inlet outline in units of 

(2 x grid interval) when necessary during the course of the solution, 

the nature of such a change might prove too gross to deal realist­

ically with the situation. Before such an improvement can be made 

it seems that efforts should be directed to mathematical studies 

rather than towards the more tempting "experimental mathematics" 

approach. A deeper study of the part played by friction would be 

applicable to shallow regions such as Cook Inlet and the Bering Sea. 

Jeffreys (1920) has pointed out the importance of the Bering Sea when 

considering world-wide frictional dissipation for the M2 tide.
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c 
c
C THIS BELONGS TO CHRIS WNGALL
C INSTITUTE OF MARINE SCIENCE
C 
C

0001 INTEGER*? IU
0002 DIMENSION U U  6 5 , 3 0 ) , Z 1 ( 6 5 , 30 ) , H ( 65 , 30 ) , I U < 6 « , 31 )
0003 DIMENSION PR(20)
0004 COMMON M S U M » N S U M t 0 L » T » G E E » ,  F , Y ,PER, IPER, ISS, IS,DT, IDAY, [FI I , I . VC ,

IF IT, CIMFfUl t i l  ,H, IIJ, PR
0005 COMMON TIDE
0006 RFAD(I,1)I IDA
000 7 I FORMAT(12)

C !II)A = NUMBER OF TIDAL CYCLES
0008 CALL OPSYS (•LOAD•,'PHASNME11)
0009 CALL INIT
0010 CALL OPSYS (•LOAO•,•PHASNME4' )
0011 CALL PR I NID
0012 CALL OPSYS {'LOAD•,•PHASNME3•)
0013 67 IEIT = 0
00 1A IC Y C = 0
0015 FIT= IF IT
0016 61 CONTINUE

C
c
C UA TV CALCULATION

0017 IFL=0
0018 L2=MSUM-1
0019 DO 2107 K - 2 ,t 2 » 2
0 0 2 0  I = - l
0021 2100 1=1+2
00 22 IF(IU(M ,I>-2)2104,2107,2 100

C IF IU=3, TREAT IT AS 0
C IF tU LESS THAN 2, CHECK FOR 0 OR 1
C IF IU=2, GO TO NEXT ROW
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0023 2104 IF(IU(M,I ) >2100,2100,2101
C IF I U= 1 , CHECK IF IT IS LEFI OR RIGHT BOUNDARY

0024 2101 IF(IFLJ2102,2102,2103
C IF L = 0 INDICATES LEFT BOUNDARY, I FL= 1 RIGHT

0025 2102 IML= I + 2
C' IF LEFT, SET LEFT I LOWER) LIMIT* CHANGE IFL VALUE
C LEFT BOUNDARY —  VY=0

0026 IF(IU(M,I+2)-3)2125,2124,2L24 
C 124 V1(M ,I)-Vl(MfI+2)

0027 2124 UHM,I + 1)=U1 (KtI + 3)
0028 2125 CONTINUE
0029 IFL=1
0030 GO TO 2100
0031 2103 I M R = I - 2

C IF RIGHT, SET RIGHT (UPPER) LIMIT. CHANGE IFL VALUE
C RIGHT BOUNDARY —  VY^O

00 32 I F ( I U(H, I-2 ) -3) 2 12 7,2 12.6, 2126
C 1 26 VMM,I ) = V1 (w,I-2)

0033 2126 UUM,I + l)=Ul(M ,I — 1)
0034 2127 CONTINUE
0035 IFL=0

C NOW WE HAVE LIMITS FCR NORMAL CALCULATION
0036 IF(IMR-IML)210a,2109,2109

C CHECK FOR SPECIAL CASE (IE UNUSUALLY NARROW)
0037 2109 DO 2106 N=I ML,I MR,2
00 38 Z1(M,N)=(ZI(M ,N +1)+ Z1(M,N-1))/2.

C H(M,N)=0(M,N)+Z1(M,N)
0039 H (M ,N )=H t M ,N +1)+ Z1( M , N )
004 0 2106 U1(M,N)=(U1(M+1,N+1)+U1(M-1,N+1)+U1(M-1,N~1)+U1(M +1,N-1))/4.

C THEN CALCULATE VALUES AT SIDES
0041 Z1(M ,IML-2)=(Z1(M,IML-1)-(Z1 (M , I ML +1)/3. ) )* 1 . 5

C H (M ,IML-2)=D(M,IML-2)+ZlIM.IML-2)
0042 H(M,IML-2)=H(M,IML-1)+Z1(M,IML-2)
0043 Zl(M,IMR+2)=(Z1(M,IMR+1 ) -(Z1 (M , I MR-1 )/3. ) )*1 .5

C H ( M , .1 HR+ 2 ) = D ( M » IMR+2)+Zl (M, IMR + 2)
_0044 H (M,IMR+2)=H(M,I MR+ 3)+Z1 (M,I MR+ 2)
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0045
0046
0047

0048
004g

0050
0051
0052

0053
0054
0055

0056
0057
0058 
005-9 
0060 
0061

0062

0063

0064

0065
0066 
0067

U1(M,IMR+2)=U1 ( M+l, I MR + 1 )+Ul ( M-l , I MR+1J-U1 ( M, I MR )
U1 (H, IML-2 )=U1(M+l,I ML-1 )+Lil ( M-! , I ML- 1 ) -U 1 ( M, I ML )
00 TO 2100 

C REPEAT PROCESS
C NARROW CASE
21 OR in (M, I ML-?) = (Ul (M+l , I ML- I*) +01 ( M-l, I M L - 1 ) ) / ?.

Z1(M,IML-2)=Z1(M •I ML-1)
C H(M,IML— 2)=n(M,IVL-2)«Zl(M,IML-2)

H { M » I ML-2)=H(M, I ML- 1 ) + Z1 ( M , I ML-2 )
UI(M ,I ML)=U1 I M, IML-2)
Z1 (M,I ML)=Z1 (M, I ML— 1)

C H(M,IMR+2)=D(M , IMR+2)+Z1 (M.IMR+?)
HIM,IMR + 2 )— Ii {M ,IMR + 3 )+Z1 (M,IMR + 2 )
GO TO 2100 

210 7 CONTINUE
C
C VATU CALCULATION

IFL = 0 
L1=NSUM-1 
DO 21W  N=2,L1,2 
I=-l 

2110 1=1+2
IF ( Hi ( I , N ) -2 ) 2114 , 2 1 17 ,2 L10

C IF I U = 3 , TREAT IT AS 0
C IF IU LESS THAN 2, CHECK FOR 0 OR I
C IF IU=2, GO TO NEXT COLUMN
2114 IF(UH I,N) )211Q, 2110,2111
C IF IU=1, CHECK IF IT IS BOTTOM OR TOP BOUNDARY
2111 IF tIFL)?112 ,2112,2113
C IFL=0 INDICATES BOTTOM BOUNDARY, IFL=1 TOP
2112 I MB = I+2
C IF BOTTOM, SET BOTTOM (LOWER) LIMIT. CHANGE IFL VALUE
C BOTTOM BOUNOARY —  UX=0

TF( IU( I+2,N)-3)2J.2 3,2122 ,2122
2122 UIfI,N )= U1(I+ 2 * N )
2123 CONTINUE



0068
0069
0070

0071
0072 
00 73
0074

0075

0076 
007 7

00 78

0079

o o r o

0081
0082

0083

0084

0085
0086

0087
0088

I FL = 1
GO TO 2110 

2113 I M T =I — 2
C IF TOP, SET TOP (UPPER) LIMIT. CHANGE IFL VALUE
C TOP BOUNDARY —  UX=0

IF(IU(I-2,N)-3)2121,2120,21?0
2120 U1(I,N)=U1(1-2,N)
2121 CONTINUE

I F L = 0
C NOW WE HAVE LIMITS FOR NORMAL CALCULATION

IF(IMT-IMB)?118,2119,2119 
C CHECK FOR SPECIAL CASE (IE UNUSUALLY NARROW)
21 19 00 2116 M=IMR,IMT,2

I I ( M , N ) = ( Z1 ( M+ 1, N ) + Z I { M-1 , N ) ) /2 .
C H(M,N)=0(M,N)+Z1(M,N)

H(M,N)=H(M,N+l)+Zl(M,N)
Cl 16 V 1 ( M , N ) = ( V 1 ( M+ 1 , N + l ) + V 1 ( M- 1 , N+ 1 ) + V 1 ( M-1, N- 1 ) + V I ( M +1, N- I ) ) / 4.
2116 U1(M ,N +1) = ( U1( M +1fN + 2)+Ul(M-i, N + 2 ) + U 1( M- 1, N ) +U 1 { M + 1, N ))/4.
C THEN CALCULATE VALUES AT SIL'FS

Z1(IMB-2,N) = (Zi(I MB-1,N )-(Z1(IM,,+ ],N )/3. ) )* 1 . 5 
C H (1 MB— 2,N )= 0{IMtt-2,N ) + Z1 (!MB-2,N )

H ( I MR—2 , N ) =H ( I MR-2, N + I ) + Z1 ( I i l B- ? , N)
Z1CIMT+2,N)=(Z1(IMr + l,N)-(Zl( IMI-1,N)/3. ) ) * 1 . 5 

C H ( I MT + 2 ,N)=[) ( I MT + 2 ,N ) + Zl ( ! MT+2 , i\ )
H(I M T + 2 , N ) = H (IMT+2.N+1) + Z1(IMT + 2,N)

C VI(IM T + 2,N )= V1(IMT+1,N+1)+V 1(IMT +I,N-1)-V1(IMT,N )
U1(IMT+2,N+1) = U1 ( IMT + 1,N + 2 )+U1( fHT + 1,N)-U1( IMT,N + 1 )

C VI ( I MB—2 , N ) = VI ( I M Li -1 , N +1 l + Vl ( IMB-1 ,N-1 )-Vl ( IMB,N)
U 1(IMB-2 » N+1 )=U1( IHB — 1,N + 2 )+U1( I MB-1,N )- U 1 ( IMB.N+1)
GO TO 2110 

C REPEAT PROCESS
C NARROW CASE
Cl 18 V 1(IMB-2,N ) = (V 1(I MB-1,N+1)+V1 (I MB-1,N-1) )/2 .
2118 Ul(I MB-2,N + 1) = (Ul(I MR-1,N + 2 )+U1(IMB-1,N) )/2.

Zl  ( I MB- 2 , N)  = Z 1 ( I MB—1 ,N)
C H( I MB-2 ,N)=I) ( I M B - 2 , N ) + Z 1 ( I MR-2,N)

I
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0089 H (I MB—2 , N )=H(IMB-2,N+1) + Zl(IMR-?,N>
C VI(IMBfN)=VlIIMB-2,N)

0090 Ul(IMB.N+l)*Ul(IMB-2,N+1)
0091 Z1(IMB,N)=Z1 fI MB— 1,N)

C H (IMT+2,N)=0(IMT+2,N)+Z1(IMT+2,N )
009? HIIMT+2,N)=H(IMT+2,N +1)+Z1(IMT+?,N)
0093 GO TO 2110
009A 2117 CONTINUE
009 5 IF(I I DA-1 DAY ) 8 99918999 ,8998
0096 8999 CALL to R I T C f< ( 9 , U1 ,7800)
0097 CALL WRITER(9,Z1,7800)
0098 8998 CONTINUE

C
CC PRINT-UUT UNLY / TIMUS/TIDAL CYCLE

0099 IF(ISS-IS)61 , 8 1 ,82
010C 81 IS=0
0101 IF(I I DA-I PAY) 2001 ,2001 ,2002
0102 2002 IF(ICYC)2001 ,2001 ,8?
0103 2001 TIME=FIT*T/(3600.*PER)

C
C

0104 CALL OPSYS ('LOAD•,'PHASNME2')
0105 CALL WRITE
0106 C ALL OPSYS ( • LCI AD ' , ' PHASNME3 ' )
0107 1CYC=ICYC+1
0108 8? IS=IS + 2
0109 IFlT=IFIT+2
0110 FT r=IFIT
0111 CALL INPUT

C
c

0112 CALL UVZ
0113 CALL INPUT

C THIS REPLACES DESTROYED INPUT-POINT DATA
0114 IF{I PER— IFIT)80 » 80,6 1



0115

0116
0117
0118
0119
0 1 2 0  
0 1 2 1  
0 1 2 2
0123
0124
0125

C THE NEXT 6 INSTRUCTIONS ARE INCLUDED TO LIMIT THE LOSS OH
C DATA TO ONE CYCLE ONLY , IN THE EVENT THAT THE PROGRAM IS
C CANCELLED DUE TG EXTERNAL CAUSES. TO RESTART AT THE FNM OF
C THE LAST CYCLE COMPLETED, THE INIT PROGRAM WILL HAVE TO r.f
C ALTERED SLIGHTLY.

WRITE(«,1)IDAY
CALL WRITFRI8,IU,4216)
CALL WKITfcRtB,7.1 ,7600)
CALL WRIT E R {8,UI, 7800)
CALL WRITFR{8,H,7800)
REWIND 8
IF ( I IDA+1-1 DAY)83 ,83,67

83 REWIND 9
CALL EXIT
END

80 IDAY=I DA Y + 1
108



0001 SUBROUTINE INPUT
0002 I.NTEGER*2 IU
0003 DIMENSION U 1 (65 , 30) , Z1(65,30),H (65,30),IU{68,31)
0004 DIMENSION PR(20)
0005 COMMON MSUM,NSUM,UL,T,GEE»R,F,Y ,PER,IPER,ISS,IS,DT,IDAY,IFIT,ICYC,

1EI T »TIHt»Ul»Zl ,11, I U, P R
0006 COMMON TIDE
0007 Z L(2,A )= 0.130*C0S (6.2M 3 Ib*((FrT/PER)-0.000 ) )
OOOH Z 1 (2 , 6 ) = 0 • 13 3 C 0 S (6.2 H 318 *( ( E I T / PL R )-0 . 000 ) )
0009 Zi ( 2 , 8 ) = 0 . l36*CUS(6.283ll,*( ( F I T/PC: R )-0 .000 1 )
0010 Z1 (2,10)=0.I40*C0S(6.28318*( ( F I T/PER )-0 . 000 ) )
0011 I L (32 , 1 2 ) = 1 . 5 7 0 * C C S (6.28 3 1 3 ^ ( (F I T/PER ) - 0 .297))
0012 RETURN
0013 END
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0001
000?
0003
0004 
000b

0006

0007
0008
0009
0010

0011

0012
0013
0014
0015
0016
0017
0018
0019

0020 
0021 
0022 
0023

0024
0025
0026 
0027

C
C
c

SUBROUTINE INIT 
INTEGER*2 IU
DIMENSION Ul (65 ,30) ,Z l (65,30),H(65,30),IU(6R,31)
DIMENSION P R (20)
COMMON M S U M ,N S U M ,D L ,T,GEE*R,F,Y, P F R ,I PER,ISS,IS,DT,IDAY, IF IT, 

1FIT,TIME,U1,Z1,H,IU,PR 
COMMON TIDE

SET VELOCITIES TO ZERO 
DO 2009 M=l,65 
DO 2 009 N =1,30 
Zl(M,N)=0.
H(M,N)=0.
VI(M ,N )= 0.
U1(M,N)=0.

CYC,

C009 
2009 
C

READ(1,105)MSUM 
105 FORMA T(I 2)

RE AD (1,10l>) NSUM 
READ(1,1)DL 
DLL=DL/1000.
WRITE(3,7000)DLL

7000 FORMAT( ' 1 ' , OX , ' GRI D INTERVAL*' ,F6.2,'KILOMETERS' ) 
READ(1,1)T

C T=PERIOD IN hOURS 
W R I T E (3,7001)T

7001 FORMAT('O',50X,'TIDAL PE RI0D=',F6.2,'HOURS')
T=T*3600.0
GEE=9.81 

C GFE IN M/SEC**
C R = FR TCTIGN COEFFICIENT 

REA0(1,1)R 
WRITE(3, 7002) R

7002 FORMATt'0*,50X,'FRICTION COEFFIC IENT=',F6.4)
REALM 1, 1 ) A L A T

t :o



0028
0029
0030
0031

0032
0033
0034
0035

0036
0037

0038
0039
0040

0041
0042

0043
0044
0045
0046
0047
0048
0049
0050

0051
0052
0053
0054

WRITE(3,7003)ALAT
7003 FORMAT(»0•,5OX,» LAT ITUDF =',F4.1,'DEGREES' )

PH I=ALAT*3.1416/180.0
F = f 4•0*3.1416* SIN (PHI) )/(24.0*3600.0)

C F=COR I l)L I S PARAMETER, IN RAD/SEC 
WHITE(3,7004)F

7004 FORMAT('O',50X,'CORI0LI5 PARAMETER^',F10.B,'RADIANS/SECOND') 
WRITE(3,7005)

7005 FORMAT ( ’O ’ , 5 OX , ’FOLLOWING PRINTOUTS ARE IN ME T ER-S E'30\'D UNITS': 
C STABILIZATION FACTOR

Y = 0.99
READ(1,1)PER 

C PER = NUMBER GF TIME INTERVALS/TI DAL PERIOD 
I P E R = P E R 
IZINT=IPER 
ISS=PFR/12.

C IE PRINT OUT 12 TIMES PER TIDAL CYCLE DURING LA3T CYCLE
IS=Iss
D T = T / P E R 

C DT = TI ME INCREMENT IN SEDONDS 
WRITE(9,7 7 )MSUM 
WRIT t (9,7 7}N SUM

77 FORMAT(12)
WRITE(9,78)DL

78 FORMAT(F 12.4)
WRITE(9,999)IZINT

999 FORMAT(14)
WRITE(9,78)T

C
C READ POINTS AT WHICH 0=0

L1 = N SUM-1 
DO 2020 N=2,L1,2 

2020 READ(1,104)(IU(M ,N ),M=1,68)
104 FORMAT(6811)
C
C READ POINTS AT WHICH V=0
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0055
0056
0057
0058
0059

0060
0061
0062
0063
0064
0065
0066 
0067 
006 8
0069
0070
0071
0072
0073

00 7 A
0075
0076
0077
0078 
00 79

0080
0081
0082

0083

L2=MSUM-1 
DO 2010 M=2 » L2 ,2 

2010 READ(1,100) ( IU(M ,N ) ,N=1,31)
100 FORMAT!3 111)

WRITF(9)((IU(M,N),M=1,67), N=1,31)
C
C
C ALL HEIGHTS IN METERS 
C READ OAT V

IF I. = 0 
L2=MSUM-1 
DO 2 40 7 M=2,L2 , 2 
I=-l

2400 1=1+2
1F(IU(M,I)-2)2404,2407,2400 

2404 IF{IU(M,I))2400,2400,2401
2401 I F ( IFD2402, 2402, 2403
2402 IML=I+2 

IFL=1
GO TO 2400

2403 IMR = 1-2 
I FL = 0
IF(I MR-1 ML)2408,2409,2409 

C409 READlI,1)D(M,IML-2)
2409 READ(l,l)H(M,IML-l)
1 FORMAT{F12.4)

H(M,I ML— 1)=H(M,IML-1)*1.8288 
DO 2406 I ML,I MR, 2 
READ(1,1)H(M,N+1)

2406 H (M ,N+1)=H(M,N + 1 )*1.8280 
C RFAD(1,1)D(M,IMR+2)

REA0(l,l)H(M,IMR+3)
H (M ,IMR + 3)=H(M,IMR + 3 )* 1.8288 
GO TO 2400 

C40R READ(1,1)0(M,IML-2)
2408 READ(1,1)H(M,IML-1)
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0084 H(M*I ML— 1) = H (M ,I ML-1 ) *1.8288
C READ(1,1) D ( M ,IMR+2)

0085 READ { I , I )lt{M,I MR+ 3)
00 86 H (M,IMR+3)= H (M ,IMR + 3 ) * 1.028 8
0087 GO TO 2400
0088 2407 CONTINUE

C
c
C READ DATU

0089 IFL = 0
0090 LUNSUM-1
0091 DO 2517 N=2,L1»2
0092 I=-l
0093 2510 1=1+2
0094 IF(IU{I,N)~2)2514,2517,2510
0095 2514 IF(IU(I,N ) )2510,2510,2511
0096 2511 IF(IFL)2512,2512, 2513
0097 2512 IMB = 1+2
0098 IF L = 1
0099 GH TO 251G
0100 2513 IMT=I-2
0101 IF L = 0
0102 IF(IMT-IMB)2518 , 25 19 , 25 1 9

C519 READ(1,1)D (I MB —2,N )
0103 2519 READ{1,1)H(IMB-2 ,N+1)
0104 H ( IMB-2, N + l  ) =H ( I MB-2 , N +1 )*l.8?8?-'
0105 DO 2516 M = I M B ,IMT ,2
0106 READ(1,1)HIM,N+1)
0107 2516 H(M,N+l)=H(M ,N+l )*1.8288

C READ(1,1)D(IMT+2,N)
0108 READ(I,1)H(IMr+2,N+1)
0109 H{IMT+2,N+1)=H( I MT + 2, N+l )# 1.828 B
0110 GO TO 25 10

C 518 READ ( 1 , 1 ) I) ( I HR-2 , N )
G U I  251 B READ (1 , 1)H{IMB-2,N+1)
.0112 H ( I MB-2, N+l )=H( J MB-2, N+l )* 1.82 8*5



0113
0114
0115
0116

0117
0118
0119
0120 
0121 
0122
0123
0124
0125
0126
0127
0128
0129
0130
0131 
013?
0133

0134
0135

2517
C
c
c
c
c

2600

2604
2601
2602

2603

2606

2607
C

READ(1,1)D(IMT+2,N)
READ(1,1)H(IMT+?,N+1)
HIIMT+2,N+1)=H(IMT+2,N+l)*1.
GO TO 2510
CONTINUE

READ I  INITIAL 
I F L = 0 
L2=MSUM-1 
DO 2607 M=2,L2,2 
I=-l 
1 = 1+2
IF(IU(M ,I)-2)2604,26 07,2600 
IF{IU(M ,I) )?600 ,?600,?601 
IF { IFD260?,260? ,2603 
IML=I+1 
I F L= 1
GO TO 2600 
IMR =I-1 
I FL = 0
DO ? 606 N = I M L , I M R , 2 
HEAD(l«l)Zl(MfN)
GO TO 2600 
CONTINUE

RETURN
END

828ft
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0001
0002
0003
0004
0005

0006

0007
0008
0009
0010
0011
0012
0013
0014

0015
0016
0017
0018
0019
0020
0021
0022
0023
0024

0025
0026
0027
002fi
0029

C

110

4

102

5002 
101

5003

103

5005
106
5004
C
C

SUBROUTINE WRITE 
INTEGER*2 IU
DIMENSION U1 (65,30) , Zl(65, 30) fH<65,30 ), IUC68,31 )
DIMENSION PR (20)
COMMON MSUM.NSUM,DL,T,GFE,R,FtY , PER,I PER,ISS,IS,DT,IDAY, IF IT,I CYC,
IF IT,TIME,U1,Zl ,H,IU,PR 
COMMON TIDE

WRITE Z* S 
WRITE(3,110)
FORMAT(•1', 6 3 X ,•Z-VALUES' )
WRITE(3,4)TIME
FORMAT! ' ','CONDITIONS AFTER•,2X ,F5.2,'HOURS•)
WRITE(3,5)1 DAY
FORMA T( • ','NUMBER OF TIDAL CYCLES COMPLETED',2X, I 2)
WRITE(3, 102)
FORMAri'O*,' N = 1 N= 2 N- 3 N= 4 N= 5 N= 6 N= 7

1 N= 8 N- 9 N = 10 N=11 N - 12 N- 13 N=14 N=15 N=l6 N
2=17 N=18')
DO 5002 J=1,MSUM

WR I T E (3,101) M , ( Z1(M ,N ) ,N = 1,18 )
FORMAT( ' • ,'M=• , 12, IX, IR(IX,P6. 2 ) )
IF(NSUM-18)5004,5004,5003 
WRITE(3,110)
WRITE(3,4)TIME 
WRITE(3,5)IDAY 
WRITE(3*10 3)
FORMAT('O',' N=19 N = 20 N=2 1 N=22 N=23 N = 24 N=25 M=?

16 N=27 N=2P N=29 N=30')
DO 5 005 J = I,MSUM 
M=MSUM+1-J
WRITE(3,106)(Zl(M,N),N=19,29)
FORMAT( * ',11 (1X,F6.2) )
CONTINUE m

I «in



C WRITE U'S
0030 WRITE(3,113)
0031 113 FORMAT{•1 * ,63X,'U-VALUFS' )
0032 WRlTE(3,4)fjyE
0033 WRITE(3,5)I DAY
0034 WRITE(3,102)
0035 M=MSUM
0036 7008 DO 7012 1=1,18
0037 7012 PR(I )=0.
00 30 no 7010 N=2,18,2
00 39 7010 PR(N)=U1 (M,fJ)
0040 WRITE(3,101)M,(PR(N),N=1,18)
0041 M = M— 1
004 2 IF(M)7016,7016,7009

C 7009 INDICATES THAT M IS
0043 7009 DO 7013 1=1,10
0044 7013 PR(I)=0.
0045 DO 7014 N =1,17 , 2
0046 7014 PR(N )=U1(M,N)
0047 WRITE(3,101)K,(PR(M),N=1,18)
0048 M = M— 1
0049 GO TO 7008
0050 7016 CONTINUE
0051 IF(N SUM— 18)7104,7104,7103
0052 7103 WRITF(3,113)
0053 WRITE(3,4)TIME
0054 WRITE(3,5)IDAY
0055 WRITE(3,103)
0056 M = M S U M
0057 7108 DO 7112 1=1,12
0058 7112 PR(I)=0.
0059 DO 7110 N=2, 10,2
0060 7110 PR(N)=U1 ( M, N+ 1 8 )-
0061 W 11T E (3,106) (PR(J),J=1,11)
0062 M = M— 1

_J)06 3 IF(M)7116,7116,7109
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0094 IF(NSUM-18)6104,6104,6103
0095 6103 WRITE(3,112)
0096 WRI TE. (3,4) T 1 ME
0097 WRITE(3,5)IPAY
0C98 V.RI TE( 3, 103)
0099 M = M S U M
0100 6108 no 6112 1=1,12
0101 6112 PR(I)=0.
0102 DO 6110 N = 2 * 10,2

C110 PR(N)=V1(M,N+lfl)
0103 61 10 PR (N)=U1 { M , N+'l 9 )
0104 WRl re(3, 106) (PR(J),J=1 ,1 1)
0105 ,V = M— 1
0106 IF(M)6llfa,6l 16,6109
0107 6109 DO 6113 1=1,12.
oioe 6113 PR { I ) =0.
0109 DO 6114 i\!=l.,11,2

Cl 14 P R (N )= V1(M,N+18)
0110 61 14 PR(M )=U1{M,N+19)
0111 W R I T F ( 3 ,10 6 ) (PR(J),J = 1,11)
0112 M = M— 1
0113 GO TO 6108
0114 6116 CONTINUE
0115 6104 CONTINUE
0116 2 FORMAT(• *,13)
0117 3 FORMAT(•1•)
0118 RETURN
0119 END



00



0001
0002
0003
0004 
0003

0006

0007
OOOfl
0009
0010 
0011 
0012

0013

0014

001 5

0016 
0017 
00 1B

0019

0 0 2 0  

0 0 2 1  

0 0 2 2

SUBROUTINE UVZ 
INTEGER*2 IU
DIMENSION U1(65,30),Z1(65,30),H(65,30),IU(6fi,31)
DIMENSION PR(20)
COMMON MSUM,NSUM,OL,T ,GEE,R ,F ,Y ,PER,I PER,ISS,IS,OT,I DAY,IFIT,I CYC, 

1 E I T , T I ME , U 1 , Z1 , H , IIJ, PR 
COMMON TIDE 

C U-POINT CALCULATION
I F L = 0 
L1 = N SUM-1 
DO 3117 N=2, L 1 , 2 
I=-l

3110 1=1+2
IF(IU(I,N)-2)3114,3117,3110 

C IF IU=3, TREAT IT AS 0
C IF IU LESS THAN 2, CHECK FOR 0 OR 1
C IE IU=2 GO TO NEXT COLUMN
3114 IF(IU(I,N ) )3 110 , 3110 , 3 11 1
C IF 1U=1, CHECK IF IT IS BOTTOM OR TOP BOUNDARY
3111 IF(IFL)3L12,3112,3113
C I F L = 0 INDICATES BOTTOM BOUNDARY, IFL = 1 TOP
3112 IMB=I+2
C IF BOTTOM, SET ROTIOM (LOWER) LIMIT. CHANGE IFL VALUE

I FL= 1
GO TO 31.10

3113 IM T= I — 2
C IF TOP, SET TOP (UPPER) LIMIT. CHANGE IFL VALUE

IFL = 0
C NOW WE HAVE LIMITS FOR CALCULATION

I F ( I MT- I MB ) 3 11 8 , 3 11.9 , 3 119 
C CHECK FOR SPECIAL CASE (IF UNUSUALLY NARROW)
3119 DO 3116 M=I MB,I MT ,2 
C CALCULATION OF U AT (M,N)

Z XATU= ( Z I ( M+ 1 , N ) - Z 1 ( M- 1 , N ) )/(2.*0L)
C VI, U1 SHOULD BE FOR TIME (T) —  HERE THEY ARE TAKFN FOR TIME (T-1)
C STABILIZATION OF'LEADING U-TERM

119



0023

0024

0025

0026 

0027

0028
0029
0030
0031
0032
0033

0034

0035

0036

0037
0038
0039

0040 

.0041

USTA8=(Y*U1(M,N) ) + ( (l.-Y)*|Ul(M+1,N+1 )+U !(M-1,N+1)
1 + U1(M-l,N-1)+Ul(M + lfN-l) )/4. )

3116 U1(M,N)=USTAB+(2.*DT*( (-USTAH*R*SQRT( (Ul{ M, N ) *U 1 ( M, N ) )
C 1 + (V1(M*N)*V1(M,N) ) )/H(M,N) ) + (F*Vl(M,N) )-(GEE*ZXATU) ) )

1 +(U1(M,N+1)*U1(M,N+1)))/H<M,N) ) + (F*U1(M ,N+l) ) ~ (GEt*ZXATU) ) )
C END OF U AT (M,N) CALCULATION 

GO TO 3110 
C NARROW CASE
3118 GO TO 3110
C IN NARROW CASE, NO U-PQINT CALCULATION IS POSSIBLE
3117 CONTINUE 
C
c
C V-POINT CALCULATION

I FL = 0 
L 2 = M S U M -1 
DO 3107 M=2,L2,2 
I=-l

3100 1=1+2
IF( I U (H,I)-2)3104,3107,3 100 

C IF I U= 3, TREAT IT AS 0
C IF IU LESS THAN 2, CHECK FOR 0 OR 1
C IF IU=2 * GO TO NEXT ROW
3104 I F (IU(M,I)) 3100,3100,3101
C IE IU=1» CHECK IE IT IS LEFT OR RIGHT BOUNDARY
3101 I F (IF L )3 10 2,310 2,3 10 3
C IFL = 0 INDICATES LEFT BOUNDARY, I FL = 1 RIGHT
3102 I ML = I+2
C IF LEFT, SET LEFT (LOWER) LIMIT. CHANGE IFL VALUE

I F L= 1
GO TO 3100

3103 I MR = 1 — 2
C IF RIGHT, SET RIGHT (UPPER) LIMIT. CHANGE IFL VALUE

I F L = 0
C ,NOW WE HAVE LIMITS FOR CALCULATION

IF(I MR-I ML)3108,3109, 3 109
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0042

0043

0044

0045

0046
0047

004B

0049
0050
0051
0052
0053
0054

0055

0056

C CHECK FOR SPECIAL CASE (IE UNUSUALLY NARROW)
3109 DO 3106 N=IML,IMR,2 
C CALCULATION OF V AT (M,N>

ZYATV=(Z1(M,N-1)-Z1(M,N+1)»/(2.*DL)
C VI, U1 SHOULD BE FOR TIME (T) —  HERE THEY ARE TAKEN FOR TIME (T-1>
C STABILIZATION OF LEADING V-TERM
C V S T A B =(Y*V1(M,N) ) + ( (I.-Y)*(VI(M+l,N+l )+V I (M-l,N+l)

VSTAB= ( Y*U1 ( M , N + 1 ) ) + ( ( 1 # -Y ) * { U1 (M+1,N+2)+U1(M-1,N+2)
C 1 +V1(M-l,N-1)+VL(M+l,N-1 ) )/4. )

1 +UI (M-l,N )+ U1 (M+l ,N) )/4. )
C 106 V1(M , N )=VS TAB + (2.*DT*( (-VSTAB*R*SQRT((UItM,N )*U1(M,N))
3106 U1 (M.N+l ) = VS TAB + (2. *UT* ( (-VSTAB*R*SORT( (UI(M ,N )*U1(M ,N > )
C 1 + (V1(M ,N)*V1(M ,N) ) )/H t M ,N ) >-(F*U1(M ,N ) )-(GE E*Z YA TV) )}

1 + (U1 ( M,N+1)*U1 ( M , N + 1 ) ) ) / H ( iv , N ) ) - ( F * U 1 ( M , N ) ) - ( GEE*ZY AT V ) ) )
C END OF V AT ( M , N ) CALCULATION 

GO TO 3100 
3108 GO TO 3100 
C NARROW CASE
C IN NARROW CASE, NO V-POINT CALCULATION IS POSSIBLE
3107 CONTINUE 
C
c
C Z-POINT CALCULATION
C NOTED VALUES ARE CALCULATED AT INPUT POINTS— THESE ARE FALSF

IF L = 0 
L2=MSUM-1 
DO 4107 M = 2 ,L2 , 2 
I=-l

4100 1=1+2
IF(IU(M,I)-2)4104,4107,4100 

C IF IU = 3, TREAT IT AS 0
C IF IU LESS THAN 2, CHECK FOR 0 OR 1
C IF IU=2, GO TO NEXT ROW
4104 IF(IU(M ,I)>4100,4100,4101
C IF IU=1, CHECK IF II IS LEFT OR RIGHT BOUNDARY
4101 IF(IFL>4102,4102,4103



C I F L = 0 INDICATES LEFT BOUNDARY, IF L= 1 RIGHT
0057 4102 1 ML = 1 + I

C IF LEFT, SET LEFT (LOWER) LIMIT. CHANGE IFL VALUE
0058 I FL= i
0059 GO TO 4100
00AO 4103 I MR=I— 1

C IF RIGHT, SET RIGHT (UPPER) LIMIT. CHANGE IFL VALUE
006 L IFL = 0

C NOW WE HAVE LIMITS FOR CALCULATION
0062 DO 4106 N -I ML,I MR,2

C CALCULATION OF Z AT (M,N )
0063 HUX = ((HI M+l ,N) *U1 ( M+ i , N ) ) - ( H ( M- L , N ) *IJ I ( M-1, N ) ) ) / ( DL *2 . )

C H V Y = ( (H(M,N-1 ) *V1 (M,N-1 ) )- (H( M, .\+l )*V KM, N+l ) ) )/ ( DL*2. )
0064 HVY=( ( H ( M , N- I) $U1 ( ̂  , N ) ) — ( H ( M , fvl + 1 ) *U 1 ( M, N + ? ) ) ) / ( DL *2 . )

C STABILIZATION OF Z1
0065 Z1(M ,N ) = (Y*Z L(«,N 1) + ( (1. -Y)* (Z1(M+I,N )+Z1(M-1,N )

1 +Z1 ( M,K!-1 ) + Zl ( M,N+1 ) ) /4. )
0066 4106 Zl(M,N)=Zl(M,iM)-(2.*0T*(HUX+HVY) )

C HUX AND HVY SHUULD INVOLVE 1 2 VALUES, BUT HERE THEY ARE 
C APPROXIMATED BY Zl.
C END OF Z-CALCULA TI ON

0067 GO TO 4100
0068 4107 CONTINUE
0069 RETURN
0070 END

MhON)



0001
0002
0003
0004
0005

0006

0007
0008
0009
0010

0011
0012
0013
0014

0015
0016 
0017 
001.8
0019

0 0 2 0  
0 0 2 1  
0 0 2 2

0023
0024
0025
0026
0027
0028 
0029

DEPTH-VALUE S' )

I N= 2 M= 3 N= 4 N= 5 N = 6 N= 7 
N = 1 1 N=12 N= 1 3 N=14 N=15 N=16 N

SUBROUTINE PRINTD 
INTEGER*2 IU
DIMENSION U 1 (65,30),Zl(6b,30),H(65,30!,IU(68,31)
OIMENSIOM PR (20)
COMMON MSUM, NSUM,DL,T ,GEE,R ,F ,Y , PER, I PER,ISS,IS,OT, IDAY, IF IT, ICvr;, 

1 F I T , T I M E , U 1 , Z1 * II» I U , P R 
COMMON TIDE 

C WRITE D'S
WRITE(3,111)

111 FORMAT(* L•*•
WRITE(3,102)

102 FORMAT('O',• N=
1 N= 8 N= 9 N=10
2 = 17 N = 1 8 ')
M=MSUM

5008 DO 5012 1=1,18
5012 PR(I)=0.

DU 5010 N=2 *18,2
CO 10 PR(N)=D(M,N)
5010 P R (N )= H (Mt N + 1)

WRITE{3,108)M,(PR(N ),N=1,18)
108 FORMAT{• »,'M= ' ,I 2,1X ,18(1X ,F6.1) )

M = M— 1
IF(M)5016,5016,5009 

C 5009 INDICATES THAT M IS EVEN
5009 DO 5013 1=1,18
5013 P R (I )=0.

DO 5014 N=1,17,2
CO 14 PK(N)=[)(M,N)
5014 P R (N )= H (M iN+ I )

WRITE(3,108)M,(PR(N),N=1,18)
M=M-1
GO TO 500H 

5016 CONTINUE
IF(NSUM-18)5104,5104,5103 

5103 WRITE(3,111)

1-23



0030 WRITE{3»103)
0031 103 FORMAT( ' 0 ' , ' N=19 N = 20

16 N=27 N = 28 N=29 N
0032 M=MSUM
0033 5108 DO 5112 1 = 1 , 12
00 3A 5112 PR(I)=0.
0035 DO 5110 N=2,10,?

C110 PR(N )=D(M,N + 18)
0036 5110 PR(N ) =H(M,N+19)
00 3 7 WRITE(3,109) t PR(J) ,J = 1 ,11)
0038 109 FORMA T(' • ,11{1X,F6. 1 ) )
0039 M=M-1
0040 IF(M)5116,5116,5109
0041 5109 DO 5113 1=1,12
0042 5113 P R (I ) = 0 •
004 3 DO 5114 N=1,11,2

Cl 14 PR(N )=D1M ,N+1H )
0044 5114 PR(N )=H(M,N+19)
0045 WRITE(3,109) ( PR(J ) , J=1 , 1 1 )
0046 M=M-1
0047 GO TO 5100
0048 5116 CONTINUE
0049 5104 CONTINUE
0050 I DA Y = 0
0051 RETURN
0052 FND



N = 2 1 rj = 2 2  N = 2 3  N=24 U - 2 b
= 30' )
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APPENDIX II

Note: This subroutine is required by the tidal model program and

the two analysis programs.

LISTING OF DATA COMPRESSION SUBROUTINE
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* THIS ASSEMBLER SUBROUTINE CAN BE UStO TO READ OR WRITE LARGE TAPE
* BLOCKS BY A FORTRAN PROGRAM. BEFORE CALLING THE SUBROUTINE FOR
* WRITING, THE USER MUST 'WRITE' AT LEAST ONCE ON TO THE TAPE TO 
^INSURE THAT THE TAPE IS PROPERLY OPENED. NATURALLY THE TAPF WHFN
* READ BACK, ALSO MUST 'READ' THE TAPE FUR THE SAME REASON. WHEN
* FINISHED WRITING A TAPE WITH THIS SUBROUTINE, THE USER MUST 'END-
* FILE' OR 'REWIND' THE TAPE TO CLOSE IT PROPERLY.
*
* THE FORMAT FOR THE FORTRAN CALL TO WRITF A RECORD (ASSUMED TO BE
* A LARGE ARRAY OF DIMENSION (100,10)) ON DATA SET REFERENCE =lj
* WOULD BE
* CALL WRITER (5,ARRAY,4000)
*
* TO READ THE ARRAY, ONE COULD CODE
* CALL R E A D E R (6,B A R R A Y ,4 0 0 0)

*
* NOTES.
* THE FIRST ARGUMENT SPECIFIES THE DATA SET REFERENCE =. IT MAY BF
* A CONSTANT OR A FIXED POINT VARIABLE CONTAINING THE DATA SET
* REFERENCE =.
*
* ANY NUMBER OF VARIABLES OR ARRAYS MAY BE WRITTEN. SPEC IFY. MERELY
* IN THE SECOND AND THIRD ARGUMENTS THE NAME OF THE FIRST VARIABLE TO
* BE WRITTEN AND THE FNTIRE LENGTH OF THE VARIABLES TO BE WRITTEN.
* IT MAY BE NECESSARY TO REFER TO THE STORAGE MAP TU DETERMINE
* WHICH VARIABLE IS ACTUALLY FIRST IN CORE AND WHAT THE ACTUAL
* LENGTH IS.
* THE THIRD ARGUMENT REPRESENTS THE NUMBER OF BYTES TO BE WRITTEN.
* FORTRAN WORDS OF SINGLE PRECISION CONTAIN 4 BYTES EACH, WHILE
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* DOUBLE PRECISION VARIABLES 
TAPEIO START 0 
WRITER EQU *

ENTRY WRITER 
USING *

GO

SAVE
LA
LM
L

t IS 
(14,12)
5.1
2.4.01 1 ) 
2,0(2)

READER

SR

CCB
CCWPTR

L 4,0(4)
STH 4 , C C W P T R + 6
ST 3,CCWPTR
STC 5,CCWPTR
SH 2,=H» 3 *
STC ?,CCfj + 7 '
EXCP CCB 
WAIT CCD 
RETURN (14,12)
EQU *
ENTRY READER
SAVE (14,12)
LA 5,2
LA 9,READER-WRITER

15,9 
B GO
DS OF
CCB SYSOOO,CCWPTR
CCW 0,0,X'20',0
END



CONTAIN 0 bYTES.

ESTABLISH ADDRESSABILITY 
SAVE ALL' FORTRAN REGISTERS 
LOAD WRITE OP COOL 
LGAO PARM POINTERS 
R;->= OS REF NO.
R3 = A ( I 0 AREA)
R't = LENGTH 
STORE LENGTH 
STORE ADDRESS 
s t o r e op cone
GET SYS NO. FROM US REF NO. 
STORE IN CCB 
DO I/O OPERATION 
WAIT FOR COMPLETION 
R E T 0 R N

SAVE REGISTERS 
L0A0 READER OP CODE 
GET DIFFERENCE 
’TwEEK’ BASE REGISTER



APPENDIX III

LISTING OF HEIGHT AND CURRENT ANALYSIS PROGRAMS
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0036 GO TO 8100
0037 8107 CONTINUE
0038 T = 0.
0039 I T = 0
0040 15 CALL READER!9,Z 1,7800)

C READ U1
0041 CALL READER(9,Z1, 7 B 0 0 )

c READ Z1
0042 I FL = 0
0043 L2=MSUM-1
0044 DO 4107 M=2»L2,2
0045 I=-l
0046 4100 1 = 1 + 2
0047 IF(IU(M,I)-2)4104,4107,4100
0048 4104 IF ( IU(M,I ) )410.0,4100,4101
0049 4101 I F { IFL) 4 102,4102,4103
0050 4102 I V L = I + 1
0051 I FL= 1
0052 GO TO 4100
00 5 3 4103 IMR=I-1
0054 I F L = 0
0055 DO 13 N=I ML,I MR,2
0056 1F(Z1(M,I\!) — Z MAXIM,N) )10,10,11
0057 11 ZMAX(M,N)=Zl(M,N)
0058 ZMAX(M— 1,N)=T*PH

C PUT ASSOC I A TED PHASE BELOW
0059 ZMAX(M,N+l)=0.C
0060 ZMAX(M— 1,N +1 )=0.0
0061 10 I F ( Z 1 ( M , N ) - Z M I N ( M , N > ) 1 2 , 13 , 1 3
0062 12 ZMIN(M,N)=Z1(M,M)
0063 ZM I N ( M— 1 ,N)--T*PH
0064 7 M I N ( M , N +1 ) = 0 . 0
0065 Z MI N (M— 1 , N+1)= 0. 0
0066 13 CONTINUE
0067 GO TC 4 LOO
0060 4107 CONTINUE



0069
0070
0071

0072
0073
0074
0075
0076
0077
0078
00 79
OOBO
0081
0082
0083
0084
0085
0086
0087
0088
0089
0090
0091
0092
0093

0094
0095
0096
0097

0098
0099

IT=IT+2 
T=T+2.
IF (I 7.1 NT-IT) 16,16,15

C
C
16 WRITE(3 200)TT •
200 FORMAT( 1 ' ,5(;X, •TIOAL PERIOD=»,F6.2,'HOURS')

WRITE(3 2C1 )01
201 FORMAT( ',5 OX, •GRID INTERVAL*' ,F6.2,'KILOMETERS' )

WRITE(3 2 02 )
202 FORMAT( ' ,20X, 'OUTPUT DESCRIPTION..')

WRITF(3 203)
20 3 FORMAT( ' , 3 5 X ,•UNITS..METERS,DEGREES')

WRITE (3 2 04 )
204 FORMAT( ' ,53X, 'N = 2 ,4,6,ETC.' )

WRITE (3 205 )
WR I TE ( 3 205 )
WRITE t 3 205 )

205 FORMAT( ' ,57X, » *.» )
WRIT F (3 206 )

206 FORMAT( ' , 4 0 X ,'M=?,4,ETC*****HFICHT♦****')
WRITE ( 3 205 )
WRITE ( 3 205)
WRITE ( 3 205)
WRITE (3 205)
WRITE ( 3 2 07)

207 FORMAT { • ,55X, •ANGLE')
C WRI E ZMAX AND PHASE

WRITE (3 110)
110 FORMAT( 1 ' ,47X, •MAXIMUM HEIGHTS AND ASSOCIATED PHASE'

WRITE ( 3 102 )
102 FORMAT{ O' , ' N= 2 N = 4

1 N= 8 N=10 N-12 N=14
2 N = 18')
L2=MSUM-2
DO 5002 J = 1 ,112 , 2
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0100
0101
010?
0103
0104
0105
0106 
0107
o i o e
0109
0 1 1 0  
0111 
0 1 1 2
0113
0114

0115 
01 16
0117
0118
0119
0 1 2 0  
01?1 
0 1 2 ?
0123
0124

0125
0126 
0127 
01?8
0129
0130
0131

106

101
3
500?

6003

103

6005

6004
C
c
c

WRITE(3*106)(ZMAX(M,N),N=1*18)
WR I TE ( 3 , 3 )
FORMAT{• • ,5X, 18( IX,F6.1 ) )
M = M-1
WRI TE (3» 101 ) M, ( ZMAX ( M, N ) , N= I , 18 ) 
FORMAT( ' ',» M=» , I?,IX,18(IX,F6.? ) )
FORMAT(' ')
CONTINUE 
M-l
WRITE(3,106)(ZMAX(M,N),N=1,18)
IF(NSUM-18)6004,6004,6 003 
WRITE(3,110)
WRITE(3, 103)
FORMAT('O',' N=2 0

16 N = 2 8 N = 30')
00 6005 J=l,L2,2 
M = MSUM+1 — J
WRITE(3,166)(ZMAX( M, N ),N^19,29) 
WRITE(3 » 3)
M = M-1
WRITE(3*161)(ZMAX(M,N),N=19,29)
CONTINUE 
M= 1
WRITE(3,166) (ZMAX(M,N) ,N=19,?9) 
CONTINUE

M=MSUM+1-J

WRITE ZMIN AND PHASE 
WRITE(3, 170)
WRITE(3,10?)
DO 700? J=1,L? , ?
M = M S U M +1 — J
WRIT E (3, 1 u6) (/MIN(M ,N ) ,N= I ,10) 
WRITE(3,3)
M = M— 1

N=?? N = ?4 N-?
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0132
0133
0134
0135
0136
0137
0138
0139 
014 0 
0141 
014?
0143
0144 
0143
0146
0147
0148
0149
0150
0151

01b?
0153
0154
0155
0156
0157
0158
0159
0160 
0161 
016? 
016 3
0164
0165

7002

5003
170

5005

166
161
5004
C
c

9000

5104
5101
510?

WR I TE ( 3 , 1 01 ) M, ( Z M I N ( M , N 1 , N= 1 , I 8 )
CONTINUE 
M = 1
WR I TE(3,106) ( Z MI N (.« , N ) . N= 1 , 1 8 )
IF(NSUM— 18)3004,5004,5003 
WRITE(3,170)
FORF,AT( *1* ,4'7X, ’MINIMUM HEIGHTS AMD ASSOCIATED PHASE') 
WR 11E(3,103)
DO 5005 J = 1» L? , 2 
M=MSUM+1— J
WRITE(3, 1 66) (ZMIN(M ,N ) ,N =19,?9)
WRITE(3,3)
M = M- 1
WRITE(3,16l)(ZMlN(M,N)»N=19,?9)
CONTINUE
M=1
WRITE(3,166)(ZMIN(M,N ),N=19,29)
FORMAT(• •,11(1X,F6. I ) )
FORMAT(• • ,1 1 ( 1X,F6.2) )
CONTINUE

DO 9000 M=1,63 
DO 9000 N=1,30 
Z1(M,N)=IOOOOOOO.O 
I FL = 0 
L? = M SUM-1 
DO 510 7 M=2,12,2 
I=-l 

5100 1=1+2
IF(IU(M,I)-?)5104,5107,5100 
IF(IU(M,I))5100,5100,5101 
I F ( I FL) 5 102,510?,5103 
I M L = I + 1 
I F L = 1
GU TO 5100
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0166 5103 I MR = 1-1
0167 IF L = 0
0168 on 23 N=IML,IMR,2

C CONSTRUCT TIDAL RANGE
0169 Z1(M,N)=ZMAX(M,N)-ZMIN(M,N)
0170 Zl(M,N+l)=0.0
0171 Z1(M-l,N+1)=0.0
01/2 IF (ZMIN(M-l,N)-ZMAX(M-l,N) )300, 30 1 *301

C IF TZMIN LESS THAN TZMAX, LEW TIDF COMFS HEFORE HIGH TIOE
0173 300 ZM I N ( M-1 , M ) = Z M I N ( M -1 , N ) + 3 6 0 «
0174 301 Z 1 { h - 1 , N ) = ( ( ZMA X { M-1 , N ) -» ZM I N ( M- I , N ) ) / 2 . ) -90 .

C CONSTRUCT MEAN PHASE
0175 23 CONTINUE
0176 GO TO 5100
0177 5107 CONTINUE

C UR I TE TIDE RANGE AND MEAN PliASb
0178 WRITE(3,210)
0179 210 FORMAT('1•,52X,'TIDE RANGE AND MEAN PHASE')
0180 WRITE (3, 1.02)
0181 L ? = M S U M— 2
0182 DO 5202 J = 1,L2 ,2
0183 M=MSUM+1-J
0184 WR1TE(3,106) (Z1(M,N) ,N = 1 ,18)
0185 WRITE(3, 3)
0186 M = M— 1
018 7 WRITE(3,101)M ,(Z1(M ,N ),N=1 , 18 )
0188 5202 CONTINUE
0189 M=1
0190 WRITE(3 * 106) (Z1 (M,N) ,N=1 ,18)
0191 I F ( NSUM-1 8 ) 5 204 , 52.04 , 5 20 3
0192 5203 WRITE(3,2 IG)
0193 WRITE13,103)
0194 DO 5205 J=l,L2,?
0195 M = M S U M +1 — J
0196 WRI TE.(3,16A) (Z1 ( M , N ) ,N=19,29)
0197 WRITE(3,3)

*€
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0198 M = M-1
0199 WRITE(3,161)(Zl(M,N),N=19,29)
0200 5205 CONTINUE
0201 M = l.
020? W R I T [- ( 3 , 16 6 ) (Zl (M,N) ,N=19,?9)
0203 520A CONTINUF
0204 ■ REWIND 9
0205 CALL EXIT
0206 END
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0001 INTEGERS IU
0002 DIMENSION I U (6 8 » 3 I ) , U 1 (65, 30 ) , R V AX ( 65 , 30 ) , R M IN ( 6 5 , 30 )
0003 R E A D (9,77)MSIM
0004 R E A D (9,77)NSUM
0005 77 FORMAT(12)
C006 READ(9,78)DL

C DL=GRID INTERVAL [N METERS
0007 DL=DL/lCCO.
0008 R EAD(9,999)IZINT

C IZIN'T = NUMBER OF INTERVALS —  IE NUMBER OF CURRENT AND
C HEIGHT CALCULATICNS

0009 999 FORMAT(14)
0010 READ(9,78)TT

C TT=PERIOD IN SECONDS
0011 TT=TT/3600.
0012 78 FORMAT(F 12.4 )
0013 ZINT = IZIN T
0014 READ(9)((IU(M,N),M=1,6 7),N=1,31)
0015 DO 1C M = 1 ,65
0016 DO 1C N = 1 , 3 0
0017 RMAX(M,N)=IOCOOOOO.O
0018 10 RM.IN (M,N) =10000000.0
0019 IF L = C
0020 L 2 = M SUM-1
0021 DO 8107 Mi=2 , L2 ,2
0022 I=-l
0023 8100 1=1+2
0024 I F {IL(M,I>-2)8104,8107,8100
0025 8104 1F(IL'(M,1) )8100,8100,8101
0026 8101 I F ( IFD8102, 8102,8103
0027 8102 I ML= I + 1
0028 IFL=1
0029 GO TC 8100
0030 8103 I M R = I -1
0031 IF L = C
0032 DO 8884 N=IML*IMR,2
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0033 RMAX(M,N>=0.0
0034 8884 RMIN(M,N)=0.C
0035 GO TC 8100
0036 8107 CONTINUE
00 37 T = 0.
00 3 8 I T = 0
0039 15 CALL READFR(9,U1,7800)

C READ U1
0040 I FL = 0
0041 L2=MSUM-1
0042 DO 4107 M=2,L2,2
0043 I=-l
0044 4100 1 = 1 + 2
0045 IF(It(M,11-2 J4104 ,4107, 4 100
0046 4104 IF(IUI V,I) >4100,4100,4101
0047 4101 IF(IFL >4102,4102,4103
0048 4102 IML=I+1

J0049 I F L= 1
~0050 GO TC 4100
0051 4103 I M R = I - 1
0052 I F L = C
0053 DO 14 N=I ML, I MR, 2
0054 UATZ=(U1(N+l,N )+U1 (M-l,N))/?.

C VATZ=-(V1(M,N+1)+V1{K,N-1))/2.
0055 VATZ=-(Ul(N,N+2)+Ul(M,N))/2.

c THIS CHANGES DIRECTION OF +V
0056 RC=SQRT((UATZ*UATZ)+(VATZ*VATZ))

c COMPUTE VECTORIAL CURRENT A!
0057 IF(RC-RMAX(M,N))l2,ll,ll
0058 11 RMA X (M ,N )=RC
0059 RMAX(M-l,N)= TRIG(UATZ,VATZ)
0060 RMAX (M ,N+1 )=(TT/ZINT)*T
0061 RMAX(M-l,N + 1)=0-C
0062 12 IF(IT)1,1,2
0063 1 RM'IN (M,N) =RC
0064 RMINtM-1,N)=TRIG(UATZ,VATZ)



0065 RMIN(M,NM) = (TT/ZINT)*T
0066 RMIN(M-l,N+l)=0.0
0067 GO TC 14
0068 2 IF (RC-RMIN(M,N)>13,13,14
0069 13 RMIN(M,N )=RC
0070 RMIN (M-l tN) = TRIG (UATZ, </ATZ )
0071 RMIN(M,N+l)=(TT/ZINT)*T
007? RMIN(M-l,N+l)=0.0
0073 14 CONTINUE
0074 GG TO 4100
0075 4107 CONTINUE
0076 IT=IT+2
0077 T=T+2.
0078 CALL REA0ER(9,U1,7800)

C READ 71
0079 IF(IZINT— IT) 16,16,15
0080 16 CONTINUE
0081 WRITE<3,200)TT
0082 200 FORMAT('1*,50X,'TIDAL PERICD=',F6.2,•HOURS' )
0083 WRITE(3,201)nL
0084 201 FORMAT( * ' ,50X , 'GRID INTERVAL=' ,F6.2,'KILOMETERS' )
0085 WRITE(3,202)
0086 202 FORMAT( ' ' ,20X, 'OUTPUT DESCRIPTION..')
0087 WRITE(3,203)
0080 203 FORMAT(' ' , 3 5 X , 'UNITS..METFRS/ShC.,DEGREES,HOURS' )
0089 KRI TE(3,204)
0090 204 FORMAT(' • ,53X,'N = 2,4,6,ETC.' )
0091 WRITE(3,205)
0092 WRITE(3,205)
0093 WRITE(3,205)
0094 205 FORMA T( ' »,57X,'*')
0095 WRITE(3,206)
0096 206 FORMAT ( • •,40X,'M=2,4,ETC*****CURRENT****TIME****'
0097 WRI TE(3,205)
0090 WRITE(3,205)
0099 WRITE(3,205)
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0100
0101
0102

0103
0104
0105
0106

0107
o i o a
0109
0 1 1 0  
0111 
0 1 1 2  
0113 
01 14
0115
0116
0117
0118
0119
0 1 2 0  
0 1 2 1  
0 1 2 2
0123

0124
0125
0126
0127
0128
0129
0130

207
C
C

110

102

106

3
101
5002

6003

103

166

WRITE(3,205)
WR I TE(3,207)
FORMAT(1 ',55X, 'ANGLE')

WRITE RMAX,ANGLE,AND TIME 
WRITE(3,110)
FORMAT('1'*48X,'MAXIMUM CURRENTS, ANGLES, AND TIMES') 
WRITE(3,102)
FORMAT( 'O' , ' N = 2 N= 4

1 N= 8 N= 10 N-12 N= 14
2 N = 18 ' )
L2 = M SUM-2
DO 5C02 J=1,L2,2 
M=MSLM+1-J
WRITE(3,106)(RMAX(M,N),N=1,18 )
WRITE(3,3)
FORMAT( ' ',5X,18(1X,F6.1 ) )
M = M- 1
WRITE(3,10I)M, (RMAX(M,N) ,N=1,18 )
FORMAT(' ')
FORMAT(' • , ' M=',12,IX,18(IX,F6.?))
CONTINUE 
M= 1
WRITE(3,106)(RMAX(M,N),N=1,18)
IF(NSUM-18)6004,6004,6003 
WRITE(3,110)
WRITE(3,103)
FORMAT( 'O' , ' N=2 0 N=22 N = 24

16 N = 2 8 N= 30' )
DO 6005 J = 1,L2 , 2 
M = MSL'M+1-J
WRITE(3,166) (RMAX(M.N) ,N=19,29)
WRITE(3, 3)
FORMAT! « ',111 1X,F6.1) )
M = M- 1
WRITE(3,161) (RMAX(M,N) ,N=19,29)

N= 6
N =

N = 2

U)



0131
0132
0133
0134 
013 5

0136
0137
0138
0139
0140
0141
0142
0143
0144 
014 5
0146
0147
0148
0149
0150
0151
0152
0153
0154
0155
0156
0157
0158
0159
0160 
0161 
0162
0163
0164

161
6005

6004
C
C
c

170

7002

5003

5005

5004

FORMAT(• * ,1111X,F6.2) )
CONTINUE 
M = 1
WRITE(3 * 166){RMA X (M,N ),N=19,29) 
CON TI NUfE

UR I TE RM IN, ANGLE, AND TIME 
WRITE(3,170)
FORMAT!'1* ,48X, 'MINIMUM CURRENTS, ANGLES, AND TIMES') 
WRITE(3,102 )
L2 = M SUM-2 
00 7C02 J=1,L2,2 
M=MSUM+1—J
WRITE(3,106)(RMIN(M,N),N=1,10)
WRITE(3,3)
M = M- 1
WRITE(3,101)M, (RMIN(M,N) ,N=1,18)
CONTINUE 
M= 1
WRITE(3,106)(RMIN(M,N),N=l,18)
IF(NSUM-18)5C04,5004,5003 
WXI TE(3,17C )
WRITE(3,103)
UO 5C05 J=1,L2,2 
M = MSLM+1-.J
WR I T F ( 3 , 166 ) (RMIN(M,N),N=19,29)
WRITE(3,3)
M = M-1
WRITE(3, 161) (RMIN(M,N) ,N=19,29)
CONT INUE 
M= 1
WRITE(3,166)(RMIN(M,N),N=19,2 9)
CONTINUE 
REWIND 9 
CALL EXIT
END

ev
i



0001 FUNCTION TRIG(UATZfVATZ)
C Of:C IDE UPON QUADRANT

0002 IF(UAIZ)9000,9001,9001
000 3 9001 I F.( VATZ) 9007 ,9002 ,900?
0004 9002 DEG = ( ( A TA.M2 ( VA 7 Z , UAT Z ) )*1B0. 1/3*14159

C ANGLE IS BETWEEN 0 AND ‘>0
0005 GO TU 9009
0006 9000 UA T I =-UA TZ
0007 IF(VAT Z)9004 ,900 3,9003
0008 9003 DEG = 90.+ { (ATAN2(UATZ,VATZ) )*100# )/3.14159

C ANGLE IS BETWEEN 90 AND 180
0009 GO TO 9009
00 10 9004 VAT7=-VATZ

f*U ANGLE IS BETWEEN 180 AND ?70
0011 DEG-1B0.+ ( (ATAN2(VATZ,UATZ) )*18U.)/3. 14159
0012 GO TC 9009
0013 900 7 VA TZ VA TZ

C ANGLE IS BETWEEN ?70 ANP 36 0
0014 0 E G = 2 7 0 . + ( (A TAN? (UATZ, VAT / ) > *1 &0 . )/ 3 . 141 i>9
0015 9009 CUNT INUE
0016 T R I G = 0 E G
0017 RE TURN
0018 e no



APPENDIX IV

FORMAT OF OUTPUT TAPE

MSUM 12 max grid length

NSU1I 12 max grid width

F12.4 grid spacing, meters

IZINT 14 number of intervals

IT F12.4 Tidal period in seconds

IU unformatted boundary information

IU may be obtained by the statement 

READ(9)((IU(M,N),M-1,67),N=1,31) 

NOTE: IU is a half-word integer matrix

01 unformatted record 1

Zl " 2

U1 " 3

Zl " 4

U1 " IZINT-1

Zl " IZINT

end of file label
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It will be advisable to use the same program for reading U1 

and Z1 as was used for writing them. This program may be seen in 

Appendix II.

The program is designed to start at a certain address in the core

(in this case at the beginning of the first word of the U1 array) and

to continue writing until a certain number of bytes (1/4 single­

precision words) have passed. In this case, the number of bytes equals 

65 x 30 x 4, or 7800. When reading such data, the reverse process 

takes place.

If it is considered desirable to write other analysis programs

it will be found helpful if either of the two analysis programs are

used as examples.



APPENDIX V

SELECTIONS FROM THE SAMPLE PROBLEM COMPUTER OUTPUT
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GRID INTERVAL^ 50.00KILOVETERS 

TIf:AL PER IOC = 12.42HCURS 

FRICTICN C0EFFICIENT=C.0C30 

LAT ITUDE= 5.0CEGREES

CCR I CL IS PARAN‘ETFR = 0.C00C126 8RACI ANS/SECOND 

FCLICWING PRINTOUTS ARE IN N ET ER-SECOND UNITS
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CONDITIONS AFTER 0.0 HOURS 
NUMBER OF TICAL CYCLES COMPLETED 5

N= I N= 2 N= 3 N = 4 N= 5
M = 9 0.0 1.01 0.0 1.01 0.0
M = 8 0.99 0.99 0.99 0.99 C .99
M = 7 0.0 C . 97 0.0 0.97 0.0
M = 6 0.95 C.95 0.95 0.95 0.95
M = 5 0.0 0.90 0.0 0.90 C .0
M = 4 0.86 0.86 0.86 0.P6 0.86
M = 3 O.C 0.80 0.0 0.80 0.0
M = 2 0.74 C.74 0.74 C.74 0.74
M = 1 0.0 C.68 0.0 C.68 0.0



z- v a l u e s

N= 6 N= 7 N= 8
0.0 0.0 0.0
0.0 O.C 0 .0
0.0 0.0 0 .0
0.0 o.u 0 .0
0.0 O.C 0 .0
0.0 O.C 0 .0
0.0 O.C 0 .0
0.0 0.0 0 .0
0.0 O.C 0 .0

N= 9 N= 10 N-- U
0.0 c . o 0 , 0
0.0 0.0 c .  o
0.0 c . o o. u
0.0 c . o ■ V V

0.0 c . o N-* «

0 .0 c . o I . »  ' ;

0.0 c . o 0 « u
0 .0 0.0 e „  o
0.0 c . o C *  0
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OLTPUT
TITAL PEWinC= 12.4?HC!URS 
GRfC INTERVALS 30 .OOK ILOIVE TCRS

DESCRIPTION..
LNITS..PETERS.DEGREES

N = 2,A ,6,FTC.

*
K = 2 *4 »E T C * * * * * H E IGFT#****

)>
*
<■
*

■ ANGLE



N= 2 h - 4****** ****** ****** ******

M= 8 ****** c . 5 9  0.0  C. ^q
****** o.O 0.C <1.0

Ms 6 ****** C.S5 0.0 0.0b
****** C.C O.C 31> . C

Ms 4 ****** C . 8 6 0.0 0.86
****** 358.0 O.C 3 5P..C

Ms 2 ****** C.7A C.G 0.74
****** 0.0 O.C 0.0



NAXlNLf' HEIGHT'S ANC ASSOCIATED P H A S T

* $ * * * 

C . 0
c.o

0.0
c.o

0.0
c.o

0.0
c.o

K= 6 
******

afrr * * * * * 
******

* * * * * * 
******

•■> * * * * * 
* * * * * *

****** 
j*: $ sft >}t £ #

* * * * < *

****** 
* * * * < *

* * * $ *

* * * * < *

* * * * *
*  *  *  *  ;J *

* * * * K *

******

N= 8 
******

****** 
* * * * * *

******
******

******
******

****** 
* * * * * *

******

******
******

******
* * * * * *

******
******

******
******

M= 10 
* * * *  * *

******
******

£  j{r t J: 

*  «  *  £  *  < *

* * * * * * 
***** i*

******
******

* * * * * *

* * * * * *
*  *  -V *  *  *

«*.** **
* * * * * *

* * * * * *

* * * * * *

***** *- 
* * * * * *



N= 2 N- 4
****** ****** ****** ******

8 ****** -1.C1 0.0 -1.01
****** 178. C O.C 1 7 ?i. 0

6 ****** -C. 96 O.C — 0.96
****** 17 8.0 O.C 178.0

4 ****** -0.8 7 0.0 - C . P 7
****** 17H.0 O.C 1 7 F

2 ****** -C. 74 C.C -C. <■*
****** 18C.0 c . c 180.0



I* IN [ r-l.N hGIGHTS ANH ASSGCIATH3 i't-- A S1-
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* **** * 
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153



1 I
CE
 

RA
NG
L 

AN
C 

N E 
AN 

PH
AS

F

154

ft ft ft ft ft j'. w
Si­ ft ft ft *> ft ft ft
ft ft ft ft ft ft ft ft
ft ft v- -> ft -a-

V1 iV ft ft ft ft
Si­ ft ft Si­ ft ft ft ft ft

ft ft ft ft ft Si­ ft Si­
a Si­ ft Si­ ft ft ft ft K ft
—4ft S<" ft ft ft ft ft Si­ Si­
il Si­ ft Si­ ft ft ft ft ft ft

ft ft ft ft ft ft 'ie ft ft
ft ft Si­ ft VC ft it ft ft

ft ft ,V >>
Si­ ft Si­ ft ft ■it ft Si­
ft ft ft ft ft ft ft ft ft
ft Si­ ft Si­ sir ft ft ft Si­
Si­ ft ft ft ft ft ft si­ ft
ft ft ft ft ft ft ft ft

ft ft ft ft ft s;* ft ft
cr: Si­ ft ft ft ft Si­ ft

ft ft ft Si­ ft ft ft ft ft
II ft ft ft ft ft ft ft SJ*

ft ft ft ft ft ft
ft ft ft Si­ ft Si­ ft ft ft

S> V ft ft ft ft ft "W
V *>V «r •5." '.{■

Si­ ft ft ft ft ft >- ft Si­
ft ft *>»* ft ft & ft si­ ft
ft ft ft j*. ft ft ft %-
«* Si­ ft ft ft ft ft Si­

ft ft Si­ ft ft ft ft ft
ft ft ft­ ft ft ft ft ft ft
Si­ ft s' ft Si v- ft ■ii- ft

II ft Si­ ft ft ft ft ft ft ft
V* ft ft ft ft ft ft ft ft
Si­ ft ft ft ft ■ii- ft ft ft

ft o a O O
ft O • a • .o • o •
-ts- •o •CJ* • « o
ft o CJ o o
Si­
ft

ft c- a r— po. o 0s
>f * c* • O' • r- « •

* •r1 4 •cr •i'C •o
It Si­ tp«4 1 —4S' f“-4

ft r'. r*-
ft
Si­ CJ o CJ
ft w • o • o « o •
ft •o •o •CJ •o
ft cj a CJ o
#
Si­

ft o t—*a r'- o cr o
(\i Si­ O' • cr • r- • >r •

ft • ••H •cc •o
tt ft »“4 1 <—i 1 —i •n f—j
2 ft ro

ft

ft ft ft sj- ft ft ft ft ft
ft ft ft ft Si­ ft ft ft ft
ft Si­ ft ft ft ft ft ft ft
ft ft ft ft ft ft ft ft ■JS-
ft ft ft ft ft ft Si* Si­ ft
ft Si­ ft ft ft ft ft ft ft

0 0 o > T < v

II tt It it
z : s : >



OUTPUT

Tir/IL PEPIDC= 12.4 2HCURS 
Cl'Ui: !<\URVAL = 5C . C C K ILONMrTERS

CESCRIPT I ON..
LNITS. .Mi-Tf-RS/SPC . ,i:EGREES , HOURS

M 2 , 4 , 6 , ETC.
x*
*

l'' = ?,4,ETC***’*CUKKENT**>>#TIf'E*4**
J,

*
>>

ANGLE
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***** *
N= ?

******
N= 4$ * !)-. * £ *

M = 8 ******
******

C.CG 
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0.0

6 . 14
0.0
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