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A b s tr a c t  W e p resen t an algo rithm  for the rigo rous in tegration  o f  de lay  d ifferential 
equations (D D E s) o f  the fo rm  x ' ( t ) =  f  ( x ( t  — t ), x ( t )). A s an app lication , w e give a 
com pu ter-assisted  p ro o f o f  the ex is tence  o f  tw o attracting  p eriod ic  orbits (befo re  and 
after the first period -doub ling  b ifu rca tion) in  the M ack ey -G lass  equation .
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1 Introduction

T he goal o f  this paper is to p resen t an algo rithm  for the rigo rous in tegration  o f delay  
d ifferen tia l equations (D D E s) o f  the form
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X ( t ) =  f  ( x ( t  — t ), x ( t ) ) ,  x  e  R ( 1 )
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w here  0 < t e  R .
D esp ite  its apparen t sim plicity , E q. ( 1) generates all k inds o f  p o ss ib le  dynam ical 

b ehav io rs: from  sim ple sta tionary  solu tions to chao tic  attractors. F or exam ple, this 
happens for the w ell-know n M ack ey -G lass  equation :

x  (t — t ) „
x ( t ) =  p  ■-------------------------y  ■ x ( t ), x  e  R , (2)

1 +  x n (t — t )

for w hich  num erical experim ents show  the ex istence  o f  a series o f  period -doub ling  
b ifu rca tions w hich  lead  to the creation  o f  an apparen t chao tic  a ttractor [16, 17]. L ater 
in the paper, w e w ill app ly  our rigo rous in teg ra to r to this equation .

T here  are m any im portan t w orks that estab lish  the ex is tence  and the shape o f 
a (g lobal) a ttrac to r u nder various assum ptions on f  in  E q. ( 1) . M uch  is know n 
about system s o f  the form  x  =  —^ x ( t ) +  f  ( x ( t  — 1)) w hen f  is stric tly  m o n o ­
tonic, e ither positive or negative [9 ]. L e t us m ention  h ere  a few  developm ents in 
this d irection . M alle t-P are t and S ell u sed  d iscre te  L yapunov functionals to  p rove 
a P o in ca re -B en d ix so n -ty p e  theo rem  for special k ind  o f m ono tone system s [19]. 
K risztin  et al. have  conducted  a tho rough  study on system s hav ing  a m ono tone p o s­
itive feedback, includ ing  studies on the cond itions needed  to obtain  the  shape o f  a 
g lobal attractor; see [11] and references therein . In  the case  o f  a m ono ton ic  positive 
feedback  f  and under som e assum ptions on the sta tionary  solu tions, K risztin  and Vas 
p roved  tha t there  ex ist large am plitude slow ly osc illa to ry  period ic  solu tions (L SO Ps) 
w hich  revo lve around  m ore  than one sta tionary  solu tion . T ogether w ith  their unstab le  
m anifo lds, connecting  them  w ith  the classica l sp ind le-like  structure , they  constitu te  
the  full g lobal a ttrac to r for the system  [10]. In  a recen t w ork, Vas show ed that f  m ay 
b e  chosen  such tha t the struc tu re  o f  the g lobal a ttrac to r m ay  b e  arb itra rily  com plicated  
(con tain ing  an arb itra ry  num ber o f  unstab le  L SO P s) [30].

L ani-W ayda and W alther w ere  able to  construct system s o f th e  fo rm  x  =  
f  ( x ( t  — 1)) for w hich  they  proved  the ex istence  o f  transversal hom oclin ic  tra jec ­
tory, and  a hyperbo lic  set on w hich th e  dynam ics are chao tic  [13].

S rzednick i and L ani-W ayda proved , by  the u se  o f  the genera lized  L efshetz  fixed 
po in t theorem , th e  ex is tence  o f  m ultip le  period ic  o rbits and the ex istence  o f  chaos for 
som e period ic , too th -shaped  (p iecew ise linear) f  [12].

T he resu lts from  [10, 12, 13, 30], w h ile  im pressive, are estab lished  for functions 
w hich  are c lose  to p iecew ise  affine ones. T he authors o f  these w orks construct equa­
tions w here  an in teresting  behav io r appears; how ever, it is no t c lear how  to apply  their 
techn iques for som e w ell-know n equations.

In recen t years, there  appeared  m any com puter-assisted  proofs o f  various dy n am ­
ical p roperties for o rd inary  d ifferen tial equations and (d issipative) partia l d ifferential 
equations b y  an application  o f  argum ents from  th e  geom etric  theory  o f dynam ical 
system s p lus the rigo rous in tegration ; see, for exam ple, [2 , 7 ,2 0 , 2 9 , 32 , 36] and re f­
erences therein . B y the com puter-assisted  p roof, w e understand  a com puter p rog ram  
w hich  rigo rously  checks assum ptions o f abstrac t theorem s. T his pap er is an attem pt 
to ex tend  this approach  to the case  o f D D E s b y  creating  a rigo rous fo rw ard-in-tim e 
in teg ration  schem e for E q . ( 1) . B y  the rigo rous in teg ra tion  w e unders tand  a com puter 
p rocedu re  w hich p roduces rigo rous bounds for th e  true  solu tion . In  the case  o f  D D E s,
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th e  in teg ra to r should  reflect the fact that, after th e  in teg ra tion  tim e longer than  the 
de lay  t , the solu tion  becom es sm oother, w hich  gives the com pactness o f  the evolution 
operator. H aving  an in tegrator, one should  be  able to  d irec tly  apply  standard  tools 
from  dynam ics such as P o incare  m aps, various fixed p o in t theorem . In this paper, 
as an application , w e p resen t com puter-assisted  proofs o f th e  ex is tence  o f tw o stable 
p eriod ic  orbits for M ack ey -G lass  equation ; how ever, w e do no t p rove  tha t these  orbits 
are a ttracting .

T here  are several papers tha t deal w ith  com puter-assisted  proofs o f  period ic  so lu ­
tions to D D E s [8 , 14, 33], bu t the approach  used  there  is very  d ifferen t from  our m ethod. 
T hese  w orks transfo rm  the question  o f  the ex is tence  o f  period ic  orbits in to  a boundary  
value  p rob lem  (B V P), w hich is then  so lved b y  using  th e  N ew to n -K an to ro v ich  theorem  
[8 , 14] or the local B rouw er degree  [33]. It is c lear that the rigo rous in teg ration  m ay 
be  u sed  to  obtain  m ore d iverse spectrum  o f resu lts . T here are also  several in teresting  
resu lts  that apply  rigo rous num erica l com putations to solve prob lem s for D D E s [3,4 ], 
bu t they do no t rely  on the rigorous, fo rw ard-in -tim e in tegration  o f  D D E s.

T he re s t o f  the  pap er is o rgan ized  as fo llow s. Section  2 describes th e  theory  and 
a lgorithm s for the in teg ration  o f  E q. ( 1) . Section  3 defines the no tion  o f  th e  Po incare 
m ap  and d iscusses com putation  o f  the P oincare  m ap using  the rigo rous integrator. 
Section  4 p resen ts an application  o f  the m ethod  to prove the ex istence o f  tw o stable 
p eriod ic  orbits in the M ack ey -G lass  equation  (Eq. (2 )). H ere, w e investigate  case  for 
n =  6  (before  the first period -doub ling  b ifu rca tion ) and for n =  8 (after the first 
p eriod -doub ling  b ifu rca tion). To the bes t o f  our know ledge, these  are the first rigorous 
p roofs o f  the ex is tence  o f  these  orbits. T he  p resen ted  m ethod  has been  also  successfu lly  
u sed  by  the first au thor to p rove the ex is tence  o f  m ultip le  period ic  orbits in som e other 
non linear D D E s [2 5 ].

1.1 N o ta tio n

W e u se  th e  fo llow ing  no tation . F or a function  f  : R  ^  R , by  f (k), w e deno te  the 
k th  derivative o f  f  .B y  f [k], w e deno te  th e  term  1  ■ f (k). In  the con tex t o f p iecew ise 
sm ooth  m aps b y  f  (k)( t - ) and f  (k)( t+ ), w e deno te  th e  one-sided  derivatives f  w.r.t. 
t .

Fo r F  : R m ^  R n by  D F ( z ) ,  w e deno te  the m atrix  ( (z ) )  .
\ dxj ) i  e [1 ,...,n}, j

For a g iven set A, by  cl (A) and in t (A ), w e deno te  the closu re  and in terio r o f  A, 
respectively  (in a g iven topology, e.g., defined by the norm  in the considered  B anach  
space).

L et A =  n n = l [ai, b i ] for a i < b i , a i , bi e  R . T hen, w e ca ll A an in terval set 
(a p roduc t o f  c losed  in tervals in R n ). F or any A c  R n , w e deno te  by  h u l l ( A )  a 
m in im al in terval set, such tha t A c  h u l l ( A ) .  I f  A c  R  is bounded  then  h u l l ( A )  =  
[ in f(A ), sup(A )]. F o r sets A c  R , B  c  R , a e  R  and for som e b inary  operation  
o  : R x R  ^  R  w ed e fin e  A o B  =  [a o  b : a e  A ,  b e  B } and a o A  =  A o a  =  [a} « A . 
A nalogously , for g  : R  ^  R  and a set A e  R  w e define g ( A )  =  {g (a )  | a e  A}.

F or v e  R n b y  n i v for i e  [1, 2 , . . . , n } ,  w e deno te  the p ro jec tion  o f  v onto the 
i th coord inate . F or vectors u , v  e  R n b y  u ■ v, w e deno te  the standard  scalar product: 
u ■ v =  J 2 n= 1  n i v ■ n iu
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W e deno te  by  C r (D ,  R )  the space o f  all functions o f class C r over a com pac t set 
D  c  R , equ ipped  w ith  the suprem um  C r norm : ||g || =  Y ,r= 0 supxeD |g (l\ x ) |. In 
case  D  =  [—t , 0], w hen  t is know n from  the context, w e w ill w rite  C k in stead  of 
C k ( [ - t , 0], R ).

For a g iven function  x  : [ —1, a) ^  R , a e  R +  U (c ^ j for any t e  [0, a)  w e denote 
by  x t a function  such tha t x t (s) =  x ( t  +  s ) for all s e  [ - 1 , 0 ].

W e w ill often u se  a sym bol in square b rackets, e .g ., [r], to deno te  a set in  R m. 
U sua lly  it w ill happen  in  fo rm ulas u sed  in a lgorithm s, w hen w e w ould  like to stress 
the  fact tha t a g iven variab le  rep resen ts a set. I f  bo th  variab les r  and [r] are used 
sim ultaneously , then  u su a lly  r  rep resen ts a va lue  in  [r]; how ever, this is no t im plied  
by  defau lt and it w ill b e  alw ays sta ted  explicitly . P lease  no te  tha t th e  no ta tion  [r] does 
no t im pose  tha t the set [r] is o f  any p articu lar shape, e.g ., an in terval box. W e w ill 
alw ays exp lic itly  state if  the set is an in terval box.

For any set X  by  m i d ( X ), w e deno te  the m idpo in t o f  h u l l ( X ) and b y  d i a m ( X ) the 
d iam eter o f  h u l l ( X ).

1 .2  B asic  P ro p e r t ie s  o f  S o lu tio n s  to  D D E s

F or the convenience of the reader, w e recall (w ithou t p ro o fs) several c lassica l resu lts 
for D D E s [5].

W e define the semiflow y  associa ted  w ith  E q. ( 1) by:

y  : R +  x  C 0 ( [—t , 0], R )  9  ( t , f )  ^  x f  e  C 0 ( [—t , 0], R ) . (3)

w here  x f  : [—t , a f )  ^  R  is a so lu tion  to  a C auchy  problem :

(4)
I x  =  f  ( x ( t  -  t ), x ( t ) ) ,  t >  0 ,

| x ( t ) =  f ( t ), t  e [ —t ,  0 ],

for a m ax im al a f  e  R +  U (c » j such that the solu tion  exists for all t  < a f .

L e m m a  1 [C ontinuous (local) sem iflow ] I f  f  is (locally) Lipshitz, then y  is a (local)  
continuous semiflow on C 0 ([—t , 0], R ).

L e m m a  2  [Sm ooth ing  property] A ssu m e  f  is o f  class C m, m  > 0. L e t  n  e  N  be given
a n d  l e t t  > n ■ t . I f x 0 e  C 0 then  x t =  y ( t , x 0) is o f  class a t  least C min(m+ 1 ,n).

T he sm ooth ing  o f so lu tions gives rise  to som e in teresting  objects in D D E s [31]. 
A ssum e for a w h ile  tha t f  e  C “ . T hen  for any n > 0, there  exists a set (in fact a 
m an ifo ld ) M n c  C n , such that M n is fo rw ard  invarian t under y .

It is easy  to see that for n =  1 w e have:

M 1 :=  {x e  C 1 | x '( 0 —) =  f  ( x ( —t ), x (0 ) ) } ,

and  the cond itions for M n w ith  n > 1 can  b e  sim ply  ob tained  b y  d ifferen tia ting  both 
sides o f  ( 1) . W e follow  [31] and w e call M n a C n solution manifold.
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N otice  that M n c  M k for k  < n  and ^ ( K t , ■) : M n ^  M n+k .

2 Rigorous Integration of DDEs

T his section  is a reo rgan ized  excerp t from  the Ph.D . d isserta tion  o f  the first author 
(R obert Szczelina). A  deta iled  analysis o f  resu lts from  num erical experim en ts w ith 
the  p roposed  m ethods, m ore  e labora te  descrip tion  o f  th e  algorithm s, and detailed  
pseudo-codes o f  the rou tines can b e  found  in th e  orig inal d isserta tion  [24].

2 .1  F in i te  R e p re s e n ta tio n  o f  “ S u ffic ien tly  S m o o th ”  F u n c tio n s

H ere, w e w ou ld  like  to  p resen t the basic  b locks u sed  in th e  algorithm  for the rigorous 
in teg ration  o f  E q. ( 1) . T he idea  is to  im plem en t the Taylor m ethod  for E q. ( 1) based  
on the  p iecew ise  po lynom ial rep resen ta tion  o f  the  solu tions p lus a rem ainder term . 
W e w ill w ork  on th e  equally  spaced  g rid  and w e w ill fix the step size o f  the Taylor 
m ethod  to m atch  the se lected  grid.

R e m a r k  1 In  this section , for the sake o f  sim plic ity  o f  p resen ta tion , w e assum e that 
t =  1. A ll com putations can b e  easily  redone  for any de lay  t .

W e also assum e tha t r.h .s. f  o f  E q. ( 1) is “sufficiently  sm ooth” for various exp res­
sions to m ake sense. T he class o f f  in ( 1) restric ts th e  p o ss ib le  o rder o f  the Taylor 
m ethod  tha t can  b e  u sed  in  our algorithm s, tha t is, i f  f  is o f class C n , then  w e can use 
T aylor m ethod  o f  o rder at m ost n . T herefore, thorough  the paper it can  b e  assum ed 
that f  e  C  “ . T his is a reasonab le  assum ption  in th e  case o f  app lications o f  com puter- 
assisted  proofs w here  r.h.s. o f  equations are usua lly  p resen ted  as a com position  of 
e lem en tary  functions. T he M ack ey -G lass  equation  (2 ) is a good  exam ple  (aw ay from  
x  =  - 1 ).

W e fix tw o in tegers n > 0 and p  >  0 and w e set h =  p .

D e fin itio n  1 B y C np , w e deno te  the set o f  all functions g  : [ —1, 0 ] ^  R  such that, for 
i e  {1 , . . . ,  p}, w e have:

•  g  is (n +  1 ) -tim es d ifferen tiab le  on (—i ■ h ,  —i ■ h +  h ) ,
•  g (k) ( —i ■ h + ) exists for all k  e  { 0 , . . . , n  +  1 } and  lim  g (k)(—i ■ h +  %) =

£ ^ 0+

g (k)( —i ■ h+ ),
•  g^(n+ 1') is con tinuous and b o unded  on (—i ■ h ,  —i ■ h +  h) .

F rom  now  on, w e w ill abuse the no tation  and w e w ill deno te  the righ t derivative 
g (k)( —i ■ h + )  b y  g (k)(—i ■ h )  un less exp lic itly  sta ted  o therw ise. T he sam e ho lds for 
g [k]( —i ■ h+ ).  U nder this no tation , it is clear that w e can rep resen t g  e  C np b y  a 
p iecew ise  Taylor  expansion  on each in terval [—i ■ h ,  —i ■ h +  h ) .  F o r t  =  —i ■ h +  £ 
and  1 <  i < p ,  0  <  £ < h  w e can write:

n

g ( t ) =  J 2 g [k](—i ■ h )  ■ £k +  g [n+ 1] ( —i ■ h +  £(£))  ■ £n+ 1, (5)
k= 0
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w ith  %(e) e  [0 , h].
In our approach, w e store the p iecew ise  Taylor expansion  as a finite co llection  

o f  coefficients g [k]( - i  ■ h )  and in terval bounds on g [n+1](-) over the w ho le  interval 
[—i ■ h ,  - i  ■ h +  h ] for i e { 1 , . . . ,  p}. O ur a lgo rithm  for the rigo rous in teg ration  o f  ( 1) 
w ill then  p roduce  rigo rous bounds on the so lu tions to  ( 1 ) for in itia l functions defined 
b y  such p iecew ise  Taylor expansion.

P lease no te  tha t w e are using  h ere  a w ord  fu n c t io n s  in stead  o f a sing le  fu nc t ion ,  as, 
because  o f the bounds on g [n+ 1] over in tervals [—i ■ h ,  —i ■ h +  h],  the  fin ite  p iecew ise 
T aylor expansion  describes an infinite set o f  functions in  general. This m otivates the 
fo llow ing  defin itions.

D e fin itio n  2  L et g  e  Cp  and le t I  : { 1 , . . . ,  p } x { 0 , . . . ,  n } ^ { 1 , . . . ,  p  ■ (n +  1)} 
be  any bijection .

A m in im a l  (p ,  n )-representation  o f g  is a p a ir g  =  (a, B ) such that

a e '■(«+i)+ib  c  R p is an in terval set 

n \ a  =  g ( 0 ) n i B  =

K 1+m,k)a =  g [k](—ih + )  for 1 <  i < p ,  0  <  k  < n

in f  g [n+ 1] ( —ih  +  %), sup g [n+ 1] (—ih  +  %)
%e(0,h) %e(0,h)

P lease note , tha t the index  function  I  should  be  sim ply  unders tood  as an ordering in 
w hich , during com puta tions, w e store  coefficients in  a fin ite-d im ensional vector— its 
p rec ise  defin ition  is only  im portan t from  the p rogram m ing  p o in t o f  view, see Sect. 2.4 
for a particu lar exam ple  o f  I . So, in this p ap er for theore tica l considerations, w e w ould 
like  to u se  the fo llow ing g no tation  instead:

•  g°,[°] :=  n 1 a ,

•  g i,[k] := n  1+i(i,k)a,
•  gi,[n+1] := n  B

W e call g 1' ^  the (i,k)th coefficient o f  the representation  and  g  I,[”+ 1] the ith rem ainder  
o f  the representation.  T he  in terval set B  is ca lled  the rem ainder  o f  the representation.  
W e w ill call the constan t m  =  p  ■ (n +  2) +  1 the size o f  the  (p ,  n)-representation.  
W hen  param eters n  and p  are know n from  the context, w e w ill om it them  and w e w ill 
call g  the m in im a l  representation  o f g .

D e fin itio n  3 W e say tha t G  c  C np is a (p ,  n)- f-se t  (or (p ,  n )-fu n c tio n s set) i f  there  

exists bounded  set [g] =  (A ,  C ) c  R p ' (n+ 1)+ 1 x  R p =  R m such that

G  =  |  f  e  Cp | f  c [ g ]  for the  m in im al (p ,  n)  -rep resen tation  f o f  f  J .

A s the set [g] con tains the m in im al rep resen ta tion  o f  f  for any f  e  G , w e w ill also say 
tha t [g] is a (p ,  n )-rep resen ta tion  o f  G . W e w ill also u se  G  and [g] in terchangeably  
and  w e w ill w rite  f  e  [g] for short, i f  the  con tex t is clear.
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P lease  no te  tha t th e  m in im al (p ,  n ) -rep resen tation  g  o f  g  defines (p ,  n )-f-se t G  c  C np , 
w hich , in general, con tains m ore  than  the so le  function  g . A lso , in  general, for any 
(p ,  n )- f-se t G  th e re  are  functions g  e  G  w hich  are d iscon tinuous at g rid  po in ts —i ■ h 
(see (5 )). Som etim es, w e w ill need  to assum e h igher regularity , there fo re  w e define:

D e fin itio n  4 L et G  =  [g] b e  a (p ,  n )-f-se t. The C k -support o f  G  is defined as:

S u p p (k)([g]) := S u p p (k)( G ) :=  G  n  C k .

F or convenience w e also set:

S u p p ([ g ] )  := S u p p ( G ) :=  G.

P lease  no te  that, in  general, C np d  S u p p ( G ) =  S u p p (0)(G ) c  C 0 . It m ay  also happen  

tha t S u p p (k)(G )  =  0  for non-em pty  G  even for k  =  0.
N ow  w e p resen t th ree sim ple facts about the convexity  o f  th e  support sets. These 

p roperties w ill b e  im portan t in  the con tex t o f the com puter-assisted  proofs and in  an 
app lication  o f T heo rem  11 to  ( p ,  n ) -f-sets in Sect. 4 .

L e m m a  3 For (p ,  n )-representations  [j>], [ f ]  c  R m, m  =  p ( n + 2 ) + 1 ,  the fo l lo w ing  
s ta tem ents  h o ld  true:

-  I f  [g] c  [ f ] ,  then  S u p p ([ g ] )  c  S u p p ( [ f ] ) .
-  I f  [g] is a convex se t  in R m, then S u p p ([ g ] )  is a convex se t  in C np .

-  I f  [g ] is a convex se t  in R m, then S u p p ([ g ] )  n  C k is a convex se t  f o r  any  k  > 0.

W e om it the easy  proof.

To ex trac t in fo rm ation  on g [k] ^ — p  +  e^ for any i and k  hav ing  only  inform ation  

sto red  in  a (p ,  n)  -rep resen tation , w e in troduce  the  fo llow ing definition.

D e fin itio n  5 L et (p ,  n )-rep resen ta tion  g  b e  given. W e define

c f k](e) =  W k )  ■ e l—k ■ g i,[l\  
l=k '  '

for 0  < e < 1 , 1 <  i <  p  and 0  <  k  < n +  1 .

W e w ill om it subscrip t g  in cg [k] (e)  i f  it is c lea r from  the context. T he fo llow ing  lem m a 
fo llow s im m edia te ly  from  th e  T aylor fo rm ula, so w e skip the proof:

L e m m a  4 A ssu m e  g  e  C np a n d  its (p ,  n )-representation  g  are given. Then f o r  0 <  

e < p ,  1 <  i < p  a n d  0  <  k  < n +  1

gM  L  +  e ^  e  c l' [k (e)

holds.
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B efore  p roceed ing  to  the  p resen ta tion  o f  th e  in tegration  procedure , w e w ould  like 
to d iscuss the p rob lem  o f  ob tain ing  Taylor coefficients o f  a so lu tion  x  to  E q. ( 1) at 
a g iven tim e t  (w henever they  exist). F ro m  E q . ( 1), w e have (w e rem ind  that, at grid 
po in ts, by  the derivative w e m ean  th e  righ t derivative):

d k—1 

x (k)( t ) =  d t k - 1 f  ( x ( t  — 1 ) ’ x ( t ))■

F or exam ple, in case  o f  k  =  1, w e obviously  have:

x (1)( t ) =  f  ( x ( t  — 1 ), x ( t ) ) ,  

and  in case  k  =  2 , b y  app ly ing  the chain  ru le , w e get:

x {2)( t ) =  d -  ( x ( t  — 1 ), x ( t )) ■ x (1)( — 1 ) 
d z 1 

+  d -  ( x ( t  — 1 ), x ( t )) ■ x (1)(0 ) 
d z2

I f  w e define a function  F(i) : R 4 ^  R  as

d f  d f
F ( 1) ( z 1 , z 2 ’ z3 ’ z4) =  —  ( z 1 , z3) ■ z 2 +  —  ( z 1 , z3) ■ z4, 

dz1 dz3

then  w e see that

x (2>( t ) =  F(t) ( x ( t  — 1 ), x (1)(t — 1 ), x ( t ), x (1 ) (t)^  .

N ow, by  a recu rsive  application  o f  th e  chain  ru le, w e can obtain  a fam ily  o f  functions 
F f  =  {F(k) : R 2'(k+ 1) ^  R }keN  such that:

x  (k+ 1)( t ) =  F (k) ( x  ( — 1 +  t ) , . . . ’ x  (k)(— 1 + 1), x  ( t ) , . . . ’ x  (k)( t ) )  .

B y  setting

F[k](z1 ,. . . ’ z2(k+1)) =  k j F(k) (0 ! ■ z 1 , . . . ’ k !■ zk+1, 0 ! ■ zk+2, .  . . , k !■ z2-(k+1)),

(6 )
w e can w rite  sim ilar iden tity  in term s o f  the Taylor coefficients x [k]:

x [k+ 1]( t ) =  — ^  ■ F[k] ( x [0] (—1 + 1) , . . . ’ x [k]( —1 +  t ), x [0]( t ) , . . . ’ x [k]( t ) )  . (7) 
k  +  1  ̂ /

A s w e are using  the Taylor coefficients in stead  o f derivatives to rep resen t our ( p ,  n )- 
f-sets, this no ta tion  w ould  b e  m ore  su itab le  to  describe  com puter algorithm s. F rom  
now  on, w e w ill also sligh tly  abuse th e  no tation  and w e w ill deno te  F[k] by  F [k]
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and  F(k) by  F (k). T his is reasonab le , since, for a function  F  : R  ^  R  defined  by 
F ( t ) := f  ( x ( t  — 1 ), x ( t )), w e have:

F  (k)( t ) =  F(k) ( x  (0)(—1 +  t ) , . . . ,  x  (k)(—1 + 1), x  (0) ( t ) , . . . ,  x  (k)]( t ) ) ,  

a n d

F  [k]( t ) =  F[k] ( x  [0]( —1 +  t ) , . . . ,  x  [k]( —1 +  t ), x  [0]( t ) , . . . ,  x  [k\ t ) ) .

R em a r k  2 T he  ta sk  o f  ob tain ing  fam ily  F f  by  d irec tly  and analy tica lly  app ly ing  the 
chain  ru le  m ay  seem  qu ite  ted ious, especially , i f  one w ill b e  requ ired  to supply  this 
fam ily  as im plem en ta tions o f  com puter procedures. It turns out, tha t this is no t the case 
for a w ide  class o f functions. In fact, only  the  r.h .s. o f E q. ( 1) needs to b e  im plem ented  
and  th e  derivatives m ay  b e  ob ta ined  by  the m eans o f  th e  au tom atic  d ifferen tia tion  (A D ) 
[2 1 ,26 ]. W e u se  T aylor coefficients x [k] to  follow  the no tation  and im plem en ta tion  of 
A D  in the C A PD  lib rary  [1] w hich  prov ide  a set o f rigo rous in terval arithm etic  rou tines 
used  in our p rogram s.

2 .2  O n e  S te p  o f  th e  In te g ra t io n  w ith  F ix ed -S ize  S te p  h  =  p

W e are g iven (p ,  n )-f-se t x 0 and the task  is to  obtain  x h— a (p ,  n )-f-se t such that 
y ( h ,  x 0 ) C  x.h . W e w ill deno te  the p rocedu re  o f  com puting  x h b y  Ih , th a t is:

xh =  Ih (x 0 ).

F irst o f  all, w e consider how  x 0 and  x h =  Ih (x0) re la te  to each other. T heir m utual 
a lignm en t is show n in F ig . 1.

W e see that x ^  overlap w ith  x0—1,[k], so they  can b e  sim ply  shi f ted  to  th e  new  
rep resen ta tion— w e call this p rocedu re  the shi f t  part .  O ther coefficients need  to be 
estim ated  using  the dynam ics genera ted  by  E q. ( 1) . W e call this p rocedu re  the f o rw ar d  
part .  T his p rocedu re  w ill b e  d iv ided  in to  th ree  subroutines:

1 . com puting  coefficients x l ’[k for k  e { 1 , . . . ,  n},

2 . com puting  the rem ainder x l ’[n + 1 ,

3. com puting  the estim ate  for x h (0) (s to red  in x ° ,[0]).

F o rw a rd  P a r t :  S u b ro u tin e  1
T his p rocedu re  is im m edia te ly  ob tained  by  a recu rsive  app lication  o f  E q. (7 ) :

D ,[0] _  =0,[0]
' h

= 1 ,[k]

=  x,0

=  -  ■ f [k—1 ] x p,[0]x' 0 , z.p,[k~ 1 ] x 1 ,[0], x' h , x lh [k—l] \

w here  1 <  k  <  n .
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Fig. 1 A graphical presentation of the integrator scheme. We set n = 2 and p = 4.A (p, n) -representation 
is depicted as dots at grid points and rectangles stretching on the whole intervals between consecutive grid 
points. The dot is used to stress the fact that the corresponding coefficient represents the value at a given grid 
point. Rectangles are used to stress the fact that remainders are bounds for derivative over whole intervals. 
Below the time line we have an initial (p, n)-representation. Above the time line, we see a representation 
after one step of size h = 1 . Black solid dots and gray rectangles represent the values we do not need to 
compute—this is the shift part. The forward part, i.e., the elements to be computed, are presented as empty 
dots and an empty rectangle. The doubly bordered dot represents the exact value of the solution at the time 
t = h = p  (in practical rigorous computations it is an interval bound on the value). The doubly bordered 
empty rectangle is an enclosure for the n + 1th derivative on the interval [0 , h]
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F o rw a rd  P a r t :  S u b ro u tin e  2
T his subroutine can b e  derived  from  th e  m ean  value theorem . W e have for e < h:

 1 x (n+ 1 ) (e) = ------1-------- x (n+ 1) (0 )------ + -1---------x (n+2)(£) ■ e =
(n +  1 )! W  (n +  1 )! W  (n +  1 )!

F [n] (x  (—1 ) , . . . ,  x  [n\ — 1), x  ( 0 ) , . . . ,  x  [n](0 ), )
(n +  1 )

+  F  [n+ 1] (x  ( —1 +  £ ) , . . . ,  x  [n+ 1] (—1 +  £),  

x  ( £ ) , . . . ,  x  [n+ 1]( £ ) )  ■ e

for som e 0 <  £ <  e. L e t us look  at th e  tw o term s tha t appear on the r.h.s. o f  E q. (8 ) . 
T he  question  is: C an w e estim ate  them  b y  having  only  x 0 and already  com puted  x ^ [k] 
from  S ubrou tine  1 ? L et us d iscuss each o f  these  term s separately.

B y L em m a 4 , w e have for 0 <  k  <  n  +  1:

x [k](—1 +  £)  e  c f0[k] ([0 , h ])

M oreover, b y  D efin ition  2 , w e know  that:

x [k]( —1 ) e  x p ,[k] 

x [k](0 ) e  x h1 ,[k]

So those  term s can b e  easily  ob tained. T he p rob lem  appears w hen  it com es to x (£) 
and  x [k](£), for £ e  (0 , h)

A ssum e for a m om en t tha t w e have  som e a p rio ri estim ates for x ([0, h ]), i.e ., a 
set Z  c  R  such tha t x ([0, h ])  C Z . W e call this set the rough enclosure  o f  x  on the 
in terval [0, h ]. H aving  rough  enclo su re  Z , w e cou ld  apply  E q. (7 ) (as in the case  of 
S ubrou tine  1) to obtain  th e  estim ates on x [k] ([0, h ])  for k  > 0. So the question  is: 
how  to find a cand ida te  Z  and  p rove tha t x ([0, h ]) C  Z ? T he fo llow ing  lem m a gives 
a p rocedu re  to test th e  later.

L e m m a  5 L e t Y  c  R  be a c lo sed  in terva l a n d  le t x 0 be a fu n c tio n  defined  on  [—1, 0], 
A ssum e th a t the fo llo w in g  h o ld s true:

Z  :=  x 0 (0) +  [0, h ] ■ f  (x 0 ( [—1, —1 +  h ] ) , Y ) C  i n t ( Y ). (8 )

T hen the so lu tion  x  ( t ) o f  Eq, ( 1) w ith the in itia l cond ition  x 0 exists on the in terval 
[ 0 , h ] and

x  ([0, h ])  C  Z .

P ro o f  W e can trea t E q . ( 1) on th e  in terval [0, h] as a non-au tonom ous O D E  o f  the 
form :

x ' =  f  ( a ( t ), x ),
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w here  a ( t ) =  x ( t ) for t e  [—1, —1 +  h] is a know n function . N ow  th e  conclusion  
fo llow s from  the p ro o f o f the analogous theo rem  for O D E s. T he p ro o f  can b e  found 
in [35]. □

U sing  L em m a 5, a heu ristic  iterative algo rithm  m ay  be  designed  such tha t it starts 
b y  guessing  an in itia l Y , and  then it applies E q. (8 ) to obtain  Z . In a case  o f  failure 
o f  the inc lusion , i.e ., Z  c  Y , a b igger Y  is taken  in the nex t iteration . P lease note 
tha t this ite ra tion  m ay  never stop or p ro d u ce  unaccep tab ly  b ig  Y , especia lly  w hen  the 
step  size h is large. F ind ing  a rough  enclosu re  is the only  p lace  in  the algo rithm  o f the 
in teg ra to r tha t can  in  fact fail to  p roduce  any estim ates. In such a case, w e are no t able 
to p roceed  w ith  the in tegration , and w e signalize  an error.

N ow  w e can sum m arize the algorithm  for S ubroutine 2 as follow s:

c [k] :=  cp ,[k]([0 , h]) ,  k  e ( 0 , . . . , n  +  1 } 

d [0] :=  Z  as in  E q .(8 ) ,

d [k] :=  1  ■ F [k—1] ( c [0], . . . ,  c [k—1 ], d [0], . . . ,  d [k—1 ])  , k  e  ( 1 ,

a * ____  1 F [n] ( xp,[°] x pAn} - 1 ,[0] - 1, [n])u :=  (n  +  1 ) • c  ^ 0 , . . . ,  A 0 , Ah , . . . ,  Ah j

b* :=  F [n+ 1] (c [0] , . . . ,  c [n+ 1] , d [0], . . . ,  d [n+ 1]), 

x,1,[n+ 1 ] :=  a* +  b* ■ [0 , h]

, n  +  1 }

R e m a r k  3 P lease  no te  tha t the term  a* is com puted  th e  sam e w ay as o ther coefficients 
in S ubroutine 1 and the rough  enclosu re  do no t influence this term . In fact this is 
the  n  +  1th derivative o f  the flow  w.r.t. tim e. It is p o ss ib le  to keep track  o f  those 
coefficients during the in teg ra tion  and after p  steps (full delay) those  coefficients m ay  
b e  used  to  bu ild  a (p ,  n  +  1 )-rep resen ta tion  o f  th e  so lu tions— this is a d irec t reflection  
o f consequences o f L em m a 2 .

T his fact is also im portan t for th e  com pac tness o f the evolution  operator— an essen ­
tia l p roperty  tha t allow s for an application  o f the topo log ica l fixed po in t theorem s in 
in fin ite-d im ensional spaces.

F o rw a rd  P a r t :  S u b ro u tin e  3
T he last subrou tine  o f  the fo rw ard  p art can  be  sim ply  ob tained  b y  using  D efin ition  2 

and  E q. (5 ) :
n

x h° ,[0] : = £ x 1 ' ^  h k +  x f  :n+ 1] - h n+  1 .
k= 0

N o tice  tha t the poss ib le  influence o f th e  usua lly  overestim ated  rough  enclo su re  Z  is 
p resen t only  in  th e  last te rm  o f the o rder h n+ 1 , so for sm all h (large enough  p ), it 
should  no t b e  a prob lem .
T h e  I n te g ra to r :  A lto g e th e r

S tric tly  speaking, the m apping  Ih does no t p roduce  a ( p ,  n ) -f-se t w hich  exactly  
rep resen ts x h =  y ( h ,  x 0 ). Instead, it re tu rns som e b igger set [xh] such tha t x h is 
con ta ined  in it. O f course, w e are  in terested  in ob tain ing  a resu lt as c lose  as p o ss ib le  to
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th e  set o f  true  so lu tions rep resen ted  by  p ( h , x 0 ). So, for technical reasons w hich w ill 
b e  apparen t in Sect. 2 .3 , w e decom pose  I h in to  Ih =  @ +  R  such tha t @ : R m ^  R m 
and  R  : P (R m) ^  P (R m). L e t @ (x ) =  $  and put:

$  i,[k] :=  x i — 1,[k], i e { 2 ,

$  1-[0] :=  x  0,[0],

4> 1-[k] ;=  I  . F [k—1] ( x p , [0]
k  V

n
$  0,[0]

sw
II

k= 0

, x  p ,[k—1] $  1,[0] • 1 ,[k—1]
,

k  e  {1 ,

(9)

( 1 0 )

,n},

( 1 1 )

( 1 2 )

L et R ( x ) =  r  and put:

r i,[n+ 1]

r  1, [p+1]

r 0,[0]

x i—1 , [n+ 1]

=  a

i e  {2 , 

[0 , h ],

, p } ,

=  h ■ (a* +  b* ■ [0 , h ] ) .

T he m ap  @ is ca lled  the Taylor part ,  w h ile  the m ap R  is ca lled  the R em a ind er  part .  
T his decom position  is im portan t for an efficient reduction  o f  negative effects caused  
by  using  in terval arithm etic, p rim arily  the w rapp ing  effect, bu t also the dependency  
p rob lem  to som e extent.

*b

2 .3  R e d u c in g  th e  W ra p p in g  E ffe c t

A  rep resen ta tion  o f  objects in com putations as the in terval sets has its draw backs. 
P ossib ly  the m ost severe o f  them  are th e  phenom ena  ca lled  the w rapp ing  effect and the 
dependency  prob lem .  T heir in fluence is so dom inan t tha t they  are  d iscussed  in  virtually  
every paper in the field  o f  rigo rous com puta tions (see [35] and references therein). 
T he dependency  p rob lem  arises in  in terval arithm etic  w hen  tw o values theoretically  
rep resen ting  the sam e (or dependent) value are com bined . T he m ost triv ial exam ple
is an operation  x  x  w hich  is alw ays 0, bu t it is no t the case  for in tervals. For
exam ple, applying the operation  to  the in terval x  =  [ — 1 , 1 ] gives as the resu lt the 
in terval [ — 2 , 2 ] w hich con ta ins 0 , bu t it is far b igger than  w e w ou ld  like it to  be.

T he w rapp ing  effect arises w hen one in tends to rep resen t a resu lt o f  som e evaluation 
on sets as a sim ple in terval set. F igure  2 illustrates this w hen w e consider the ro tation  
o f  the  square.

O ne o f  th e  m ostly  u sed  and efficient m ethods for reducing  the  im pact o f  the w rap ­
ping  effect and the dependency  p rob lem  w as p roposed  b y  L ohner [15]. In the context 
o f  the iteration  o f  m aps and the in tegration  o f  O D E s, he  p roposed  to  rep resen t sets by 
para lle log ram s, i.e., in terval sets in  o ther coord inate  system s. In the sequel, w e follow  
[35], and w e sketch  the  L ohner m ethods briefly.

B y J  w e deno te  a com puta tion  o f  I h (■) using  po in t-w ise  evaluation  o f  the Taylor 
part, i.e.,
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Fig. 2 An illustration of the wrapping effect problem for a classical, idealized mathematical pendulum 
ODE x =  —x . The picture shows a set of solutions in a phase space (x, x ). The gray boxes present points 
of initial box moved by the flow. The colored boxes present the wrapping effect occurring at each step when 
we want to enclose the moving points in a product of intervals in the basic coordinate system. For example, 
the blue square on the left encloses the image of the first iteration. Its image is then presented with blue 
rhombus which is enclosed again by an orange square. Then the process goes on (Color figure online)

J ([x ]) :=  I U  ® ( x ) I +  R ([x ]).
\xe[x] )

L et us consider an iteration:

[xk] =  J  ([xk—1 ] ) ,  k  e  N

w ith  in itia l set [x 0]. 
L et us deno te  x k =  m i d ( [ x k ]) and [rk] =  [xk] — x k . B y a sim ple argum ent based  

on th e  m ean  value theo rem  [35], it can  be  show n that:

[xk+ 1 ] C  @(xk ) +  [D 0  ([xk])] ■ [rk] +  R ([ x k ]).

W e can re fo rm u la te  the p rob lem  o f  com puting  [xk+ i]  to  the  fo llow ing system  of 
equations:

[Ak] =  [ D 0 ( [ X k ] ) ] ,  (13)

xk+ 1  =  m i d  ( [ 0 ( x k ) +  R ( [X k ] ) ] ) ,  (14)

[Zk+1 ] =  @([xk  ]) +  R([xk  ]) — xk+1, (15)

[rk+1] =  [Ak] ■ [rk] +  [Zk+1]. (16)

N ow  th e  reduction  in the w rapp ing  effect cou ld  be  ob tained  by  choosing  suitable 
rep resen ta tions o f sets [rk] and a carefu l evaluation  o f E q. ( 16) . T he term ino logy  used 
for this in  [35 ] is the rearrangement  computat ions.  W e w ill b riefly  d iscuss possib le  
m ethods o f  hand ling  E q. ( 16) .
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M e th o d  0 (In terval Set): R epresen ta tion  o f [rk] by  an in terval box  and the d irect 
evaluation  o f  ( 16) is equ ivalen t to  d irec tly  com puting  I h ([xk+ 1]). T his m ethod  is 
ca lled  an  in terva l se t and is the least effective.
M e th o d  1 (Paralle lep iped): w e requ ire  tha t [rk] =  B k ■ [rk ] for [rk ] be ing  an interval 
bo x  and B k be ing  an invertib le  m atrix . T hen  ( 16) becom es:

[rk+1] =  Bk+1 ^B—+ 1 [A k ] Bk+1 ' [rk ] +  B—_\[zk+1])  .

S ince it is d ifficult to obtain  the exact m atrix  inverse in com puter ca lcu lations, w e w ill 
u se  in terval m atrices [B k ] and [B—1] tha t con tain  B k and B—1, respectively . T hus the 
equation  on [r] becom es:

[r:k+1] =  ( [ Bk+ \][A k ] [B k + 1 ^  ■ [rk] +  [B k+ 1 ] 1[Zk+1].

I f  [B k ] ’s are  w ell-chosen , then  the fo rm ula  in  b rackets can  be  evaluated  to p roduce  a 
m atrix  c lose  to iden tity  w ith  very  sm all d iam eter, thus th e  w rapp ing  effect reduction  
is achieved. T he P ara lle lep iped  m ethod  is ob tained  w hen  Bk+ 1 is chosen  such that 
Bk+ 1 e  [Ak] [Bk+ 1]. T his approach  is o f  lim ited  u se  because  o f  the need  to  com pute 
the  m atrix  inverse o f  a genera l m atrix  Bk+ 1 , w hich  m ay  fail or p roduce  unaccep tab le  
resu lts  i f  Bk+ 1 is ill-conditioned .
M e th o d  2  (C uboid): this is a m odification  o f M ethod  1. In  this m ethod , w e choose 
U  e  [A k ] [Bk+ 1], and w e do th e  floating p o in t approx im ate  Q R  decom position  of 
U  =  Q  ■ R , w here Q  is c lose  to an o rthogonal m atrix . N ex t w e obtain  m atrix  [ Q] by 
apply ing  th e  in terval (rigorous) G ram -S ch m id t m ethod  to  Q , so there  ex ist orthogonal 
m atrix  Q  e  [Q  ] and Q —1 =  Q T e  [Q  ]T .W e  set B k+ 1 =  [Q  ], B— =  [Q ]T . 
M e th o d  3 (D oubleton): th is rep resen ta tion  is u sed  in our com putations as it proved
to b e  th e  m ost efficient in num erica l tests [24 ] and in o ther app lications; see [35 ] and
references therein . T he o rig inal idea  b y  L ohner is to separate  th e  errors in troduced  
due  to  the large size o f  in itia l data  and the  local errors in troduced  b y  th e  num erical 
m ethod  at every step. N am ely , w e set:

[rk+ 1 ] =  [Ek+1][r0 ] +  [ k + 1 ]

[rk+ 1 ] =  [Ak ][rk ] +  [Zk+1 ]

[E k + 1 ] =  [Ak ][ Ek  ] E 0 =  I d

w here  [rk ] is evaluated  b y  any m ethod  0 -2 . To reduce  the p o ss ib le  w rapp ing  effect in 
the  p roduc t [A k ] [E k ], L ohner p roposed  the follow ing:

[rk+ 1 ] =  Ck+1[r0] +  [ k + 1 ]

[ ^ + 1 ] =  [A k][rk] +  [Zk+1] +  ([Ak]Ck — C k+ 1 ) [r0]

r0 =  0 C 0 =  I d  C k+ 1 e  [A k]C k.

A gain , [I1] is evaluated  by  any m ethod  0 -2 . P lease no te  tha t there  is no need  to  inverse 
a m atrix  in  the doubleton  rep resen ta tion  w hen  [I1] is evaluated  either b y  M ethod  0 or
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M ethod  2, so this approach  is su itab le  for th e  case  w here  Ak  m ay  b e  c lose  to  singular. 
In the com puter-assisted  proofs p resen ted  in this paper, w e u se  M ethod  0 to rep resen t 
[r] because  it is less com puta tionally  expensive and, in our cu rren t setting , u sing  the 
o ther m ethods have no t im proved  the resu lts . T his is puzzling , as it con trad icts our 
experience  w ith  O D E s w here  M ethod  2 is p referab le , and thus it m igh t b e  w orthw hile  
to investigate  th is phenom ena  in  som e la ter study.

2 .4  O p tim iz a t io n  E x p lo itin g  th e  B lo ck  S tr u c tu re  o f  D ® ( x )

In our setting , [A k ] =  D @ ( x k ), w here x k is the (p ,  n )-f-se t in  the k th  step of 
in tegration . A s [A k ] is m  x  m  m atrix , w here  m  is the size o f (p ,  n )-rep resen tation
(m =  p  ■ (n +  2 ) +  1 ), and therefore , if  w e decide  to rep resen t the erro r p art [r] in
doub le ton  by  in terval b o x  (L ohner M ethod  0), then the m atrix  m ultip lica tions invo lv ­
ing  the m atrix  [A k ] take th e  m ost o f  the execu tion  tim e in one step o f  in teg ra tion  in 
the  L ohner algorithm , especia lly  for large n  and /or p .  F ro m  E qs. (9- 12), w e see that 
D @ ( x ) has a n ice  b lo ck  structu re  and contains a large num ber o f zero  en tries, i.e., 
it is a sparse  m atrix . T his struc tu re  is w ell v is ib le  w hen  w e u se  the fo llow ing  index 
function  I:

I(0 , 0 ) =  1 ,

I( i ,  k ) =  1 +  (i — 1) ■ (n +  1) +  k , 1 <  i <  p ,  0 <  k  <  n,

I ( i ,  n  +  1 ) =  1 +  p  ■ (n +  1 ) +  i, 1 <  i <  p .

U nder this index  function , [A k ] is o f  the  form:

A11 0 A 13 0oiiS

I d 0 0

0 0 0 0

w here  A 11 is n  +  1 x  1 m atrix  (colum n vector), A 13 is n  +  1 x  n  +  2, and  I d  is an 
iden tity  m atrix  o f  size (p  — 1) ■ (n + 1 ) .  T herefore , w e u se  this index  function  to define 
b locks for all m atrices and vectors appearing  in all m ethods d iscussed  in Sect. 2 .3 , 
as, w ith  such b lo ck  rep resen ta tion  o f  m atrices and vectors, w e can easily  p rog ram  the 
m ultip lica tion  b y  a m atrix  or a vector so tha t all the  operations on any zero  b lo ck  are 
avoided. W e w ill refer to  th is as th e  op tim ized  algorithm .

If  w e have an arb itrary  m atrix  C , then  the cost o f  com puting  [A k] ■ C  by  a stan ­
dard  algo rithm  for the m atrix  m ultip lica tion  is o f  order O (n3 ■ p 3) in  b o th  th e  scalar 
addition  and m ultip lica tion  operations (w e rem ind , tha t p , n  are the param eters o f 
(p ,  n )-rep resen ta tion ). In the case  o f  the op tim ized  algorithm , the b lo ck  structu re  and 
sparseness o f  [A k] red u ce  the com puta tional co st to  O (n2 ■ p 2) in  scalar additions and
0  (n3) in  scalar m ultip lications.

T he com puta tion  tim es for th e  com puter-assisted  proofs d iscussed  in Sect. 4  on the 
2 .50 G H z p rocesso r (see Sect. 4  for a de ta iled  specification) are p resen ted  in T able 1. 
W e see that th e  op tim ized  algo rithm  is m uch faster than the  d irec t m ultip lication , the 
speed-up  is ev iden t especia lly  for the  larger (p ,  n )-rep resen ta tions.
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Table 1 A comparison of the execution times for computer-assisted proofs for standard and optimized 
matrix multiplication on 2.5 GHz processor (no multi-threading)

Proof (p , p) Standard multiplication Optimized multiplication

Theorem 12 (32, 4) 45 s 1 2 s
Theorem 13 (128, 4) 133 min 12  min

3 Poincare Map for Delay Differential Equations

3.1 D efin itio n  o f  a  P o in c a re  M a p

W e begin  w ith  the defin ition  o f  the (transversal) section  o f  the sem iflow  p associated  
w ith  ( 1). F irst, w e w ou ld  like to recall the O D E  setting  w here, for a flow  p  : R  x  R m ^  
R m, a (local) transversa l section  S  is u sua lly  defined  as a (subset of) sm ooth  m anifo ld  
M  o f cod im ension  one satisfy ing  the  transversa lity  condition:

d
— p ( t , x 0 ) | t = 0  =  f  (x 0 ) e  Tx0M ,  x 0 e  S, (17)

w here  Tx M  denotes the tangen t bund le  at x  . I f  M  is a hyperp lane

M  =  {x e  R m | s  ■ x  =  a}

for som e given norm al vector s  e  R m , ||s || =  0 and a e  R , then cond ition  ( 17) 
becom es

s ■ f  (x 0 ) =  0, x 0 e  S.

W e w ill u se  a sim ilar approach  in  the con tex t o f the sem iflow  p associa ted  w ith 
( 1) . W e w ill res tric t ourselves to the linear sections, and w e w ill u se  the fact tha t from  
E q . (4 ) and L em m a 2 , it follow s

d
d t p ( t , x 0 ) | t= t0 x t0

for any t0 >  t . M oreover, x t0 is o f  class C p—1 w herever t0 >  n  ■ t . T his observation  
w ill be  crucial for the defin ition  o f a transversa l section  in  the D D E  con tex t and, later, 
for the rigo rous com puta tion  o f  Po incare  m aps.

D e fin itio n  6  L et p  b e  the sem iflow  associated  w ith  the system  ( 1) . L e t n  e  N , s  : 
C p ^  R  be  a con tinuous affine m apping , i.e ., s ( x ) =  l ( x ) +  a, w here  l is a bounded  
linear functional and a e  R . W e define a g loba l C n -section  as a hyperp lane:

S  =  {x e  C p | s ( x ) =  0}.

A ny  convex and bounded  subset S  c  S  is ca lled  a local C n -section  (or sim ply  a 
section).
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A  section  S  is said  to b e  transversal  i f  th ere  exists a convex open set W  c  C n such 
that

W  n  5  =  U, W  =  W—U U  U W+,

w here

W— =  (x e  W  | s ( x ) < 0}, W+ =  (x e  W  | s ( x ) >  0}, cl ( U ) =  cl (S ),

sa tisfy ing  the condition
l ( x ) >  0, Vx e  W  n  C n+ 1. (18)

W e w ill re fe r to ( 18) as the transversality  condition.

R e m a r k  4  P lease  no te  that th e  requ irem en t x  e  W  n  C n + 1 in  ( 18) is essen tia l to 
guaran tee  tha t x  and  thus l ( x ) in ( 18) are w ell defined, as, for x 0 e  C n + 1 and  t  > 0, 
it m igh t happen  tha t y ( t , x 0) is o f  class C k, k  < n  +  1 (the loss o f regularity ), but 
L em m a 2 states that w e only  need  to  “long en ough” in teg ra te  the in itia l functions to get 
rid  o f th is p rob lem  com pletely . T hese  tw o phenom ena  are  illu strated  in  the follow ing 
exam ple.

L et x 0 e  W  for W  as in  D efin ition  6 . In general, it happens that y ( e ,  x 0) /  C n for 
sm all e > 0. T his m ay  seem  at first to  con trad ic t in tu ition  from  L em m a 2 , bu t in  fact 
it is not. C onsider the fo llow ing r.h.s. o f  E q. ( 1) :

f  (Z1 , Z2 ) =  Z1 , Vz1 , Z2 e  R

L e t x 0 =  1 be  an in itia l function  and  le t x  b e  a so lu tion  to  E q. ( 1) w ith  x |[—1,0] =  x 0 

and  delay  t =  1. W e see tha t x ( t ) is C “  on [—1, 0). H ow ever, at t  =  0, w e have

0  =  x ' ( 0 —) =  1 =  x ' ( 0 + ) =  f  ( x ( —1), x (0 ) ) ,

so x t : [ - 1 ,  0] —— R  is only  o f class C 0 for any t  e  (0, 1). T his is a very  undesirab le  
p henom ena , bu t th e  so lu tion  w ill be  sm oothed  after a full delay, accord ing  to L em m a 2 . 
A s x ( t ) =  1 + 1 on [0, 1], w e have at t  =  1:

1 =  x ' ( r ) =  x ' ( 1 + )  =  f  ( x (0), x ( 1 ) ) .

O ne can show  again  tha t x (2)(1 —) =  x (2) (1 + ), the re fo re  x  is o f  class C 1 on (1, 2), 
and the sm ooth ing  of so lu tions goes on w ith  the  increasing  t .

T his show s for any x 0 e  C n , i f  m > n  ■ t , then  w e have “on ly” y ( m ,  x 0) e  C n 
in a genera l case. O n the o ther hand, “long enough” in tegration  tim e m  can  b e  used 
to guaran tee  tha t every  in itia l function  x  e  C 0 has a w ell defined im age in C n under 
m app ing  y ( m ,  ■). T his is essen tia l in th e  fo llow ing  construction  o f a P o incare  m ap for 
D D E s (T heorem  5 and  D efin ition  7 ) .

T h e o re m  5 A ssu m e  n  e  N, V  c  C 0. L e t  S  be a local transversal C n -s e c t io n fo r  ( 1) 
a n d  let W  be as  in Definition 6. L e t  m =  (n +  1) ■ t .
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A ssum e th a t there exist t 1, t2 e  R , a  <  t 1 <  t2, such th a t the fo llo w in g  conditions  
h o ld  fo r  a ll x  e  V :

p ( [ t1, t2 ], x ) C  W , <p(t1, x ) e  W — a n d  p ( t2 , x ) e  W+. (19)

Then, f o r  each x 0 e  V , there exists unique tS (x0) e  ( t1, t2) such tha t
p  (tS (x0), x 0) e  S, A lso , tS : V  ^ [ t 1, t2 ] is continuous,

P ro o f  L e t x 0 e  V . B y  assum ptions, p ( t , x 0) =  x t e  W  for t  e  [t1, t2 ] bu t also 
x t e  C n+ 1, b y  the assum ption  on constan ts a ,  t 1, t2 (by  L em m a 2 ). So s (x t ) is w ell 
defined and C ond ition  ( 18) guaran tees that

d  (  d \
— s ( p ( t , x )) =  l ( —  p ( t , x ) \  =  l ( x t ) >  0 , t e  [ t1 , t2 ].

T herefore , the function  defined  by  s ( t ) :=  s ( x t ) is con tinuous and stric tly  increas­
ing  on [t1, t2 ]. N ow, from  ( 19), it fo llow s there  exists un iq u e  t0 e  ( t1, t2) such that 
s (p ( t0 , x 0))  =  c. T ogether w ith  con tinu ity  o f  p  (L em m a 1) , this im plies con tinu ity  o f 
ts  : V  ^  ( t 1 , t2 ). □

D efin itio n  7 T he sam e assum ptions as in  T heo rem  5, in  particu lar assum e t 1 >  t ■ 
(n  +  1) =  a .  W e define the  transition  m ap to the sec tion  S  a fter  (a t least) a  by

P>a : V  ^  S  C  C n , P > a(x 0 ) :=  p  ( t s ( x 0 ), x 0 ) ,

for tS defined  as in T heo rem  5 . I f  V  c  S, then  the m ap  P>a  w ill be  ca lled  the Poincare  
return  m ap on  the sec tion  S  a fter  a .

F inally , w e state  the last and th e  m ost im portan t theo rem  that w ill allow  us to apply 
topo log ica l fixed p o in t theorem s to P>a .

T h e o re m  6 C onsider P oincare m ap (a fter a )  P>a  : S  D V  ^  S  fo r  som e section  S  
under the sam e assum p tions a s  in Theorem  5, especia lly  assum e (n  +  1) ■ t <  a  <  
tS ( V ) e  [t1 , t2 ],

A ssum e add itiona lly  th a t p ( [ a ,  t2], V ) is b o u n d ed  in C n,
Then the m ap P>a is con tinuous a n d  com pact in  C n, i,e,, i f  K  c  V  is bounded, 

then  c l (P>a ( K )) is com pact in  C n,

P ro o f  B y  T heorem  5 , P>a  is w ell defined  for any x 0 e  V  since t 1 >  a  >  (n  +  1) ■ t 
and  P>a (x0) e  C n+ 1.

T he con tinu ity  follow s im m edia te ly  from  th e  con tinu ity  o f  tS (T heorem  5 ) and p  
(L em m a 1) .

L et D  =  P>a ( V ). F ro m  our assum ptions, it fo llow s tha t D  is bounded  in  C n . A 
know n consequence  o f  th e  A rze la -A sco li T heorem  is that, i f  D  C  C n is c losed  and 
bounded , x  e  D , x (n+ 1) ex ists, and there is M  such tha t sup t |x (n+ 1) ( t )  <  M  for all 
x  e  D , then  D  is com pact (in C n -norm ). T herefore , to finish th e  proof, it is enough  to 
show  that there  is a un ifo rm  bound  on P>a ( x ) (n+ 1) . F o r th is, it is sufficient to  have a 
un ifo rm  bound  on ( p ( t , x ) ) (n+ 1 ) for t e  [ a ,  supxeV tS ]. T he  ex is tence  o f th is bound  
fo llow s from  boundedness o f  derivatives up  to order n  and fo rm ula  (7 ) . □
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T he restric tion  on th e  transition  tim e m ay  seem  a b it unnatu ra l since each solu tion  
becom es C “  eventually , as d iscussed  in R em ark  4 . In  fact, it should  b e  poss ib le  to 
w ork  d irec tly  w ith  th e  solu tions on the C n so lu tion  m an ifo ld  M n (i.e., M n c  C n and 
<p(t, M n ) c  M n for all t  >  0). W hen  w e restric t th e  flow  to the  solu tions m anifo ld  
M n , then  w e do no t need  to  dem and  tha t the transition  tim e to  th e  section  is b igger 
than  m =  (n +  1) ■ t . Instead , to obtain  the com pactness , w e need  to shift the set 
fo rw ard  only  by  one full delay. T herefore , w e obtain  the fo llow ing theore tica l result:

T h e o re m  7 C onsider Poincare m ap (after t ) P>t : S  D V  ^  S f o r  som e section S,
where V  c  M n, L e t  t 1 a n d  t2 be like in Theorem 5,

A ssu m e  tha t  p ( [0 , t2], V ) is b ou nd ed  in C n,
Then the m ap  P>t : V  ^  S  n  M n is continuous a n d  com pact in C n, i,e,, i f K  c  V

is bounded, then  c l (P>m( K )) is com pact in C n,

A t the p resen t stage o f  the developm ent o f  our a lgorithm , w e do no t have the 
constructive  param etriza tion  o f  th e  m an ifo ld  M n , th e re fo re  w e need  to u se  the “long 
enough” in tegration  tim e  m in th e  rigo rous num erica l com putations.

3 .2  R ig o ro u s  C o m p u ta tio n  o f  P o in c a re  M a p s

T he  restric tion  o f the in tegration  p rocedu re  Ih (Sect. 2 ) to th e  fixed-size step h =  p  
is a serious obstacle  w hen w e consider com puta tion  o f  P o incare  m ap  P>m : V  ^  S. 
O bviously , i f  w e assum e for sim plicity  that m =  q  ■ p , q  e  N  and tS ( V ) c  m  +  [£ 1 , £2] 
w ith  0  <  £ 1 <  £2 < p , then  w e have to find a m ethod  to com pute  im age o f  the set 
a fter sm all tim e £ e [ £ 1 , £2]. T he defin ition  o f  the (p ,  n ) -rep resen tation  together w ith 
E q . (5 ) g ive a h in t how  to com pute  the value o f  the function  (and the derivatives up 
to the order n ) for som e in term ed ia te  tim e 0 < £ < h .  B u t again, w e face yet another 
obstacle, as com puting  the (p ,  n )-f-se t rep resen ting  p (£ ,  x 0) for all in itia l functions 
x 0 in som e given (p ,  n )-f-se t turns out to  b e  im possib le . It can  b e  seen from  th e  very 
sam e exam ple  as in R em ark  4 . In th e  exam ple, x £ w ould  be  only  C 0 at t  =  —£. So if 
£ is no t a m u ltip le  o f  h , then , for any n > 0 , th e re  is no (p ,  n )-rep resen ta tion  o f  x £, 
un less w e res tric t the  com puta tions to  the set C np n  C n+ 1 (or to the solu tions m anifo ld  
M n ). T his is again  a reason  for an appearance  o f  th e  “long enough” in tegration  tim e 
in D efin ition  7 .

T his d iscussion  m otivates the fo llow ing  defin ition  and  lem m a.

D efin itio n  8  L et x 0 b e  a (p ,  n )-rep resen ta tion , and le t x:h =  Ih (x 0) and cx0 b e  as 
in D efin ition  5 . F or £ e  [0, h] w e define (p ,  n )-f-se t x.£ by  the fo llow ing (p ,  n)-  
represen tation :

x := 4 k  (£), i e { 1 , . . . ’ p } ,  k  e { 0 , . . . , n  +  1 }, 

x£’[n+ 1] := h u l ^ x î in+ 1], x h [n+ 1])  , i e { 1 , . . . ’ p} ,

n+ 1

x « .m  =  i l ' ' k ' - £ k .
k=0
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F or a given x 0 w e denote:
Ie(x0)  =  xe

F unction  I e w ill b e  ca lled  the shift by  e or the e-s tep  integrator.

R e m a r k  8  I e (x0) is constructed  in  such a w ay  tha t it con ta ins all so lu tions to (4 ) for 
in itia l functions x 0 e  S u p p ( x 0) n  M n+ 1 after tim e t  =  e.

T h e o re m  9 A ssu m e  tha t e e  [0, h], x 0 is a (p ,  n)-f-set,  L e t  define

x j  =  Ih ( x j —1 ), j  e  N.

I f n  • p  <  q  e  N, then
p ( q  • h  +  e, x ) e  I e ( ^ q )

f o r  a ll  x  e  x 0,

P r o o f  S ince q  >  n  • p ,  then q  • h  >  n  • t  and th e  p ro o f fo llow s from  L em m as 2 , 4 and 
D efin ition  2 . □

N ow, the  app lication  o f  I h and I e to com pu te  P>a  is straightforw ard.
P r o g r a m  P > a  
I n p u t :

1. a section  S;
2. a (p ,  n )- f-se t x0 C  S;
3. a  =  (n  +  1) • t ;

O u tp u t:

1. q  e  N, 0 <  e 1 < e2 < p  such tha t tS (x0) C  q  • p  +  [e1, e2] for a  <  q  • p ;
2. (p ,  n )-f-se t x > a  such tha t P>a (x 0) e  x > a  for all x 0 e  x 0;

A lg o rith m :

1. do at least (n  +  1) • p  iterations o f  Ih to  guaran tee  the C n+ 1 regu larity  o f  solutions 
for all in itia l functions (so the m ap P > („+ 1).r is w ell defined  and com pact).

2 . find q  >  ( n + 1 )-p  and e 1, e2 <  h  (fo r exam ple by  th e  b inary  search  algorithm ) such 
that for th e  assum ptions o f T heo rem  5 are guaran teed  for section  S, t 1 =  q  • h  +  e 1; 
t2 =  q  • h  +  e2 and  set W  defined by

W  :=  C n n  (I[e1 ,e2] ◦  I qh (X0 )  ■

3. B y assum ptions and by  T heorem s 5 and 9 , w e know  that w e have  Pt1 (x0) e  W  n  S  
for each  x 0 e  V . M oreover, by  T heorem  6 , the  m ap Pt1 is com pact (in C n ).

P lease note, tha t the operator I [e1 , e2 ] should  be  in te rp re ted  as com puta tion  o f  the 
sum  ( J ee[e1  e2] I e (-) or as any reasonab le  bound  on this sum . In our p rogram , w e ju s t 
evaluate  Ie w ith  e =  [e1, e 2].
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R e m a r k  10  [C ontro lling  the w rapp ing  effect for Ie] W e can use  th e  decom position  of 
I s in to  @e and R e such tha t the L ohner a lgo rithm  can again b e  u sed  in  the last step 
o f  the in tegration  as described  in  Sect. 2 .3 . W e skip the deta ils and re fe r to the source 
code docum enta tion  o f  th e  lib rary  availab le  at [24 ].

Now, the question  arises: H ow  to rep resen t the section  S  in  a m anner suitable for 
com puta tion  o f  th e  p ro g ram  P>m ?

3 .3  (p ,  n ) -S ections

S ince w e are using  the (p ,  n)  -rep resen tations to describe  functions in C n , it is advisable 
to define sections in  such a w ay tha t it w ou ld  be  easy  to  rigo rously  check  w hether 
x  e  S  for all functions rep resen ted  by  a g iven (p ,  n )-f-se t. T he stra igh tfo rw ard  w ay  is 
to requ ire  l in the defin ition  o f  S  to  depend  only  on rep resen ta tion  coefficients x I,[k].

D e fin itio n  9 L et h,k e  R  for (i, k )  e  C =  { 1 , . . . ,  p } x { 0 , . . . ,  n } U  {(0, 0)}. W e 
assum e that at least one li,k is no t equal to zero . L e t a e  R  b e  given. F or x  e  C p w e 
define a linear con tinuous m ap l : C n ^  R  by

l ( x ) =  J 2  l , k x  [k](—i ■ h ) .  (2 0 )
(i,k)eC

T he section  S  =  {x e  C n 11(x ) — a =  0} is ca lled  a (p ,  n)-section.

3.4  C h o o s in g  a n  O p tim a l S ec tion

N um erica l experim ents w ith  the rigo rous in teg ra to r have show n that the cho ice  o f 
a good  section  is a key factor to obtain  sufficiently  good  bounds on im ages o f  the 
Po incare  m ap to  be  u sed  in com puter-assisted  proofs repo rted  in  Sect. 4 . T he section  
has to  be  chosen  so that the d iam eter o f the bounds on transition  tim e tS should  be  as 
sm all as possib le ; see F ig . 3 .

W e w ill d iscuss the p rob lem  o f  choosing  op tim al section  in the O D E s case. Later, 
in Sect. 4 , w e w ill apply a heuristic  p rocedu re  based  on this d iscussion  to  obtain  a 
good  candidate  for an optim al section  in the D D E s setting.

L et us consider an O D E  o f  the form:

x ' =  f  ( x ), f  e  C 1 , x  e  R n . (21)

L e t x 0 b e  a period ic  orb it o f period  T  o f  the flow  p  induced  by  (2 1 ) . T hen, f  (x0) is 
a r igh t e igenvector o f  the m atrix  M  =  pp ( T , x 0) w ith  eigenvalue X =  1. L e t l b e  a 
row  vecto r w hich  is a le ft eigenvector o f  M  co rrespond ing  to X =  1. L e t us assum e, 
tha t the period ic  orb it passing  th rough  x 0 is hyperbo lic . In  such a case, the left and 
righ t e igenvectors co rrespond ing  to the eigenvalue X =  1 are un iquely  defined  up  to a 
m ultip lier and  w e have

l ■ f  (x0) =  0 -
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Fig. 3 Left: an illustration of the problem with big difference in transition time tS for poorly chosen 
section S.If tse q • — +  [e1 , e2] and |e1 — e^ | is large, then I[e1 ,e2] produces estimates on solutions distant 
from the section (blue rectangles), so the interval enclosure W of all solutions tend to be very large (green 
rectangle). Right: if the section is chosen carefully, then all the solution obtained from I ^  ̂ 2] are close to 
the section, so the set W is small

W e no rm alize  l so that
l • f  (x 0 ) =  1 .

Fo r any given row  vector v e  R n , le t us consider a section  Sv =  {x | v -x  — v-x 0 =  0}. 
W e define

v ^  =  {x e  R n | v • x  =  0 };

hence , v ±  is the tangen t space to  the section  Sv .
U nder the above assum ptions, w e have th e  fo llow ing lem m a.

L e m m a  6  I f  v • f  (x0) =  0, then  S v is loca lly  transversa l and

dtS v  ( ,  v • Ip  (T , x0) 
— — (x0 ) =  —— — ,
d x  v • f  (x0)

(22)

w here tSv  is the transition  tim e to the section  S v, defined  in  som e ne ighborhood  o f x 0, 
M oreover,

dtS v (x0) • b =  0, f o r b  e  v \  (23)
d x

i f f  v =  a l  f o r  som e a  =  0

P ro o f  T he  transition  tim e  to section  Sv is defined b y  th e  fo llow ing  im p lic it equation

v • p (tS v ( x ), x ) — v • x 0 =  0.

F ro m  th is, w e im m edia te ly  obtain  (22) .
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T he second assertion  is obtained  as follow s. A t first, assum e (2 3 ) . W e have

dtS V ■ I -  ( T , x 0 )
~ r SL(x 0 ) ■ f  (x0) =  dx ■ f  (x 0 )
d x  V ■ f  (x 0)

1 (d i p  \  1
-  '  — (T, x 0 ) ■ f  (x0 M = -------- — -  ■ (v  ■ f  (x 0 ))  =  - 1 .

V ■ f  (x 0 ) \ d  x  J  V ■ f  (x 0 )

T herefore , V is p ropo rtional to l .
T he  o ther d irection  o f th e  second  assertion  is obvious. □

In sim ple w ords, L em m a 6  states tha t choosing  the left e igenvector o f the m on- 
odrom y m atrix  p P (t , x 0) gives a section  such that the re tu rn  tim e to  this section  is 
constan t in  the first o rder approxim ation .

4 The Existence of Periodic Orbits in Mackey-Glass Equation

T he M ack ey -G lass  system  (2 ) is one o f the best know n delay  d ifferen tial equations. 
T he  orig inal w ork  o f  M ackey  and G lass [17] spaw ned w ide  attention , be ing  cited  by 
m any papers w ith  a b road  spectrum  o f topics: from  theore tica l m athem atica l w orks 
to neura l netw orks and e lec trica l eng ineering . N um erica l experim ents show  that, as 
e ither param eter t [17] or n  [16] is increased , th e  system  undergoes a series o fp e rio d - 
doubling  b ifu rca tions, and they  lead  to th e  creation  o f an apparen t chao tic  attractor.

In this section , w e p resen t com puter-assisted  proofs o f the ex is tence  of a ttracting  
period ic  orbits in M ack ey -G lass  system  (2 ) . W e use  the classica l values o f  param eters: 
t =  2 , j3 =  2  and y  =  1 , and  w e investigate  the ex is tence  o f  period ic  orbits w ith 
n  =  6  (before  the first period  doubling) and n  =  8 (after th e  first period  doubling) 
[16]. W e w ould  like  to  stress, that w e are no t p rov ing  tha t these  orbits are attracting. 
T his w ould  requ ire  som e C 1-estim ates for the P o incare  m ap  defined  b y  (2 ).

4 .1  O u tlin e  o f  th e  M e th o d  fo r  P ro v in g  P e r io d ic  O rb its

T he  schem e o f a com puter-assisted  p ro o f o f a period ic  o rb it consists o f several steps:

1. find a good, finite rep resen ta tion  o f  bounded  sets in  the phase  space C k (or in other 
su itab le  function  space),

2. choose su itab le  section  S  and som e a p rio ri in itia l set V  on the section,
3. com pute  im age o f  V  by  P o incare  m ap P>m on section  S,
4. p rove tha t the  m ap P>m , th e s e tV  ,a n d th e s e t  W  :=  P>m( V ) all sa tisfy  assum ptions 

of som e fixed p o in t theo rem  so tha t it im plies the ex is tence  of a fixed p o in t for 
P>m in  V . T his gives rise  to the period ic  orb it in E q. ( 1).

To th is po in t, w e have p resen ted  ing red ien ts needed in  steps 1 and 3. In S tep 4, w e 
w ill u se  the Schauder fixed p o in t theo rem  [27 , 34]:

T h e o re m  11 [Schauder  F ixed  Point Theorem ] L e t  X  be a B anach  space, let V  c  X  
be non-empty, convex, b ou nd ed  set a n d  let P  : V  —  X  be continuous m a pp ing  such  
tha t P  ( V ) c  K  c  V  a n d  K  is compact. Then the m ap P  h a s  a f i x e d  p o in t  in V.
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T heo rem  11 is su itable for p rov ing  the ex istence o f  period ic  orbits for w hich  there  is a 
num erica l ev idence tha t they are attracting . T he unstab le  period ic  orbits can be  treated  
b y  adopting  the covering rela tions approach  from  [6 ], w hich  m ay  b e  app lied  in the 
con tex t o f in fin ite-d im ensional phase  space (fo r such an adapta tion  in  the con tex t o f 
d issipative  PD Es; see [37 ]).

In Sect. 3 .4 , w e have p resen ted  som e theoretical backg round  on the selection  o f 
a su itab le  section  that is the foundation  o f  S tep 2. N ow, w e w ou ld  like  to  pu t m ore 
em phasis on technical details, as the p rocedu re  in S tep 2 in troduces som e d ifficu l­
ties due to large size  o f  th e  data  defin ing (p ,  n )-rep resen ta tions. In the p roofs w e use 
(3 2 ,4 ) -  and (1 2 8 ,4 )-f-se ts  w ith  rep resen ta tion  sizes m  =  193 and m  =  769, re sp ec ­
tively. T hus w e are no t ab le  to  sim ply  “guess” good  coord inates or refine them  “by 
han d ”— w e need  an a u tom a ted  w ay  to do that.

T he fo llow ing d iscussion  is a b it technical and involves som e heuristics, and  thus 
it is p robab ly  re levan t only  for peop le  in terested  in im plem en ting  their ow n version 
o f  the softw are. T hose  in terested  only  in  the actual p roofs o f  th e  ex is tence  o f  periodic 
orbits should  m ove to Sect. 4 .3 .

4 .2  F in d in g  S u ita b le  S ec tio n  a n d  G o o d  In i t ia l  S e t fo r  a  C o m p u te r-A ss is te d  P ro o f

H ere  w e give an outline for the selection  o f  a good  in itia l da ta  for the p ro o f o f  the 
ex is tence  o f an apparen tly  a ttracting  orbit. It consists o f the fo llow ing steps:

1. find a good  num erical approxim ation  x 0 o f  a period ic  solu tion  to  E q. ( 1),
2 . find a good  section  S — by  this w e m ean  the d ifference  betw een  transition  tim es t 1 

and t2 (as defined in  T heorem  5 ) is as sm all as p oss ib le  (in th e  v ic in ity  o f x 0 ),
3. choose a good  coo rd inate  fram e in  S  for the in itia l (p ,  n ) -rep resen tation , and then 

choose th e  (p ,  n )- f-se t V  c  S, such that x 0 e  V  and P>m( V ) c  V .

W e w ill now  describe  shortly  how  each o f  the above steps w as im plem en ted . In this 
descrip tion , w e re fe r to non-rigo rous com puta tions, tha t is a lgorithm s: defined  as
in Sect. 2 , and Ie defined as in  Sect. 3 , bu t w ith  the rem ainder term s depend ing  on the 
rough  enclo su re  ignored  and exp lic itly  set to 0. U sing  non-rigo rous in tegrators Ih and 
I e , w e construct a fin ite-d im ensional sem iflow  p  that approx im ates p  by

p ( t , x ) :=  I 8 o I <q ( x ) t  =  q  ■ h  +  e, e <  h.

N ow, the p rocedu re  for finding good  in itia l cond itions can  be  described  as follow s: 
S te p  1. S ince w e are looking  for an attracting  orbit, w e start by non-rigorously  in te ­
g rating  fo rw ard  in tim e an in itia l function  x 0 =  1.1 for som e arbitrary, long tim e  Titer, 
un til w e see tha t x.Titer approach  th e  apparen tly  stab le  period ic  orbit. T hen, w e refine 
x.Titer b y  th e  N ew ton  algorithm  applied  to x  ^  P>m( x ) — x , w here  the m ap  P>m is a 
non-rigo rous version  o f  P>m defined  as a first re tu rn  m ap  for sem iflow  p  to a sim ple 
section  S  =  {x | x (0) =  x Titer (0)}. T he ou tpu t o f  th is step  is a num erica l candida te  
for th e  period ic  so lu tion  x 0 , g iven b y  its (p ,  n ) -rep resen tation  x 0 such that x 0 and 
P>m(x0) are close.
S te p  2 . T his is an essen tia l step, as num erica l experim ents w ith  the rigo rous in tegrator 
have show n tha t the cho ice  o f  a good  section  is the key factor to obtain  tigh t bounds
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on the im age o f  the Po incare  m ap. W e u se  an observation  from  Sect. 3 .4 , and w e find 
the  left eigenvector l o f  the m atrix  dp ( T , x 0) correspond ing  to eigenvalue 1, w here  T  
is an apparen t period  o f  the approx im ate  period ic  orbit for the non-rigo rous sem iflow  

p .
P lease no te  tha t l m igh t be  considered  a (p ,  n )-rep resen ta tion  w ith  rem ainder part 

set to 0 , and therefore , w e can define a (p ,  n )-sec tio n  by

w here  th e  do t p roduc t is com puted  using  th e  coord inates o f  (p ,  n )-rep resen ta tion , 
i.e ., in  the vector space R m, w here  m  is the size o f  a (p ,  n ) -rep resen tation , m  =  
(n +  2) ■ p  +  1 .
S te p  3. H aving  a good  cand ida te  for th e  section  S  (defined b y  (24 )), w e need  to 
in troduce  the coord inates on it. F or this, w e c rea te  the fo llow ing m atrix:

N ow, le t C  d eno te  the m atrix  ob tained  after o rthonorm aliza tion  o f  colum ns o f  A. 
P lease  no te  tha t m atrix  C  acts on the variab les co rrespond ing  to the rem ainder term s 
as an identity . This follow s from  th e  fact tha t li,[n+ 1] =  0. It is easy  to  see that all 
(p ,  n )-rep resen ta tions tha t lie  on th e  section  S  are given by:

for all y  such tha t n 1 y  =  0 .
N ow, on section  S , u sing  the coord inates defined  by  th e  m atrix  C , w e define a 

cand ida te  set [V ], in  a fo rm  o f  (p ,  n )-f-se t in a fo llow ing m anner. L e t [r] c  R m— p 
(these  co rrespond  to variab les x 1' ^  for k  < n )  and  [B] c  R p (these are bounds for 
x 1’ ̂ 1 ]— the rem ainders) be  tw o in terval boxes cen te red  at 0  such that d i a m ( n 1 [r]) =  
0. W e pu t [r0] :=  [r] x  [B ], and w e define (p ,  n )-f-se t [V ] by:

D iam eters o f  n  [r0] for i > 2 are se lected  experim en ta lly  to  follow  som e expo ­
nen tia l law  in param eter k  (i.e., d i a m & i q ’̂ r ] )  & a k for 1 <  i < n ), as the 
p eriod ic  so lu tions to  E q. (2 ) are  at least o f  class C “  and, i f  x ( t ) > —1 for all t , 
then  they  should  b e  analy tic  [18, 22]. T he rem ainder [B ] is chosen  in itia lly  such that 
d i a m  (B )  ^  d i a m  ([r0]). T herefore , the in itia l selection  o f  [r0] m ay  no t b e  good 
enough  to satisfy  assum ptions o f  T heorem  11 righ t away. A s the dynam ics o f  the sy s­
tem  is strongly  con tracting , w e hope  to obtain  a good  in itia l cond ition  by  the fo llow ing 
ite ration . W e start w ith  [V ]0 =  [V ] and w e com pute  [V ] + 1 =  P>m([ V ] ) n  [V ] ,  
un til th e  cond ition  P>m([ V ] i ) c  [V ]i is even tua lly  m et at som e istop. T hen, th e  initial 
set for the com puter-assisted  p ro o f is [V] =  Vistop. B oth  in itia l sets tha t are u sed  in 
com puter-assisted  proofs in this paper w ere  genera ted  w ith  such p rocedu re  (see source 
codes).
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[V] :=  x 0 +  C ■ [r0].



Found Comput Math (2018) 18:1299-1332 1325

O bserve  tha t w e are no t very  carefu l in the choice o f  coordinates  on  the section— w e 
sim ply  choose  som e basis o rthonorm al to the norm al vector l o f  the section  hyperp lane. 
D efin ite ly  b e tte r cho ice  w ould  b e  to u se  approx im ate  eigenvectors o f the  P o incare 
m ap , bu t in  the case  o f strong ly  attracting  period ic  orbits, it is enough  to  choose  a 
good  section. O bserve  also, tha t the o rthonorm al m atrix  is easy  to  invert rigorously , 
w hich  is an im portan t step in th e  com parison  o f the in itia l set and its im age by  the 
P o incare  m ap.

4 .3  A ttr a c t in g  P e r io d ic  O rb its  in  M a c k e y -G la s s  E q u a tio n  fo r  n  =  6  a n d  n  =  8

In th is section  w e p resen t tw o theorem s about the ex is tence  of period ic  orbits in 
M ack ey -G lass  equation . A s they  depend  heav ily  on the estim ates ob tained  from  the 
rigo rous num erica l com putations, w e w ould  like to d iscuss first the tex tual p resen tation  
o f  num bers u sed  in  this section  and how  they  are re la ted  to the inpu t/ou tpu t values 
u sed  in rigo rous com putations.

In the rigo rous num erics, w e use  in tervals w ith  ends being  rep resen tab le  com puter 
num bers. T he rep resen tab le  num bers are im plem en ted  as b i n a r y 3  2 or b i n a r y 6 4  
data  types defined in IE E E  S tandard  for F loating  P o in t A rithm etic  (IE E E  754) [28 ], 
so that they  are stored (roughly  speaking) as s  ■ m  ■ 2 e , w here  s  is the sign bit, m  is the 
m an tissa  and e the  exponent. Such a rep resen ta tion  m eans tha t m ost num bers w ith  a 
fin ite  rep resen ta tion  in the decim al b ase  are no t rep resen tab le  (e.g ., num ber 0 .3333). 
In this paper, for be tter readab ility , w e are go ing  to u se  the  decim al represen ta tion  
o f num bers w ith  the fixed p rec ision  (usually  4  decim al p laces), so w e have rew ritten  
com puter p rogram s to hand le  those  values rigorously . F or exam ple, if  w e w rite  in  the 
tex t tha t a =  0 .3333 , then  w e p u t th e  fo llow ing rigo rous operation  in  the code:

a =  [3333, 3333] y  [10 ,000 , 10,000].

T hat is, all num bers p resen ted  h ere  in  theorem s and/or p roofs should  be  regarded  by  
the  reader as the real, rigo rous values, even if  they  are no t rep resen tab le  in the sense 
o f IE E E  754 standard.
In th e  p roofs, w e refer to com puter p rogram s m g _ s t a b l e _ n 6  and  m g _ s t a b l e _ n 8 . 
T heir source codes, together w ith  in structions on the com pilation  process, can  be 
dow nloaded  from  [23 ]. T he codes w ere  tested  on a lap top  w ith  Intel® Core™  
I7 -2860Q M  C P U  (2 .50 G H z), 16 G B  R A M  u nder 64-b it L in u x  operating  system  
(U buntu  12.04 LTS) and C /C + +  com piler g c c  version  4 .6 .3 .

4.3.1 Case n  =  6

O ur first resu lt is for the period ic  orbit for the p aram eter va lue  b efo re  the first period- 
doubling  b ifurcation .

W ith n  =  6 , num erica l experim ents c lea rly  show  tha t the m in im al period  o f the 
p eriod ic  orb it is around  5.58. In our p roof, how ever, due to  the p rob lem  w ith  the  loss 
o f the regu larity  at the grid  po in ts, thus the need  to u se  the “long enough” transition  
tim e, w e consider the second re tu rn  to  the section.
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N um erica l experim ents ind icate  that the orb it is attracting  w ith  the m ost significant 
e igenvalues o f  the m ap P>m (again , this is th e  second  re tu rn  to th e  P o incare  section) 
estim ated  to be:

ReX — 0.0437 — 0.0437 
ImX 0.0793 — 0.0793
|XI 0.0905 0.0905

0.0030 0.0030 — 0.0028
0.0097 — 0.0097
0.0102 0.0102 0.0028

0.0019 — 0.0003 — 0.0003 0.0005
0.0018 — 0.0018

0.0019 0.0019 0.0019 0.0005

T herefore, the contrac tion  appears to  be  qu ite  strong, so the cho ice  o f  good  coo r­
d inates on the section  appears to be  no t im portan t.

W e ob tained  the fo llow ing theorem .

T h e o re m  12 There exists a T -per iod ic  so lution x  with p e r io d  T  e  [10 .9671, 10.9673] 
to Eq. (2 ) f o r  para m eters  y  =  2, a  =  1, t =  2 a n d  n  =  6 . Moreover,

Jc — x C0 < 0 .0 2

x — x C1
< 0.05

Jc — x C2
< 0.08

Jc — x C3
< 0.13

Jc —x C4 < 0.18

f o r  x  defined by

x  ( t ) =  0 .9773
2 n  

~T 

2 n  

~T 

2 n  

~T

— 0.0007  ■ cos 1 2 n  ■ 8 ■ t  ) +  0 .0014  ■ sin

— 0.0031 ■ cos | —  ■ 2 ■ t | +  0 .2398  ■ sin

+  0 .0165  ■ cos | —  ■ 4 ■ t | — 0 .0043  ■ sin

+  0 . 0 1 0 2  ■ cos ( —  ■ 6  ■ t  ) — 0 . 0 0 1 1  ■ sin

2 n

~T

2 n

~T

2 n

~T

2 n

~T

■ 2  ■ t

■ 4 ■ t

■ 6  ■ t

■ 8 ■ t

P r o o f  V erification o f assum ptions o f  the  S chauder theorem  is done  w ith  the com puter 
assistance  in th e  p rog ram  m g _ s t a b l e _ n 6 . It uses the (p ,  n ) -rep resen tation  o f  the 
phase  space w ith  p  =  32 and n  =  4 . In itia l (p ,  n )-f-se t [x0] is p rov ided  d irec tly  in  the 
source code, and it w as selected  w ith  p rocedure  described  in  Sect. 4 .2 . F or the m ap 
P>m, m  =  (n  +  1) ■ t =  10, w hich  rep resen ts th e  second  re tu rn  to the section  S, we 
obtained:

FoCfiu1  Springer

tS e  m  +  [e] c  [10 .9671, 10 .9673 ], 
t t

m  =  q  —  =  175 — ,
p p

[e] =  [0 .02960307544 , 0 .0 2 9 71816895 ],
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w hich  guaran tees the C n+ 1 -regularity  o f  the solu tions and the com pactness o f  the 
m ap P>m (in C k no rm  for k  <  n ). T he inclusion  cond ition  P>m ([x0]) c  [x0] o f  the 
Schauder fixed p o in t theo rem  is checked  rigo rously ; see ou tpu t o f the p rog ram  for 
details . Together, these  tw o facts guaran tee  th e  non-em ptiness o f S u p p (n+ 1) ([x0]). 
T he  transversa lity  is guaran teed  w ith  l ( x ) >  0 .2828  for all x  e  C n+ 1 n  P ( x 0). The 
d is tance  in C 0 no rm  is rigo rously  estim ated  to

lix — x  ||C0 <  0 .01902867681 .

S im ilarly , w e have verified the o ther norm s; see ou tpu t o f the p rogram . □

T he execution  o f  the p rog ram  rea liz ing  th is p ro o f took  around  12 seconds on 2.50 
G H z m achine.

T he d iam eter o f  th e  estim ation  for period  T  (also for the last step [e 1 , e 2 ]) obtained 
from  th e  com puter-assisted  p ro o f is c lose  to 1.15 ■ 10—4 .

A  graph ica l rep resen ta tion  o f the estim ates ob tained  in th e  p ro o f is found in  Fig. 4 .

4.3.2 Case n  =  8

F or n  =  8 w e consider the period ic  o rb it after the first period  doubling. This tim e 
the  period  o f the orb it is long enough  to overcom e th e  in itia l loss o f regularity , so w e 
consider th e  first re tu rn  P o incare  m ap.

N um erica l com puta tion  show s tha t the orb it is attracting  w ith  the  10 m ost significant 
e igenvalues o f  the m ap P>m estim ated  to be:

ReX 0.3090 — 0.1359 — 0.0067 — 7.58 ■ 10—4 6.58 ■ 10—4 —1.23 ■ 10—4 2.184 ■ 10—5

ImX 6.265 ■ 10—6

|XI 0.3090 0.1359 0.0067 7.58 ■ 10—4 6.58 ■ 10—4 1.23 ■ 10—4 2.272 ■ 10—5

T h e o re m  13 There exists a T -per iod ic  so lution x  with p e r io d  T  e  [11 .1350, 11.1353] 
to Eq. (2 ) f o r  para m eters  y  =  2, a  =  1, t =  2 a n d  n  =  8 . Moreover,

x — x C 0 <  0 . 0 1 2

x — x C1
<  0.06

x — x C 2 <  0 .2 0

x — x C 3 <  0.52

x — x C 4 <  1.25

f o r  x  defined by

x  ( t ) =  0 .9480

, ' 2 n  \  ( 2 n
+  0 .0477  ■ cos ( —  ■ 1 ■ t 1 — 0 .0689  ■ sin I —  ■ 1 ■ t

1  n

FoCTI
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Fig. 4 Top: approximate function x (blue) and estimates on the value of the true solution obtained from 
computer-assisted proof (red). Bottom: solution plotted as parametric curve r(t) =  (x(t), x(t  — t)) (Color 
figure online)

+  0 .2516  • cos ( r~ n  • 2 • t ^  +  0 .1120  • sin . 2 • t

, ' 2 n  \  ( 2 n
+  0 .0242  • cos ( —  • 3 • t I +  0 .0604  • sin I —  • 3 • t

, ' 2 n  \  ( 2 n
— 0 .0386  • cos ( —  • 4  • M  — 0.0191 • sin I —  • 4  • t
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Fig. 5 Top: approximate function x (blue) and estimates on the value of the true solution obtained from 
computer-assisted proof (red). Bottom: solution plotted as parametric curve r(t) =  (x(t), x(t  — t)) (Color 
figure online)

+  0 .0132  • cos ( . 5  . t ^  — 0 .0068  • sin • 5 • t

, ' 2 n  \  ( 2 n
— 0 .0197  • cos ( —  • 6  • t  1 +  0 .0198  • sin I —  • 6  • t

, ' 2 n  \  ( 2 n
+  0 .0077  • cos ( —  • 7 • t j  — 0 .0134  • sin I —  • 7 • t
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0.0018  • cos

0 .0053  • cos

0 .0005  • cos

Pr oo f  T he  p ro o f follow s th e  sam e lines as in the case  o f  T heorem  12 (except this tim e 
w e consider the first re tu rn  to the section). T herefore , w e ju s t list the  param eters from  
the  proof.

T he d iam eter o f  th e  estim ation  for period  T  (also for the last step [e1, e2]) obtained 
from  th e  com puter-assisted  p ro o f is c lose  to 3 .899  • 10—6. A  graph ica l rep resen tation  
o f  the  estim ates ob tained  in th e  p ro o f  is found in  F ig . 5 .

T he execu tion  tim e w as around  12m in . T his in crease  w hen  com pared  to  n  =  6  is 
due  to  m uch  larger rep resen ta tion  size in  this case  w hich  affects the com plex ity  o f 
m atrix  and au tom atic  d ifferen tiation  a lgorithm s w hich  w e are using.

5 Outlook and Future Directions

T he resu lts  p resen ted  in th is w ork  m igh t b e  im proved  in several w ays:

-  A n ex tension  o f  th e  in teg ra tion  algo rithm  to the system s o f  de lay  equations in R k 
for k  >  1. T his is ra ther straigh tforw ard  and it does no t requ ire  any new  ideas;

-  A  d ifferen t rep resen ta tion  o f  function  sets. C urrently , w e u se  the p iecew ise  Taylor 
expansions, bu t o ther approaches, like  th e  C hebyshev  po lynom ials, m igh t b e  better 
as they  m ay  p roduce  b e tte r approx im ations on longer in tervals;

-  avoiding th e  loss o f  the regu larity  at the  beg inn ing  o f th e  in tegration , w hich im poses 
the requ irem en t for the transition  tim e to  section  tS to be  “long enough .” The 
com plete  so lu tion  w ould  b e  to confine the in itia l cond ition  to  the invariant set 
M n C  C n . W e are cu rren tly  w ork ing  on this m atter;

O ther goal w ou ld  be  to  apply  the in teg ra to r to p rove  the ex istence  o f  hyperbo lic  
period ic  orbits w ith  one or m ore  unstab le  d irections, for exam ple to estab lish  the 
ex is tence  o f  L S O Ps [10] in  som e genera l sm ooth  D D E s, or unstab le  period ic  solutions

F0C71u1  Springer

p  =  128, n  =  4

tS e  a  +  [e] C  [11.1350, 11 .1353 ],
t t

a  =  q  • — =  712  — ,
p p

[e] =  [0 .01015698552 , 0 .0 1 0 1 6 0 8 8 5 1 5 ],

l ( x ) >  0 .2636 , for x  e  C n+ 1 n  P  (x0)

x  — x  || C 0 <  0 .01138319492  <  0.012.

□
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to M ack ey -G lass  equation . G ood  theorem s, su itab le  for tha t task, already  exist; see 
[37] for the analogous question  in the d issipative PD E s setting.

T he u ltim ate  goal is to  estab lish  tools to p rove chaotic  dynam ics in genera l D D E s, 
such as M ack ey -G lass  equation .
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