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ABSTRACT

Bahrami Asl, Babak. M.S.M.E., Purdue University, December 2018. Futuristic Air
Compressor System Design and Operation by Using Artificial Intelligence. Major
Professor: Ali Razban.

The compressed air system is widely used throughout the industry. Air compres-

sors are one of the most costly systems to operate in industrial plants in terms of

energy consumption. Therefore, it becomes one of the primary targets when it comes

to electrical energy and load management practices. Load forecasting is the first step

in developing energy management systems both on the supply and user side. A com-

prehensive literature review has been conducted, and there was a need to study if

predicting compressed air systems load is a possibility.

Systems load profile will be valuable to the industry practitioners as well as related

software providers in developing better practice and tools for load management and

look-ahead scheduling programs. Feed forward neural networks (FFNN) and long

short-term memory (LSTM) techniques have been used to perform 15 minutes ahead

prediction. Three cases of different sizes and control methods have been studied.

The results proved the possibility of the forecast. In this study two control methods

have been developed by using the prediction. The first control method is designed

for variable speed driven air compressors. The goal was to decrease the maximum

electrical load for the air compressor by using the system’s full operational capabilities

and the air receiver tank. This goal has been achieved by optimizing the system

operation and developing a practical control method. The results can be used to

decrease the maximum electrical load consumed by the system as well as assuring

the sufficient air for the users during the peak compressed air demand by users. This

method can also prevent backup or secondary systems from running during the peak
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compressed air demand which can result in more energy and demand savings. Load

management plays a pivotal role and developing maximum load reduction methods

by users can result in more sustainability as well as the cost reduction for developing

sustainable energy production sources. The last part of this research is concentrated

on reducing the energy consumed by load/unload controlled air compressors. Two

novel control methods have been introduced. One method uses the prediction as

input, and the other one doesn’t require prediction. Both of them resulted in energy

consumption reduction by increasing the off period with the same compressed air

output or in other words without sacrificing the required compressed air needed for

production.
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1. INTRODUCTION

The compressed air system is commonly used in almost all industries. Due to the

high-energy loss of this system during the energy conversion process, compressed air

is considered the most expensive form of energy. Because of the sufficiently large

electrical load, compressors are recognized as one of the best electrical energy saving

candidates for industrial facilities as well as demand side management [1]. This

section intends to introduce the air compressor system and the current system control

methods as well as giving a brief definition of the technical terms related to the

power engineering which have used throughout this research such as electrical demand,

energy and load profile.

1.1 Definitions and System Overview

Electricity cost for industrial facilities mainly consists of energy charge and de-

mand charge. In this section, the definitions of energy, demand, maximum demand

and load profile have been provided.

1.1.1 Electrical Energy

The U.S. Energy Information Administration (EIA) defined electrical energy as

”the ability of an electric current to produce work, heat, light, or other forms of

energy. It is measured in kilowatt-hours [2].” Price per kilowatt-hour varies signif-

icantly between different locations due to tariffs, such as the price of power gen-

eration, government subsidies, local weather patterns, transmission and distribution

infrastructure, and industry regulation. Therefore, this study is focused on the actual

kilowatt-hour saving rather than cost saving.
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1.1.2 Electrical Demand

Consumers usually think of their electricity as consumed energy (in kilowatt-

hours) over the billing period. However, utility system operators and designers’ cares

more about power (in kilowatts or megawatts, measuring the instantaneous rate of

energy flow) demanded at any time. Therefore, the term demand refers to a physical

quantity of power, not energy. Having that immediate demand under various circum-

stances is the primary challenge in power systems design and operation, and the one

that commands for the majority of investment and effort [3]. Electric power distri-

bution handbook defines demand as ”the load average over a specified time period,

often 15, 20, or 30 min. Demand can be used to characterize real power, reactive

power, total power, or current” [4] which is how utilities measure demand to charge

consumers, and it contradicts with the actual supplied real-time electrical demand

defined as the instantaneous rate of energy flow (power).

1.1.3 Load Profile and Maximum Electrical Demand (Peak Demand)

Peak demand over the billing period for each user is the most common interest

among all utility providers. Each provider has its method to calculate the peak

demand and cost associated. Therefore, there is no generic way of calculating peak

demand. Below are the two methods that are most common in the industry.

Fixed Window (Block Window): The maximum demand calculation during a

defined interval (usually every 15 minutes). Once the data is obtained, the

value is stored and it makes a reset to start a new calculation for the next 15

minutes. These 4 registers will be measured every hour [5, 6].

Sliding Window: The maximum demand calculation during a defined interval (usu-

ally every 15 minutes). Once the data is received, it will wait one minute to

start a new 15 minutes calculation (this time may vary depending on the re-
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gion). Every minute it will register one maximum demand value from the last

15-minute period. These 60 registers will be measured every hour [5].

Load profile represents instantaneous demand over the time. Data collection can

be at any level, from an individual electricity user to an entire grid. The maximum

can be termed as the peak demand, peak load or peak [3]. Figure 1.1 shows the

effect of a 350 HP air compressor on the entire plant electrical demand. The data

is logged from a metal casting plant which operates 24/7 during the weekdays. The

data has been logged from the beginning of the week for two days. The plant started

the operation on 6:30:00 in the morning and the air compressor has kicked in before

other equipment. Due to the large size of the air compressor, its effect on the load

profile of the factory is considerable. The logged peak demand for this 48 hours was

1689.6 kW, and the air compressor was responsible for 14.2% (240.586 kW). After

start up the factory, demand fluctuates from 1689.6 kW to 1075.2 kW, and the air

compressor demand varies from 249.2 kW to 116.7 kW. The maximum possible air

compressor effect on the overall demand is 21.56% (132.5 kW) which makes it one of

the best choices for demand management.

Calculating how much each subsystem such as air compressor system contributes

to this maximum demand is a complicated task. Different techniques and calcula-

tions are required based on the location, utility provider and the size of the facility.

U.S. national renewable energy lab presented numerous techniques such as utilizing

different engineering methods, hourly simulation modeling, billing data analysis, load

monitoring and end-use metered data analysis [7]. Reducing the maximum load on

each subsystem can eventually reduce the maximum load and save money. Due to the

complicated nature of calculating the impact of instantaneous load on the maximum

billed demand, the study is focused on the air compressor load profile.
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Fig. 1.1. Air Compressor Effect on Demand.

1.2 Air Compressor System

This section aims to give an overview of the air compressor system architecture.

Considering electricity, natural gas, and water as three most crucial utilities, com-

pressed air is considered as the fourth utility in almost every industry. While pneu-

matic tools are usually less energy efficient than electric tools, they are popular since

they weigh less than electrical and hydraulic tools resulting in less physical stress and

injuries on workers. They are mainly used in manufacturing facilities for applications

such as automation equipment, packing, injection molding, sandblasting, process op-

erations such as aeration, etc. Due to the simplicity of design, safety, flexibility,
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broad control capability, lighter weight, and lower operation and maintenance cost

pneumatic systems are favorable in industry [8, 9].

Compressed air systems have two crucial design aspect. Both of which have many

sub-systems and sub-components. Supply side, incorporates compressors and air

treatment components, and the demand side includes distribution and storage systems

and end users. Figure 1.2 shows a typical industrial compressed air system and its

components. All of the subsystems before the PRV (pressure regulator valve) is

considered as supply side, and anything after is regarded as demand or distribution

side [9, 10]. The mechanical device that takes in the filtered ambient air and raises

Air Inlet
Filter

Air/Lubricant
Separator

Primary
Receiver

Compressor

Air Inlet
Filter

Compressor
(Backup)

Air/Lubricant
Separator

After Cooler

After Cooler

Moister
Separator

Moister
Separator

Dryer Filter

Pressure
Regulator
Valve

Secondary
Receiver

FRL FRL FRL FRL

User User User User

Fig. 1.2. Typical Air Compressor System.
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its pressure is called the compressor. Usually an electrically driven motor powers the

compressor. There are two types of air compressors:

Positive Displacement: A given volume of air or gas is trapped in a compression

chamber, and the occupied volume is mechanically reduced, producing a rise in

pressure before discharge.

Dynamic: Kinetic energy is converted into pressure energy in order to compress the

air. Impellers and the discharge volutes (diffusers) rotate at very high speeds.

The shape of the impeller blades defines the air flow and the pressure (or head)

made in the centrifugal-type dynamic compressors.

Figure 1.3 presents the compressor type tree. Rotary screw compressors have become

more popular during recent decades. In these compressors, two rotors trap air and

increase the pressure along the rotors by reducing the volume. Helical twin screw com-

pressor is one of the most common types. Rotary screw compressors can be found as

lubricated or dry (without oil) types. Air/lubricant separator separates the lubricant

and recirculates it back to the compressor to prevent lubricant contamination with

water in the after-cooler after compressing the air in lubricated compressors. After-

coolers are responsible for reducing the increased air temperature due to compression.

This temperature reduction will condensate the water vapor. Therefore, a separator

is needed to remove moisture from the system. After separator, air usually becomes

saturated. This air can condensate through the distribution system by exposing to

colder temperatures and cause corrosion and many other issues. This problem can

be solved by utilizing air dryers. Figure 1.4 shows different air dryer technologies.

Refrigerant and desiccant dryers are two major types. Absorption and adsorption

separate vapor water in desiccant dryers. Refrigerant dryers use a refrigeration cycle

to decrease the temperature and discard the water. Depending on the application and

requirements proper air dryers can be selected. Energy waste can occur by running

air dryers beyond required pressure dew point [8–12]. After air dryers, filters are used

to purify the air from particulates, condensate, and lubricant. Choosing the right
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filters can reduce the pressure drop and save energy [13]. Filtered air destination is

primary receivers. They are intended to help the system to meet peak demand and

help control system pressure by monitoring the rate of pressure change in the system.

Air receivers can assist with wide air usage variation, reducing compressor size and

increasing the efficiency. Air receivers play a pivotal role in the system due to the

following tasks [8–12].

• Acting as a damper for reciprocating air compressors.

• Water and lubricant-free compressed air storage.

• Reducing air compressor running by satisfying peak demands with stored air.

• Helping screw compressors to run more efficiently and decrease motor starts by

Reducing load/unload or start/stop cycle frequencies. Screw compressors are

intended to run no more than 4,6 starts per hour.

• Better and more stable system control is possible by slowing system pressure

changes.

Pressure regulator valve or flow controllers after air receivers differentiate the

supply side from the demand side. Their primary function is stabilizing the system.

Compressors are not controlled directly with them. On the demand side, the distri-

bution system consisting of main headers, branches, hoses, and valves connects the

various air compressor users to the supply side with minimum pressure loss. Proper

line sizing with considering future expansion, a looped system with sloped piping

and condensate drainage points are the best design practices. Depending on the user

requirements Filter Regulator Lubricator (FRL) system is used. Regulator reduces

the line pressure to the user’s desire. The lubricator is used to lubricate the tools and

filters are used to make sure that pure air is going into the user. Some of the users re-

quire a high volume of air in a short amount of time. Dimensioning the whole system

based on this temporary load is not economically feasible. Therefore, a secondary air

receiver is used to supply this user during the peak [8–12,14].
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Fig. 1.3. Compressor types [11].

Fig. 1.4. Air dryer types [9].

1.3 Air Compressor System Control Methods

Air compressors normally do not operate at full-load during the operation hours.

Control system is vital to minimize the energy usage and efficiency of the system.

System control schematic is developed based on the compressor type and air usage

profile. Multiple compressors with varying users’ demand need a custom tailored

strategy. This research intends to study simple systems with one compressor involved.
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However, the novelty of the proposed algorithms can be adopted for these systems to

save more energy as well. Following are the developed control strategies by the air

compressor manufacturers so far [8–12,14].

Start/Stop: Start/stop control is the most straightforward and most energy efficient

control strategy. Commonly, a signal received from a pressure switch which

triggers by discharge pressure is used to turn the motor on or off. This strategy

is used for reciprocating or rotary screw compressors less than 30 HP with

low duty cycle. Using this methodology with high duty cycle can damage the

compressor and increase the maintenance cost. During the off time, the stored

air in the receiver is being used.

Load/Unload: Online/offline control and constant speed control are other names

for this method. In this scheme, the motor runs continuously. Air compressor

inlet is controlled with a solenoid valve which can fully open or close the inlet.

There is nothing in between. Unloaded rotary screw compressor can consume

15-35% less energy while there is no work is being delivered.

Modulating Controls: Modulating or throttling inlet controls the compressor out-

put by changing the inlet air valve position. This method is more common to

use in the centrifugal type of air compressors. It is not applicable for recip-

rocating and oil-free rotary screw compressors. By utilizing inlet guide vanes

on centrifugal compressors’ impeller inlet, better results can be achieved how-

ever the possibility of surge reduces the lowest throttling capability. Lubricant

injected rotary compressors can be controlled by modulating the inlet with a

regulating valve. A signal from the system or discharge pressure depending on

the system setpoint can reduce the compressor inlet pressure and mass flow

rate accordingly. Modulation range is typically between 100% to 40%. The air

compressor will run as fully unloaded at 40%.

Dual-Control/Auto-Dual: This control method allows the user to switch between

constant speed control (load/unload) and start/stop for reciprocating compres-
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sors. A timer is used to stop the motor after running unload for the pre-set

time in oil-injected rotary screw compressors.

Variable Displacement: It is a control method with the capability of operating

between loaded and unloaded or similarly start and stop. This control scheme

has designed for reciprocating compressors to allow them to have three step

control meaning 0%-50%-100% or five-step control meaning 0%-25%-50%-75%-

100%. The goal is to load the motor to the required air production to save

more energy. For rotary screw compressor, this technique uses capacity control

valves such as sliding, poppet or spiral valves to modify the compressor output

in combination with modulating the inlet air valve. The intention is to meet

the air production demand by changing compressor output pressure. Usually,

this method is very efficient above 60% of load and is equal to unloading the

compressor below 40% of capacity.

Variable Speed Drives(VSD) or Variable Frequency Drive(VFD): This con-

trol method can keep the system pressure constant with +/-1 psi among an

extensive range of load. This method uses VFD technology which is modify-

ing the frequency of the electric power lines to the motor to change the speed

and torque of electric motors. Rotary screw compressors can be stopped in a

determined number of times in a given time. This method can operate the com-

pressor in the exact required demand. It worth mentioning that this method

works well on positive displacement compressors since the displacement and

rotational speed have a linear relationship. However, for dynamic compressors,

this method can be inefficient since the efficiency of the compressor can fall at

the lower speed and will require higher torque and energy usage.

Capacity Controls for Centrifugal Type Compressors: Inlet air density and

the interstage water cooling system make centrifugal compressors complicated

to control. The goal is to avoid air compressor surge and choke. Surging is

caused by back flow during low air demand and will damage the compressor.
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Choking is caused by reaching the inlet air speed to 1 Mach at the inlet due

to high demand. Decreasing inlet pressure can avoid both by closing the inlet

throttle valve.

Several compressors feeding a combined system needs a more complex control

system based on the air demand profile and system architecture. Standard techniques

are listed as follows [8–12].

• Cascaded Pressure Band Control

• Network Control

• Single Master (Sequencing) Controls

• Multi-Master (Network) Controls

Nowadays, machine learning and its capabilities such as automatically obtaining

profound insights, recognizing unknown patterns, and creating high performing pre-

dictive models are well known. Artificial Intelligence (AI) became one of the hottest

topics in this century because of its vast skills to use in different systems and ap-

plications. This study intends to use AI to load forecast the air compressor system

and use the outcome to design a novel control algorithm to operate a compressed air

system with respect to demand and energy perspective without sacrificing the user

needs which in this case is the required air for production. Overall, the skeleton of

this study can be seen below.

Power Consumption Prediction: The output can be used as an input to control

systems which can be for air compressor itself to operate more efficiently or to

use as an input for building or factory energy management systems to reduce

the overall electrical demand by modifying other systems operation during the

peak.

Air Compressor Maximum Electrical Load Reduction: Reducing air compres-

sor effect on electrical demand as well as operating the system more smoothly

and robustly to increase the lifetime by using the prediction outcome.
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Air Compressor Energy Usage Reduction: Using the prediction outcome to de-

velop a new load/unload control algorithm to further reduce energy consump-

tion.

All in all, the thesis is divided into five chapters. Chapter 1, defines some of the

terms that have been used in electric systems and talks about the air compressor

system and its control methods. Chapter 2, introduces electrical load forecasting

methods as well as presenting and proposes a neural network time series and long

short-term memory networks for air compressor load forecast. The section will discuss

the details of the case studies and the outcome results and their accuracy. Chapter

3 uses the results to propose a novel algorithm to operate the system in real time

with a lower maximum electrical load. Chapter 4 covers the usage of the prediction

to develop a new load/unload with auto shut off control algorithm to maximize the

energy saving. Chapter 5 concludes the research and presents the future work that

can be done to continue this research.
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2. AIR COMPRESSOR LOAD FORECAST

2.1 Introduction

By the passage of time, energy management and its importance are getting higher

attention due to the shortage of fossil fuels, stricter environmental law restrictions,

new supply and demand policies and the increasing of utility prices. In the past

decades, energy costs were viewed as overhead instead of an important cost function.

This behavior has changed during the last decade. As a result, we can see more

companies and organizations have energy management plans and they have more

concerns about energy efficiency [15]. Data mining plays a pivotal role in energy

management plans. In 2012, White House asked utility companies to provide cus-

tomers energy data in an easy and secure way. Due to this request, US department of

energy started Green Button program which is an industry-led initiative to provide

energy usage data from utility providers to the customers to help them manage energy

use and save on their bills [16]. Also, some of the major utility providers started their

portal to provide same information by using smart metering devices. This data can

help both users and electricity providers as power grids are designed to meet users

energy usage and demand at the same time. This essential duty has become more

challenging for high fluctuation in electricity demand. There are two different per-

spectives on demand-side management. On the grid side, the utility provider wants

to keep the grid stable and ready to meet peak demands by building the sufficient

infrastructure. On the other hand, the users’ primary goal is clearly decreasing the

costs [17]. For reducing the demand cost, users need to maintain the demand as flat

as possible. For reducing the energy cost, they need to utilize more energy efficient

equipment or production methods. Future load prediction plays a pivotal role for both
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utility providers and users. Decisions such as power system operation, maintenance

and planning can be performed with an accurate load forecasting method [18].

Predicting compressed air systems load profile will be valuable to the industry

practitioners as well as related software providers in developing better practice and

tools for load management and look-ahead scheduling programs. It will also provide

the foundation for our control methods in chapter 3 and 4. The main burden in this

kind of prediction is that there are lots of parameters (minute, hour, day of week, line

pressure, intake temperature, compressed air flow rate and power) that need to be

taken into consideration as well as high fluctuation in some air compressor demand

patterns.

The objective of this chapter is to Feed-Forward Neural Network (FFNN) with

time delays, and Long Short-Term Memory (LSTM) recurrent neural network tech-

niques to predict the air compressor load profile. A brief overview of the load forecast-

ing techniques and NN technique usage in compressors as a form of literature survey

is given. Later, a brief overview of Neural Networks have been given. Afterward,

experimental setups description for our case studies and the results are presented.

Three different type of air compressors of different sizes and control methods have

been studied.

2.2 Electrical Load Forecasting

The goal of the second chapter of this thesis is to use AI to predict the air com-

pressor load profile. Therefore, this section will start with a review of load forecasting

techniques. Load forecasting or demand forecasting is vital for managing the opera-

tion and maintenance of power systems [19]. It is defined as providing future energy

usage based on the historical data in order to prepare the adequate volume of energy

for the usage time. Based on the needed time ahead for decision making, there are

different categories of load forecasting. Namely, short-term load forecasting (STLF)

with a range of a few minutes ahead up to a day ahead [20, 21], medium-term load
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forecasting (MTLF) with a range of one week to a year ahead [22] and long-term load

forecasting (LTLF) from one year to decades [23]. Different authors have various

definitions for the range of these forecasting methods. This research is concentrated

on the short-term load forecasting of a compressed air system since it can have more

impact on the efficiency and load management of the system and the whole facility.

Various methodologies have been utilized for STLF which can be divided into two

classifications: statistical methods and artificial intelligence methods (AI). Numerous

statistical methods have been proposed including regression models [24], autoregres-

sive integrated moving average (ARIMA) models [25, 26], support vector regression

(SVR) [27]. Artificial neural network (ANN) with combined algorithms are consid-

ered in the AI category. ANN has been combined with fuzzy logic algorithm [28],

genetic algorithm [29], and particle swarm optimization [30] and etc. Khosravi et

al. has a comprehensive literature review regarding the AI based load demand fore-

casting techniques and presents a performance evaluation of AI techniques and their

current potential [31]. Demand forecasting techniques are applicable in various scales.

From hourly energy usage prediction of a residential house [32,33] to an entire nation.

Kadir Kavaklioglu conducted a study to predict Turkey’s electricity consumption [34].

Forecasting techniques also used to predict the annual energy usage of different sec-

tors in a nation such as the Spanish banking sector [35] and United States residential

sector [36].

ANN can map the inputs of the model to outputs without using complicated math-

ematical models. Thus, it has a better performance than statistical techniques [37].

It is also more reliable under uncertainty scenarios and does not demand human ex-

pertise. For forecasting problems due to dynamically changing interconnected weight

values, ANN methods show better performance in comparison with statistical meth-

ods. Faster convergence speed of network, lower computational complexity, lower the

training period, better generalization and enhancing the performance of the network

can be gained by increasing correlation impact, pre-processing the training data, uti-

lizing optimal network structure and better learning algorithms [38]. Therefore, this
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study is utilizing ANN to predict the air compressor power consumption. The next

section gives a brief introduction to ANN technique usage on compressors.

2.3 ANN Technique Usage on Compressors

Designing and improving compressors are always the main goal of designers. Com-

pressor performance maps have a great importance for simulation and design pur-

poses. Experimental values at various operating conditions are being used to draw

these maps. These experiments are time consuming, costly and cannot cover the

entire range of operation. Therefore, many researchers have used machine learning

techniques to predict these curves for different operating conditions. Fei et al. used

a novel artificial neural network integrating feed-forward back-propagation neural

network with Gaussian kernel function [39]. Yu et al. applied a three-layer back-

propagation neural-network with LevenbergMarquardt algorithm to predict stage-by-

stage axial-compressor performance [40]. General regression neural network (GRNN),

rotated general regression neural network (RGRNN), radial basis function network

(RBFN) and multilayer perceptron (MLP) network are applied by Ghorbanian and

Gholamrezaei to predict the compressor performance [41]. Hybrid ANN with Partial

least squares (PLS) model is used by Tian et al. to predict the thermodynamic per-

formance of a scroll compressor [42]. A variable speed reciprocating compressor have

been studied to predict mass flow rate, power consumption and discharge temperature

at different operating conditions by using ANN in [43].

In summary compressor performance prediction have been studied widely. There

was a need to study the possibility of time series prediction of the air compressors

electrical load profile. Two-Layer Feed-Forward Neural Network (FFNN) with time

delays and Long Short-Term Memory (LSTM) recurrent neural network are two types

of ANNs which we used in this study. The next section provides a brief introduction

to neural networks.
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2.4 Neural Networks

This section will provide a brief overview of Neural Networks. NNs are a part

of machine learning tools which process the data similar to the human brain. They

are basically made of artificial neurons similar to the Figure 2.1. There are several

kinds of neural networks such as Radial basis function networks (RBFN), Adaptive

neuro-fuzzy inference system (ANFIS) [44], Kohonen self-organizing networks, and

recurrent networks. Our concentration in this research is on feed forward neural

networks (FFNNs) because the FFNN is one of the most commonly used NNs for

energy forecasting [45]. The main task of these networks is to approximate unknown

relationships between input and output. The output is the product of processing the

input data which is four data in Figure 2.1. Typically, two steps are required for

processing. First step is combining the input data. The second step is using the first

step outcome as an input to a nonlinear activation function. The combination exer-

cises the weights associated to each link and a fixed bias term θ [46]. The activation

function must be an increasing function whose derivative exists. The most popular

type of activation functions are the followings.

• Identity Function y = x

• Bounded Sigmoid y = 1

1 + e−x

A three-layer FFNN is shown in Figure 2.2. Information flows the input layer

through the hidden layer to the output in one direction. There are no connections

exist between neurons in the same layer. The number of input neurons depends on

the number of inputs, and the number of output neurons depends on the number of

outputs layer is equal to the number of outputs. The user chooses the number of

hidden layers and the number of neurons in each hidden layer. The number of hidden

layer neurons is recommended by the following relationship as m = 2n+1, where m is

the number of hidden layer neurons and n is the number of input neurons [47]. In the

example network shown in Figure 2.2 the weight matrices are Wi,j and uj,k connecting
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Fig. 2.1. An Artificial Neuron.

Fig. 2.2. A Three Layer Feed Forward Neural Network.



19

the input i to neuron j. The bias vector which can be applied to input or output or

both is annotated with θ. The bias vector helps the network to converge better and

give a better outcome. By using bounded sigmoid functions for the activation of the

hidden layer and the linear functions for the output layer, the network output will be

as follows [46,48].

yk =
4∑
j=1

(ujk.
1

1 + exp(−
3∑
i=1

wij.xi + θj)

) + θk (2.1)

According to the formula mentioned above the output computation of a simple

network, can become complicated. FFNN weights are estimated during the training

phase by using trial and error to reach the output. Many optimization algorithms

such as back-propagation with gradient descent optimization have been developed

for this phase. Back-propagation utilizes the steepest-descent technique based on the

calculation of the gradient of the loss function for the network. Learning process starts

with assigning random numbers to the weights. Afterward, the calculated output

based on the input will be used to compare the network output to the actual output

and adjust the weights accordingly until we have a network that has an output with

an acceptable predefined error threshold [46, 48]. The forecasting capability of the

FFNN has been widely tested on many time series problems [49–52]. The robustness

of these networks depends on the application, input and outputs relationship. FFNN

can have different outputs depending on the training and chosen input data. While

the FFNN has limitations, the LSTM can solve many time series tasks unsolvable

by feed-forward networks [53]. LSTM is a special type of recurrent neural networks

(RNN). A typical LSTM unit is made of a cell, an input gate, an output gate and

a forget gate. The cell remembers values over arbitrary time intervals and the three

gates regulate the flow of information into and out of the cell. Being capable of

lagging of unknown duration between important events in a time series makes LSTM

networks are capable of organizing, processing and making predictions based on time

series data [54].
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2.5 Case Studies

2.5.1 50 HP Rotary Screw VFD Air Compressor

The first air compressor for our case study is located in a 50, 000ft2 facility which

does electroplating and surface finishing for different products. Compressed air in this

company is mainly used for driving pneumatic double diaphragm pumps, automation

actuators, press tools, and air nozzles for cleaning purposes. Overall, the system is

composed of: a 50 HP rotary screw compressor, a filter, an air dryer, and an air

receiver. Figure 2.3 shows the described system.

Fig. 2.3. 50 HP Air Compressor System. From Left to Right: Air
Receiver, Air Dryer and Air Compressor.

The installation is set up to control the volumetric flow and maintain the line

pressure by controlling the rotation speed of the compressor by utilizing a VFD.

Additionally, the compression system includes several devices to measure: line pres-

sure, discharge pressure, volumetric flow rate, inlet air temperature and discharge

temperature. Also, an inductive sensor is used to measure the rotation speed of the

compressor. The compressor connection to the motor is through a shaft. The logic of

the control system is to maintain the air receiver tank pressure at 8.27 bar (120 psi)
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which is considered as the line pressure. A PID controller is utilized to implement

this logic by driving the VFD. Our data acquisition system consists of a three-phase

energy logger from Fluke connected to the compressor power source, 100 Amp split-

core AC current sensor from ONSET connected to the air dryer power source, 200-psi

gauge pressure sensor from ONSET connected to the compressed air pipe before air

dryer and after air receiver tank and a temperature sensor with the range of −40◦C

(−40◦F ) to 50◦C (122◦F ) from ONSET to measure intake air temperature. We also

used the air compressor HMI (Human Machine Interface) to collect volumetric flow

rate, discharge pressure, and temperature. Table 2.1 presents the specifications of the

studied system. Table 2.2 provides information about the sensors used to monitor the

operation of the air compressor system. This table also includes the uncertainty for

each sensor. Minutely data were collected for 38 days under normal plant operating

conditions to later analyze the compressor load forecast using ANNs.

Table 2.1.
50 HP air compressor system specifications.

Parameter Value Units

Compressor Motor Capacity 37 kW

Maximum Motor Speed 3600 RPM

Full Load Current 71 A

Maximum Discharge Pressure 13 bar

Air Dryer Compressor 1.86 kW

Air Dryer Fan 0.124 kW
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Table 2.2.
Measured parameters and their uncertainty on 50 HP air compressor.

Parameter Instrument Uncertainty

Temperature Thermocouple ±0.25◦C

Pressure Pressure transducers ±1%

Mass Flow Rate Human Machine Interface ±0.5%

Current Split-core 100 Amp AC current Sensor ±5%

Rotation Speed Inductive sensor ±1%

Compressor Energy Logger Fluke Power Logger 1730 ±1%

2.5.2 100 HP Rotary Screw Load/Unload Air Compressor

The Second air compressor for our case study is located in a 2, 000, 000ft2 facility

which is a waste water treatment plant. Compressed air in this facility is mainly used

for driving pneumatic actuators and pneumatic solenoid valves.

Table 2.3.
100 HP air compressor system specifications.

Parameter Value Units

Compressor Motor Capacity 74.57 kW

Full Load Current 96 A

Maximum Discharge Pressure 13 bar

Air Dryer Compressor 1.12 kW

Air Dryer Fan 0.124 kW

Overall, the system is composed of: a 100 HP rotary screw compressor, a filter,

an air dryer, and an air receiver. Figure 2.4 shows the described system. The con-

trol logic is to maintain the line pressure by loading and unloading the compressor
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Fig. 2.4. 100 HP Air Compressor System. From Left to Right: Air
Dryer, Air Receiver and Air Compressor.

Table 2.4.
Measured parameters and their uncertainty on 100 HP air compressor.

Parameter Instrument Uncertainty

Temperature Thermocouple ±0.25◦C

Current Split-core 100 Amp AC current Sensor ±5%

Current Split-core 600 Amp AC current Sensor ±1%

between 8.27 bar (120 psi) and 6.89 bar (100 psi). The compressor connection to the

motor is through a shaft. An Auto/Dual control is utilized to implement this logic.

The Compressor Unloads the air compressor via inlet modulation valve. Our data

acquisition system consists of a 600 AMP Split-core AC current transformer Sensor

from ONSET to measure the compressor power source, 100 Amp split-core AC cur-

rent sensor from ONSET connected to the air dryer power source and a temperature
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sensor with the range of −40◦C (−40◦F ) to 50◦C (122◦F ) from ONSET to measure

intake air temperature.Table 2.3 presents the specifications of the studied system.

Table 2.4 provides information about the sensors used to monitor the operation of

the air compressor system. This table also includes the uncertainty for each sensor.

Minutely data were collected for 59 days under normal plant operating conditions to

later analyze the compressor load forecast using ANNs.

2.5.3 1 HP 1 Stage Reciprocating Start/Stop Air Compressor

The third air compressor for our case study is located in a 45, 758ft2 museum.

Compressed air in this facility is mainly used for driving pneumatic actuators and

pneumatic solenoid valves for the process systems.

Fig. 2.5. 1 HP Air Compressor System. Top Right: Air Dryer Bottom:
Air Receiver.
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Table 2.5.
1 HP air compressor System specifications.

Parameter Value Units

Compressor Motor Capacity 0.745 kW

Full Load Current 1.6 A

Maximum Discharge Pressure 6.2 bar

Air Dryer Compressor 0.093 kW

Table 2.6.
Measured parameters and their uncertainty on 1 HP air compressor.

Parameter Instrument Uncertainty

Temperature Thermocouple ±0.25◦C

Current Split-core 100 Amp AC current Sensor ±5%

Pressure Pressure transducers ±1%

All in all, the system is composed of: a 1 HP reciprocating compressor, an air

dryer, and an air receiver. Figure 2.5 shows the described system. The control logic

is to maintain the line pressure by turning on and off the compressor between 4.82 bar

(70 psi) and 3.79 bar (55 psi). The compressor connection to the motor is through a

belt. There are two compressors with motors for redundancy. A Start/Stop control is

utilized to implement this logic. The air Compressor starts and stops via two pressure

switches, one for high level and the other one for low level. Our data acquisition

system consist of a 100 AMP Split-core AC current transformer Sensor from ONSET

to measure the compressor power source, 200-psi gauge pressure sensor from ONSET

connected to the compressed air pipe before air dryer and after air receiver tank

and a temperature sensor with the range of −40◦C (−40◦F ) to 50◦C (122◦F ) from

ONSET to measure intake air temperature. Table 2.5 presents the specifications of the
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studied system. Table 2.6 provides information about the sensors used to monitor the

operation of the air compressor system. This table also includes the uncertainty for

each sensor. Data were collected for 56 days under normal plant operating conditions

to later analyze the compressor load forecast using ANNs.

2.6 Data Analysis and Preprocessing

It is not uncommon to have outliers and erroneous values in data collected by

different types of sensor; therefore it is important to preprocess the inputs before

the neural network can be built [55]. The following descriptive analysis is done using

SPSS Statistics Software for finding the mean, minimum and maximum values, as well

as the outliers of electric power. Table 2.7 shows that Compressor 1 and Compressor

2 have high variances, signaling a high deviation from the expected value (mean).

Shown in Figure 2.6, Compressors 1 and 3 have several the outliers greater than

three standard deviations from their respective means.

Table 2.7.
Descriptive statistics of raw power consumption data obtained by the
power loggers of each air compressor.

Parameter
Compressor 1

(50 HP)

Compressor 2

(100 HP)

Compressor 3

(1 HP)

N 3603 2892 5379

Min 13.81 0.01 0.05

Max 54.35 85.90 8.83

Mean 26.05 28.55 0.83

Std. Dev. 6.97 23.97 0.63

From the data analysis, we decide to eliminate the outliers from the power con-

sumption dataset by applying the Hampel filter since the outliers are the simply the

noises in our logged data. 50 HP (37 kW) air compressor with the full load current of
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Fig. 2.6. Boxplot of measured power consumption of three compressors.

71 A cannot consume 54 kW at full load and 13.8 kW at zero load based on the spec-

ifications. Similarly 1 HP (0.74 kW) air compressor cannot consume 8.83 kW. This

is a common problem among sensors and data loggers. Hampel filter is a variation

of the three-sigma rule of statistics that is robust against outliers [56]. The Hampel

filter replaces the outliers with a local median, keeping the length of the dataset array

constant, which makes the machine learning algorithm feasible. A brief explanation

of the Hampel filter is shown as the following:

Given a sequence from the entire dataset x1, x2, x3, ..., xn with n number of data

points and a sliding window half-width K, we can define Equation 2.2 and 2.3.

WK
i = xi−K , ..., xi, ..., xi+K

n = Odd→ K = (n− 1)/2

n = Even→ K = n/2

(2.2)

Where WK
i is a set of numbers within a moving window and i is the index for

that moving window.

mi = median(xi−K , ..., xi, ..., xi+K) (2.3)
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Where mi is the median value from the moving window. After applying the Hampel

filter to the sequence, a new dataset of responses is given by 2.4.

yi =

xi, |xi −mi| ≤ nσSi

mi, |xi −mi| > nσSi

(2.4)

Where nσ is a positive integer called as threshold parameter and Si is the median

absolute deviation (MAD) defined as below [57].

nσ ≥
maxi |xi −mi|

mini Si
(2.5)

Si = 1.4826×median(xi−K , ..., xi, ..., xi+K) (2.6)

Based on the study conducted on [57], nσ is chosen as 3 since it will make the filter

aggressive enough to remove all of the impulsive noise spikes but forgiving enough

to pass the low-level noise and sinusoidal components without distortion. A more

detailed description on Hampel filter can be found in [58]. After applying the filter,

the statistics of the results can be seen in the Table 2.8. It is clear that the maximum

and minimum power consumptions became realistic.

Table 2.8.
Descriptive statistics of power consumption after applying the Hampel
filter to the data obtained by the power loggers of each air compressor.

Parameter
Compressor 1

(50 HP)

Compressor 2

(100 HP)

Compressor 3

(1 HP)

N 3603 2892 5379

Min 18.53 0.01 0.05

Max 50.89 85.90 1.37

Mean 30.39 33.14 0.82

Std. Dev. 3.32 22.87 0.58
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Moreover, energy consumption of compressors is greatly affected by the produc-

tion schedule. The temporal variation caused by weekdays and holidays affects the

outcomes of the models.

Fig. 2.7. Temporal variation of the measured power consumption of all compressors.

Figure 2.7 shows the average power drawn by each compressor in different days

of a week. As can be seen in Figure 2.7, Compressor 1 and Compressor 2 has a

main working schedule from Monday to Friday. Compressor 2 has a constant working

pattern during the week, and therefore it is not affected by the difference in days.

Consequently, it is reasonable to divide electric power consumption data of Compres-

sor 1 and 2 into two categories: 1) working days, 2) non-working days. Figure 2.8

shows the average power drawn by compressor 3 in different days of a week. As can

be seen in Figure 2.8, Compressor 3 has a constant working schedule from Monday

to Sunday. Thus, it is not required to divide electric power consumption data.
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Fig. 2.8. Temporal variation of the measured power consumption of compressor 3.

After the data analysis, we decided to divide data into two scenarios representing

either the working days or non-working days. Outliers are replaced by moving medians

by choosing the Hampel filter with K = 2 and nσ = 3 and , representing a 30-minute

sliding window and three standard deviations. Consequently, after preprocessing the

data, we have the following summary shown in Table 2.9.

2.7 Neural Network Deployment

We selected two types of ANN to construct the models. One is Two-Layer Feed-

Forward Neural Network (FFNN) with time delays, and the other one is Long Short-

Term Memory (LSTM) recurrent neural network. Data are segmented into two sets for

training, testing. Each set consists of 90% and 10% of the overall dataset, respectively.

For FFNN each output is predicted by a vector of inputs including the time of day,

the day of the week, the pressure in the compressed air line, the temperature of the

intake air, and the historical kW data in the 15-minutes interval. For LSTM recurrent



31

Table 2.9.
Descriptive statistics of raw power consumption data obtained by the
power loggers of each air compressor.

Parameter
Compressor 1

(50 HP)

Compressor 2

(100 HP)

Compressor 3

(1 HP)

Working Nonworking

5 days
week

2 days
week

Working Nonworking

5 days
week

2 days
week

Working

7 days
week

N 2654 949 2124 768 5379

Min 20.5 18.53 0.01 0.01 0.05

Max 50.89 22.7 85.90 85.19 1.37

Mean 33.96 21.48 28.55 11.47 0.82

Std. Dev. 4.53 0.32 23.97 20.13 0.58

neural network, due to many hidden layers, only the power consumption data is used

to predict the target output. Both models yield a single target output of electric

power in kW. Table 2.10 presents the summary of the ANNs design parameters and

inputs.

To prevent neural networks from overfitting, the model requires a large dataset

[59]. We will utilize all the data we have for the measurement period, leaving only

96 time-steps (1 day) for future robustness testing. According to [47], the number of

hidden layer neurons is recommended by the following relationship as m = 2n + 1,

where m is the number of hidden layer neurons and n is the number of input neurons.

The results were obtained by using MATLAB machine learning toolbox, which is

designed for solving time-series problems with nonlinear input-output. To perform

STLF, we will forecast the power consumption of each compressor 1 time-step (15

minutes) into the future. It is widely accepted that a neural network with the same

architecture will make similar predictions with among training trials, but not give
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exactly the same outputs [60]. As a result, to achieve better outcomes, each model

was run 5 times, the best performances were recorded and given in Table 2.11.

Table 2.10.
Summary of ANN design parameters and inputs.

Network Type FFNN LSTM

Inputs
minute, hour, day of week, pressure

(bar), temperature (◦C), power (kW)
power (kW)

Targets power (kW) power (kW)

Number of Layers 2 200

Number of Hidden Neurons 13 -

Training Algorithm/Solver Bayesian Regularization Adam

Number of Delays 2 -

Performance MSE RMSE

2.8 Performance Evaluation

We used two standard metrics to evaluate the performance of each forecasting

model. First, this study tests the Coefficient of Determination, namely the R2, be-

tween the observed values and the predictor outcomes. The R2 was calculated by

Equation 2.7.

R2 = 1−
∑n

i=1 |Xi − Yi|2∑n
i=1 |Xi − X̄|2

(2.7)

The R2 describes how well the prediction model fits the observation. The second

metric is the Root Mean Squared Error (RMSE). It calculates the deviation between

the value predicted by the model and values observed. The RMSE is calculated by

Equation 2.8.

RSME =

√∑n
i=1 |Yi −Xi|2

n
(2.8)
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Where Xi represents the actual measured values; Yi represents the predicted val-

ues by the model; X̄ is the mean of the measured sample; and n is the number of

predictions.

2.9 Results and Discussion

In this section, we presented the outcomes of the two models predictions. After

the neural network has trained, we applied it to the remaining 96 time-steps. The

results then evaluated by the performance metrics described in the last section.

2.9.1 Power Consumption Forecast for Compressor 1

The models were trained successfully using FFNN and LSTM. Figure 2.9 shows

the training stage R2 values between both prediction models and the measured values

pertaining to the power consumption of Compressor 1 in working days. Figure 2.10

describes the same information in non-working days. The R2 values showed that

84% variations in the measurement were explained by the FFNN prediction, and 83%

variations in the measurement were explained by the LSTM prediction for working

days [61].

For non-working days the numbers were 73% and 75%, respectively. The predic-

tions of 96 time-steps for a working day are shown in Figure 2.11 for both models.

As can be seen in Figure 2.11, the RMSE of the FFNN model is 1.41 kW, and that

of the LSTM model is 1.91 kW for predictions for a working day. The predictions for

96 time-steps during a non-working day are shown in Figure 2.12 for both models.

This time, the LSTM model yields a better prediction. Similarly, the RMSE of the

LSTM model was also smaller than that of the FFNN model for non-working days.

The results demonstrated that both models have the ability to forecast the electric

consumption. The FFNN model performed better when the variation of the data was

higher as depicted during the working days whereas the LSTM model performed

better when the fluctuation in the data was smaller. Another factor that might
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Fig. 2.9. R2 between measured 15-minute power (kW) and predicted
power by the FFNN model and the LSTM model for Compressor 1 in
working days.

Fig. 2.10. R2 between measured 15-minute power (kW) and predicted
power by the FFNN model and the LSTM model for Compressor 1 in
non-working days.

contribute to this issue could be the numbers of input. The FFNN model used more

inputs related to the operating conditions and therefore yielded better prediction.

However, the LSTM model could take care of more noisy data without many input
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Fig. 2.11. Prediction and measurement and absolute error between
them of a working day in 15 minutes interval using FFNN and LSTM
for Compressor 1.

Fig. 2.12. Prediction and measurement and absolute error between
them of a non-working day in 15 minutes interval using FFNN and
LSTM for Compressor 1.
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variables [62]. Nevertheless, both models had a difficulty to catch peak values in the

measurement. It was a known issue that also exists in other ANN implementation

such as wind power generation forecasting [63].

2.9.2 Power Consumption Forecast for Compressor 2

Figure 2.15 shows the prediction of 96 time-steps for a working day. The RMSE

of the FFNN model was 11.25 kW, and the RMSE of the LSTM model was 10.88 kW.

For non-working days the numbers are 8.88 kW and 6.65 kW respectively, as shown

in Figure 2.16. As illustrated in Figure 2.13 the R2 values at training stages are 0.87

and 0.85 for the FFNN model and the LSTM model, respectively, for working days.

The R2 values for non-working days are 0.96 for both models as shown in Figure 2.14.

Fig. 2.13. R2 between measured 15-minute power (kW) and predicted
power by the FFNN model and the LSTM model for Compressor 2 in
working days.

The results show that the FFNN model gives a better result in terms of the R2

value at the training stage; however, the LSTM model gives a better RMSE at the

prediction stage. Judging from Figure 2.15 and Figure 2.16 we believe that the LSTM
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Fig. 2.14. R2 between measured 15-minute power (kW) and predicted
power by the FFNN model and the LSTM model for Compressor 2 in
working days.

Fig. 2.15. Prediction and measurement and absolute error between
them of a working day in 15 minutes interval using FFNN and LSTM
for Compressor 2.

model is a better choice in forecasting the load curve of Compressor 2 as the model

successfully predicts the shut-down periods as well as several load-unload operations.
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Fig. 2.16. Prediction and measurement and absolute error between
them of a non-working day in 15 minutes interval using FFNN and
LSTM for Compressor 2.

2.9.3 Power Consumption Forecast for Compressor 3

Because Compressor 3’s schedule does not vary significantly, there is no separation

between working days and non-working days. LSTM model performs better as its

RMSE is 0.32 kW, compared to that of the FFNN models 0.58 kW, as shown in Figure

2.18. Figure 2.17 shows that the FFNN technique does not give a robust prediction

model as the R2 value is 0.27, whereas the LSTM model still has an R2 value of 0.74,

which represents some predictive ability.

Compressor 3 has a control type of on/off dual control, and therefore the mea-

surement is similar to a binary categorical value. In [64] the author investigates the

forecasting ability of FFNN with categorical inputs and finds out that the result is

not particularly sound. This can be one of the reasons that the FFNN model does

not yield an acceptable result in this case. On the other hand, the LSTM model still

returns an acceptable result as it can successfully predict the peaks in the load curve.
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Fig. 2.17. R2 between measured 15-minute power (kW) and predicted
power by the FFNN model and the LSTM model for Compressor 3 in
working days.

Fig. 2.18. Prediction and measurement and absolute error between
them of a working day in 15 minutes interval using FFNN and LSTM
for Compressor 3.
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Table 2.11 shows the comparison of the RMSE and the R2 of different types of

model in working and non-working mode of the compressor. In summary, both ANN

models perform well for Compressor 1 and Compressor 2. For Compressor 3 the

FFNN model does not give a good result whereas the LSTM model can predict the

load curve well.

Table 2.11.
Comparison of RMSE and R2.

Model Mode R2 RMSE(kW)

Compressor 1 (VFD)

FFNN
Working

Non Working

0.83

0.83

1.41

1.91

LSTM
Working

Non Working

0.73

0.75

0.08

0.07

Compressor 2 (loading and unloading with auto shut-down)

FFNN
Working

Non Working

0.87

0.96

11.25

10.88

LSTM
Working

Non Working

0.85

0.96

8.88

6.65

Compressor 3 (on/off dual control)

FFNN

LSTM

Working

Working

0.27

0.74

0.58

0.32

2.10 Conclusion

There are more opportunities to become more energy efficient as new technologies

provides the availability of a big data collection and data mining. In this section, we

investigate the capability if an artificial neural network to predict the power consump-
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tion of compressors that have different types of control. We use the time of a day, the

day of week, the pressure in the compressed air line, the temperature of the air intake,

and historical power consumption values to build the forecasting models. The results

show that the FFNN model is generally a good technique to forecast a compressors

power consumption that utilizes VFD and load-unload control. The LSTM performs

better in forecasting the power consumption of a compressor with on/off dual control.

Both models have the limitation to give a good prediction for peak operation. The

ability to forecast electric power consumption of an air compressor is a huge step

towards a successful demand response and smart manufacturing. Not only because

air compressors are typical Significant Energy User (SEU) but also because they are

an indispensable component in the manufacturing industry. The results of this sec-

tion prove the practicality of 15 minutes ahead air compressor power consumption

prediction which directly indicates that how much air compressors are loaded or their

status of operation in the future. The following chapters will provide novel control

algorithms to reduce the maximum electrical load for VFD driven air compressors,

and more energy saving opportunities for Load/Unload controlled air compressors by

using the predicted required compressed air flow rate as input. We did the prediction

for power consumption since it has more broad application. The required compressed

air flow rate can be calculated by using the compressor’s specific power from the spec

sheet. The specific power for Compressor 1 is 7.28 kWmin/m3 at 8.27 bar (120 psi).

The highest RMSE based on Table 2.11 for Compressor 1 is 1.91 kW which will result

in 0.26 m3/min of error. Compressor 1 full load volume rate of flow is 6.9 m3/min

based on specifications. Therefore, the accuracy of the flow rate prediction was 3.8%

by dividing the error of 0.26 m3/min to the baseline of 6.9 m3/min. This was good

enough for the proposed algorithm in chapter 3. The highest RMSE based on Table

2.11 for Compressor 2 was 11.25 kW . Compressor 2 at full load consumes around 70

kW and at unload mode consumes around 40 kW . With ±11.25 kW as worth case

accuracy we can still detect if the compressor is loaded or unloaded. Therefore the

accuracy is good enough for the fourth chapter of this study as well.
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3. AIR COMPRESSOR SYSTEM MAXIMUM

ELECTRICAL LOAD REDUCTION

3.1 Introduction

Electrical peak demand and load profile have been introduced in the introduction

chapter. Electrical load changes during the different times in a day. Meeting this

load during the high peak is one of the most critical difficulties that utility providers

are always facing [65]. In order to meet this demand utilities employ various methods

such as utilizing diesel generators [66] and running their old and inefficient plants

during the peak load [67]. High peak load increases the power generation cost as well

as the necessary capital cost for building that infrastructure both of which can result

in a higher carbon footprint [68], increase in transportation and maintenance costs

and accelerate the failure of equipment [69]. Therefore peak load reduction has great

importance and becoming an influential research field [70]. Peak load reduction can be

accomplished both on the supply side and the demand side. On the supply side, to clip

the peak load, methods such as direct load control for residential heat pumps [71],

developing a behavior driven demand response program [72], Changing electricity

prices over time in the wholesale markets based on the load [73] have been developed.

While on the user side, to minimize the maximum load several practices namely

renewable energy [74], battery energy storage system [75], thermal energy storage

system [76] and using intelligent supervision, control and monitoring systems [77]

have been considered. As listed below, there are three common techniques for load

management which can be applied on the user side [78].

1. Peak Clipping: reducing the load during peak periods
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2. Valley Filling: increasing the load during the off peak load in order to reduce

the load during the peak time

3. Load Shifting: moving certain loads to off peak time

These practices can be incorporated in different levels. From a high-level man-

agement perspective, utilizing all the subsystems by scheduling their operation from

a big picture load management point of view [17] have studied. From subsystem

point of view, designing and operating subsystems themselves with a flat load curve

can minimize or remove their footprint in the load fluctuations. Our approach is a

combination of valley filling and load shifting. The goal of this chapter is to employ

the ANN prediction from chapter 2 to design and develop a novel control algorithm

to reduce the maximum load by a real-time load shifting and valley filling method in

the compressed air systems with VFD control. The following section will discuss the

basics of the design for the proposed method.

3.2 Basics of Design

The objective of this section is to present comprehensive design details to reduce

air compressors maximum load. This algorithm ran the VFD driven air compressors

smoothly and prevented compressed air shortage during the peak air demand. This

method can be implemented through the primary air compressor control system or by

utilizing a central smart factory management system which is shown in Figure 3.1 in

order to reduce the load during the peak electrical demands. Smart factory benefits

from a central control system which tries to manage the energy usage and optimize the

process to maximize the efficiency of each subsystem and the entire factory. Relatively

small compressed air demand fluctuations on the user side can initiate other air

compressors to kick in and cause higher demand and energy usage. High air demand

fluctuation for a single unit air compressor system can cause compressed air shortage

and potential failures for the user side.
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Fig. 3.1. Smart factory [1].

Receiver Tank
VFD

Pressure Set Point

PT

PID

Flow Rate
Prediction Algorithm

Fig. 3.2. Proposed control schematics.

Figure 3.2 presents the proposed control method. Predicted air compressor be-

havior is used as an input to the algorithm. Prediction data can be obtained with

various methods such as utilizing the historical data to predict the future behavior

similar to the second chapter of this study or by modeling the operation and predict-

ing the compressed air flow requirement through a central management scheme for

the factory [79]. Furthermore, in a fully automated production line, the pneumatic

tools operation schedule is always constant. Therefore the flow rate usage pattern

can be used as a feed for the algorithm without any further need for an actual predic-

tion. As mentioned earlier, the VFD is controlled by a PID controller to follow the
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pressure set point in the air receiver tank. Most of the air compressors are designed

to operate in a wide pressure range, but they always operate at the minimum re-

quired line pressure in order to have the minimum energy usage without any respect

to the maximum load. This algorithm optimized the set point based on the peak and

running situation intelligently in order to reduce the maximum load. This goal was

achieved primarily by optimizing the compressed air production with respect to the

air compressors specifications and the air receiver tank size.

3.3 Modeling the Air Compressor with Air Receiver Tank

The model shown in this work was generalized in order to be applicable for study-

ing a broad variety of actual systems. We utilized an idealized mathematical method,

allowing us to formulate a clear optimization problem. The system includes an energy

source which can be electricity or diesel fuel, a compressed air required load, an air

reservoir, and a power management system. The power management system controls

the flow of compressed air generated by the source. Produced compressed air can

be either directly used by the load or saved in the air receiver for later use. The air

compressor transforms the fuels energy into the compressed air which is defined by

an energy consumption function depending on the generated compressed air F (Qg),

and as a result efficiency to energy usage, both described by equations below.

Fuel = F (Qg(t)) (3.1)

Efficiency = η(t) =
Qg(t)

F (Qg(t))
(3.2)

Qg(t) is the flow rate generated by the compressor at the time t which can be

measured in units of cfm or m3/min. F (Qg(t)) is the fuel consumption function rep-

resenting the dependency of fuel consumption on the compressed air production rate.

This can be a function of various parameters such as compressed air production rate,

inlet air temperature, compressor efficiency, motor efficiency and other components
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efficiency in the system. The fuel consumption is a function of the compressed air pro-

duction rate by the source. Higher compressed air production rate requires increased

fuel consumption. Therefore, this function is monotonically rising F ′(Qg(t)) > 0

and is convex F ′′(Qg(t)) > 0. The generated air volume at the required pressure is

annotated as Vg(t) with a unit of ft3 or m3 and can be calculated as below.

Vg(t) =

∫ T

0

Qg(t)dt (3.3)

The total fuel consumed by the air compressor is given by 3.4.

Ftotal =

∫ T

0

F (Qg(t))dt (3.4)

The air compressor load is described only by the flow rate required for users’ proper

operation. The flow rate profile is defined by QL(t) measured in cfm or m3/min.

We assume that the air flow rate consumption is known at any given time in order

to avoid the complicated statistical models’ effect as presented in the second chapter

of this study. The overall generated air volume at the required pressure consumed by

the load is given by 3.5.

VL(t) =

∫ T

0

QL(t)dt (3.5)

The air receiver is used to store compressed air for later use. Compressed air

supplied to the air receiver or discharged from it is indicated by QS(t). QS(t) is

considered positive while compressed air is going into the air receiver, and negative

during the time air receiver supplies stored compressed air to the users. The amount

of compressed air stored in the air receiver is expressed with VS(t) measured in ft3

or m3 at the required line pressure. We assume that there is no leak or air loss in

the air receiver tank therefore the stored air in the air receiver tank can be totally

used later. We assume that there is no leak or air loss in the air receiver tank. The

amount of stored air can be calculated by 3.6.

VS(t) =

∫ T

0

QS(t)dt (3.6)
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The air receiver stored air is limited by the air receiver size and the air compressor

operating range capabilities which defined as Vmax. The constraint on air receiver

storage is shown by 3.7.

0 ≤ VS(t) ≤ Vmax (3.7)

In order to calculate Vmax we assume that air is an ideal gas and we utilize the

ideal gas law as expressed below. P is the absolute pressure measured in Psia or Pa,

V is the air receiver volume measured in ft3 or m3, m is the air mass expressed in lbm

or kg, R is the gas constant equal to 1, 716 ft.lb
◦R.slug

or 287 J
kgK

and T is the temperature

measured in ◦R or K.

PV = mRT (3.8)

Without manipulating the pressure in the air receiver tank, the amount of mass

saved in the air receiver tank can be calculated as below which is the minimum amount

of mass for proper operation.

mmin =
PLineVAirReceiver

RT
(3.9)

By manipulating the pressure in the air receiver tank, the maximum amount of

mass saved in the air receiver tank can be calculated as below.

mmax =
PmaxVAirReceiver

RT
(3.10)

The temperature is assumed to be constant since the air stored in the air receiver

tank is coming form the air dryer. The volume of tank is constant as well. The

amount of the stored mass in the tank can be changed only by changing the pressure.

Available volume or Vmax is the volumetric amount of stored mass at the line pressure

which can be used for the user side.

Vmax =
(mmax −mmin)RT

Pline
(3.11)
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3.4 Problem Definition

The goal of this control algorithm is to minimize the electrical peak load to operate

the air compressor by utilizing the air receiver tank as a buffer as well as satisfying

the required compressed air flow rate for the users. Higher flow rate requires higher

electrical energy usage. Therefore, decreasing the maximum required flow rate will

directly decrease the maximum electrical load. The air receiver tank capacity with the

air compressor operational pressure range constrain the magnitude of the electrical

peak load. By utilizing the definitions from the previous sections, the optimization

problem can be expressed as below.

Minimize (max Qg(t)) (3.12)

VL(t) ≤ Vg(t) ≤ VL(t) + Vmax (3.13)

Qg(t) =
d

dt
Vg(t) (3.14)

According to 3.13 the generated compressed air volume should be kept between

the bonds. The upper bond is VL(t) + Vmax and the lower bond is VL(t). Equation

3.14 represents that the derivative of the volumetric produced air with respect to the

time is equal to the produced compressed air flow rate.

3.5 Analytical Solution

A detailed mathematical solution for the optimization problem above has been

studied and solved by Levron et al [80,81]. Based on their results, the created flow rate

peak which makes the power peak, is minimized if the produced air at line pressure,

Vg(t), takes the smallest route within the generated compressed air volume bound

diagram. The curve of the optimal amount of generated compressed air at the line

pressure must tangent its bounding limitations. Figure 3.3 presents the statements

visually. As it can be seen Vg(t) has taken the smallest distance between point A and

B. The optimal solution for the generated flow rate reduction does not depend on the

fuel cost function F (Qg(t)). However, the fuel cost function can reduce or increase
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the total energy consumption with this algorithm depending on the driving method

of the compressor. Majority of air compressors are either driven by diesel engines or

electric motors. Diesel engines are more energy efficient at lower RPMs. Therefore,

the proposed algorithm will consume less fuel. Electrical motors are more energy

efficient at higher RPMs. Therefore, the proposed algorithm will consume slightly

higher electricity.

Fig. 3.3. Optimal generated compressed air path [80].

Levron et al have solved this optimization problem mathematically. In order to do

this optimization in real time, we need to solve it numerically. The following section

will solve the optimization problem numerically and will compare the results with the

analytical solution presented in this section to prove the credibility of the outcome.

3.6 Numerical Solution

Figure 3.4 provides an overview of the numerical algorithm flowchart that has

been utilized to solve the optimization problem. This algorithm first receives the flow

rate data for 15 data points which are the future predicted flow rate load for the air
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compressor (QL(t)) and calculated Vmax from Equation 3.11 as an input. Then it

calculates the generated compressed air volume by using the Equation 3.15. Needless

to say QL(t) units should be chosen carefully in order to use Equation 3.15. For

instance, if the algorithm is used on a minute basis, the chosen unit should be per

minute such as m3/min.

VL(t) =
t∑
t=1

QL(t) (3.15)

Then we will fit a degree 8 polynomial equation in a least-square sense. We chose

degree 8 since it fitted the best to our data points. Eight is achieved merely by trial

and error process. One can follow the same process with different polynomial degrees.

The criteria is having the best-fitted line. The outcome will represent the VL(t) as an

equation to feed into our optimization iteration process. We chose 15 data points as

input by assuming 15 minutes ahead prediction. Therefore, we will have the following

relations for the curve fitting outcome.

t =
[
1 : 15

]
(3.16)

VL(t) = a1t
8 + a2t

7 + a3t
6 + a4t

5 + a5t
4 + a6t

3 + a7t
2 + a8t+ a9 (3.17)

coefficient values =
[
a1 a2 a3 a4 a5 a6 a7 a8 a9

]
(3.18)

The aforementioned optimization problem can be categorized as a minimax prob-

lem since the goal is to minimize the maximum Qg(t). The whole algorithm has

developed in MATLAB therefore we used fminimax function in order to solve this

problem. The procedure for fminimax is using Newtons method [82] in order to

minimize the possible loss for a worst case (maximum loss) which in our case is the

maximum Qg(t) [83]. The detailed general fminimax function is as below.
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Fig. 3.4. Optimal generated compressed air path algorithm.
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min
x

max
i

Fi(x) such that

c(x) ≤ 0

ceq(x) = 0

A.x ≤ b

Aeq.x = beq

lb ≤ x ≤ ub

(3.19)

Where b, A, Aeq, beq, lb and ub are defining the boundary, c(x) and ceq(x) are

functions that define desired Fi(x) value [84]. This general function needs to be

modified in order to solve our problem. The goal is to find the optimum coefficient

values in order to formulate the Vg(t) curve on Figure 3.3 by using an equation similar

to Equation 3.17. The modified fminimax is formulated as below.

A =



18 17 16 15 14 13 12 11 1

28 27 26 25 24 23 22 21 1

38 37 36 35 34 33 32 31 1
...

...
...

...
...

...
...

...
...

148 147 146 145 144 143 142 141 1

158 157 156 155 154 153 152 151 1


(3.20)

b =
[
VL(1) VL(2) + Vmax VL(3) + Vmax · · · VL(14) + Vmax VL(15)

]
(3.21)

x =



a1

a2

a3

a4

a5

a6

a7

a8

a9



(3.22)
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min
x

max
t

(Qg)t(x) such that

VL(t)− Vg(t) ≤ 0

Vg(t− 1)− Vg(t) < 0

Vg(t) = A.x

A.x ≤ b

(3.23)

Where Ax ≤ b is defining the upper boundary. In the b matrix the first and last

element is kept as VL(1) and VL(15) since the generated compressed air volume needs

to be same as the required load. VL(t) − Vg(t) ≤ 0 assures that the generated air

is always equal or above the required compressed air volume. Vg(t − 1) − Vg(t) < 0

guarantees that the dVg(t)

dt
> 0 considering it is impossible for the system to produce

negative Qg(t). The whole algorithm has been coded in MATLAB. The written

algorithm is generic and can be adopted for similar applications. Figure 3.4 presents

the flowchart for the algorithm. We used a set of random data in order to evaluate

what would be this numerical solution outcome and compare it with the mathematical

solution as our proved reference. Figure 3.5 and 3.6 show the results. The storage

is chosen 7m3 for the sake of demonstration. Figure 3.5 follows the exact optimum

route given in the mathematical solution section and Figure 3.3. The created flow rate

peak which makes the power peak is minimized in Figure 3.6 by taking the smallest

route within the generated compressed air volume band in Figure 3.5. The curve of

the optimal amount of generated compressed air at the line pressure is tangent to its

bounding limitations in Figure 3.5.

After calculating the optimum compressed air generation rate for each minute,

the system setpoint needs to be calculated in order to feed the PID controller to take

action and run the system. The following section will provide the detailed calculation.

3.7 Setpoint Calculation

Calculating the setpoint at each minute and modifying method plays a pivotal

role in the success of this algorithm. A simple mathematical method is adopted to

obtain the setpoint based on the calculated optimum generated flow rate. VL(t) is the
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Fig. 3.5. Optimal generated volumetric compressed air path.

generated compressed air at the line pressure meaning that if we operate the system

at the constant setpoint Pline (required line pressure), blue line on the Figure 3.5 will

be the consequence. VL(t)+Vmax is the generated compressed air at the maximum air

compressor system operatable pressure Pmax which is higher than the line pressure

meaning that if we operate the system at the maximum setpoint, black line on the

Figure 3.5 will be the outcome. Nevertheless operating at the maximum pressure does

not mean increasing the line pressure since there is a pressure regulator valve after the

air receiver tank setting at the line pressure. As Figure 3.7 shows, the additional Vmax

is stored in the air receiver tank causing the pressure inside of the tank to be higher

than the line pressure. By using Equation 3.9-3.11 and considering R, T, VAirReceiver

constant, it is clear that Vmax = α(Pmax − Pline) where α is a constant. Similarly

we can say Vg(t) − VL(t) = α(Pg(t) − Pline). Hence, the following equation can be

achieved.
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Fig. 3.6. Optimal generated compressed air flow rate path.

Pg(t)− Pline
Pmax − Pline

=
Vg(t)− VL(t)

Vmax
(3.24)

Where Pg(t) is the setpoint for Vg(t). Therefore, Pg(t) can be calculated as below.

Pg(t) = Pline +
Vg(t)− VL(t)

Vmax
(Pmax − Pline) (3.25)

It worth mentioning that the setpoint increase should be applied each minute

slowly in order to prevent any overshoot in the PID control. The proposed algorithm

has been studied in a real case scenario. The following section will present the results

of this study as well as calculating the system power consumption and showing the

cost-saving opportunities.
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Fig. 3.7. Air receiver and pressure regulator valve.

3.8 Case Study

Our case study is located in a 50, 000ft2 facility which does electroplating and

surface finishing for different products as presented in section 2.4.1. Overall, the

system is composed of: a 50 HP rotary screw compressor, a filter, an air dryer,

and an air receiver. The control logic is to maintain the air receiver tank pressure

at 8.27 bar (120 psi) which is considered as the line pressure. A PID controller is

utilized to implement this logic by driving the VFD. Figure 2.3 shows the described

system. Another 50 HP lubricated rotary screw compressor with capacity control

is installed as a backup. Figure 3.8 shows the backup air compressor system. This

system system automatically starts running during the high air demand if the main

compressor cannot keep the line pressure. Flow rate data and line pressure have

been obtained through the human-machine interface (HMI). In this case study, the

proposed algorithm was applied to this system. The case study is divided into two

sections. The first section discusses the maximum electrical load reduction by using

this algorithm. The second section introduces how this algorithm can be utilized to

save operation cost.
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Fig. 3.8. 50 HP backup air compressor.

3.8.1 Maximum Electrical Load Reduction

The effect of the algorithm on the maximum electrical load was studied in this

section. In order to utilize the algorithm, Vmax was calculated 1.76 m3 by using the

data presented in Table 3.1 and Equation 3.11. Pmax is from the air compressor spec

sheets. T is the measured temperature after the air dryer. R is the specific R value

from thermodynamic tables for dry air. mmin and mmax are calculated by Equation

3.9 and 3.10.

The algorithm has been implemented on the real data logged from the air compres-

sor. Figure 3.9 and 3.13 shows the algorithm effect on the flow rate for two different

logged data in different time frames. The air compressor power consumption was

calculated by using the Compressed Air and Gas Institute (CAGI) [85] measured

performance data. Table 3.2 presents this data. A line with R2 of 0.9963 is fitted to

this data in order to use the interpolation technique to calculated the power consump-

tion for the points in between. It is crystal clear that the algorithm output completely

depends on the input. For data set I the algorithm flow rate output can be seen in

Figure 3.10. Figure 3.11 represents the manipulated setpoint. The air compressor
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Table 3.1.
50 HP air compressor system specifications.

Parameter Value Units

mmax 49.65 kg

mmin 31.36 kg

Pmax 13.1 bar

Pline 8.27 bar

VAirReceiver 3.02 m3

R 287 J
kgK

T 300 K

power consumption for for data set I can be seen in Figure 3.12. Overall for data set

I the maximum flow rate has been reduced 0.88 m3/min causing maximum electrical

load reduction of 2 kW and energy usage increase of 0.93 kWh. The air compressor

power consumption for for data set II can be seen in Figure 3.13. Overall for data set

II the maximum flow rate has been reduced 1.63 m3/min causing maximum electrical

load reduction of 3.5 kW and energy usage increase of 0.94 kWh.

Table 3.2.
50 HP air compressor performance [85].

psig kW/100 cfm bar(g) kW min/m3

100 19.1 6.89 6.745

125 21 8.27 7.416

190 25.9 13.1 9.146
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Fig. 3.9. 50 HP air compressor performance [85].

Fig. 3.10. Optimal generated volumetric compressed air flow rate (Set I).
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Fig. 3.11. Setpoint manipulation for optimal generated flow rate (Set I).

Fig. 3.12. Optimal generated compressed air flow power consumption (Set I).
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Fig. 3.13. Optimal generated volumetric compressed air flow rate (Set II).

Fig. 3.14. Setpoint manipulation for optimal generated flow rate (Set II).
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Fig. 3.15. Optimal generated compressed air flow power consumption (Set II).

3.8.2 Operation Cost Reduction

It is very common among manufacturing facilities to use backup air compressor

during the peak air demand. In most of the cases, it is due to the expanding the

factory or changing the equipment after the air compressor system designed. There

are a handful of cases that this demand is slightly higher than main air compressor

maximum output. In these cases, the proposed algorithm can prevent the backup

compressor from kicking in and save energy and reduce electrical load. As mentioned

previously, the studied facility is one of these cases. Based on the logged data, there

are time periods that the required air flow rate is 6.864m3/min which is 0.064m3/min

higher than the maximum air compressor output. This slightly high demand is causing

the air receiver pressure to drop to 7.33 bar. After this point, the backup 50 HP air

compressor will start running at the minimum output which is 0.264 m3/min.

By utilizing this algorithm, the primary air compressor system can store more air

in the air receiver tank and prevent the backup air compressor running by using this
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Fig. 3.16. Optimal generated volumetric compressed air flow rate (Set III).

Fig. 3.17. Setpoint manipulation for optimal generated flow rate (Set III).
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Fig. 3.18. Optimal generated compressed air flow power consumption (Set III).

stored air. Figures 3.16-18 represent one of these scenarios. Based on the specifica-

tions the minimum required power for the backup air compressor is 15.6 kW . The

power consumption increase by this algorithm for the main air compressor was 8.23

kW . Therefore, the maximum load decreased 7.37 kW by preventing the backup air

compressor from kicking in. Regarding energy consumption, the main air compressor

consumed 1.67 kWh more while the backup system without this algorithm consumed

2.34 kWh. Consequently, this method decreased the energy usage for this 30 minute

period by 0.67 kWh.

3.9 Conclusion and Discussion

Maximum load reduction is one of design improvement goals for every system.

Moving forward to the off-grid manufacturing factories by using renewable energy

these studies become more valuable. A novel control method for VFD driven air

compressor system introduced. The input for this method can be from the predicted
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data by using the statistical and machine learning algorithms or from a perfect model

for the factory. The optimization algorithm validated numerically and mathemati-

cally. By applying this algorithm to the data and performance measured from a real

air compressor system, the maximum peak load is successfully reduced. The amount

of the reduction depends on the air compressor demand curve at the line pressure

and air compressor specifications. This method assures that the production line will

not starve during the peak compressed air demand by running the system smoothly

as well as reducing the maximum electrical peak load. Figure 3.13 represents this

difference. This method can also prevent secondary or backup air compressors from

kicking in during slightly higher loads than running air compressor’s output resulting

in more maximum load reduction and energy saving. Table 3.3 presents the summary

of the results of applying the proposed algorithm to the different datasets. The max-

imum electrical load has decreased in all the data sets. Energy is consumed slightly

higher for dataset I and II due to setpoint increase. For dataset III we had energy

saving by preventing the backup system from running during the peak compressed

air demand.

Table 3.3.
Summary of the results after applying the algorithm.

Dataset

Maximum Flow

Rate Reduction

m3/min

Maximum Electrical

Load Reduction

kW

Energy Usage

Increase

kWh

I 0.88 2 0.93

II 1.63 3.5 0.94

III 0.264 7.36 -0.67
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4. NOVEL LOAD UNLOAD CONTROL METHOD FOR

MAXIMIZING ENERGY SAVING

4.1 Introduction

Compressed air is one of the most costly utilities in industrial plants. In the

United States and the European Union, air compressor system is responsible for

around 10% of the electricity consumed in industry [86, 87]. Life cycle cost analysis

on this system shows that the capital investment and maintenance costs account for

a small portion in comparison with energy costs for operation. In many studies, the

operation cost is more than 500% of the capital cost [88, 89]. Air compressor control

method as well as appropriate system sizing play pivotal roles in annual pumping

costs [13,90]. Therefore, this study is focused on developing a novel control method in

order to reduce the energy consumption of the air compressor systems controlled with

load/unload method. Chapter 1 described the air compressor system and conventional

control methods that are utilized in the industry worldwide. This chapter will start

with a comprehensive review of the methods and practices which have been identified

to make these systems more energy efficient. Later it will introduce the issue with

current load/unload control methods with proposing a new method in order to solve

it. In the end, the results of applying this novel method in a real case study will be

presented.

4.2 Energy Saving Practices for Air Compressor System

Compressed air systems can reach 20% to 50% energy savings by improving the

system [91]. The current improvements are listed as below with a brief description

[91–93].
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• Eliminating inappropriate uses of compressed air: Using more economical en-

ergy sources for possible applications to minimize compressed air usage.

• Minimizing compressed air system leaks: Air leaks can be considered as a sig-

nificant energy waste for this system. Leak detection practices can save energy

and operation cost.

• Utilizing outside air for air intake: Reducing the inlet air temperature reduces

energy used by the compressor since compressor has to do less work.

• Minimizing pressure drop and controlling system pressure: Performing regular

maintenance and controlling system pressure, as well as proper system design,

can prevent additional pressure drops which can increase the unnecessary load

on the air compressor.

• Utilizing pressure/flow controller after air receiver: As air receiver pressure rises,

the intermediate control throttles the outflow of air and prevents downstream

pressure increase. Therefore, artificial demand is prevented.

• Using more efficient compressed air users: This practice can save more by re-

ducing the air compressor load. utilizing more efficient nozzles is a common

type of this practice.

• Heat recovery: More than 80% of the energy used in air compressor systems

is converted to heat. A proper heat recovery practice can use this energy for

useful works such as space heating, industrial process heating, water heating,

makeup, air heating, and boiler makeup water preheating [10].

• Keeping the compressor and intercooling surfaces clean: This practice can pre-

vent corrosion of the piping system, controls, instruments and tools which can

reduce the maintenance cost and energy usage.

In addition to the items above, optimizing compressed air system control strategy

can save a considerable amount of energy. Controls serve to regulate the amount
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of compressed air being produced. Depending on the load profile various control

methods have been developed. Variable speed drive (VSD) and fixed speed drive

(FSD) or load/unload control methods are the most common type of control systems.

VSD is recommended for a dynamic load with high fluctuations. On the other hand,

FSD is more efficient for a full load operation. Figure 4.1 presents the efficiency

comparison between VSD and FSD [94].

Fig. 4.1. Energy efficiency comparison of VSD and FSD compressors [94].

The type of compressor control and the relationship between the compressors out-

put capacity and the compressed air demand in the plant can determine the drawn

power characteristics. Different type of control methods and their power character-

istics have been studied in [95]. Figure 4.2 provides a general comparison between

different air compressor control types. Where FP(Fraction Full-Load Power) is actual

compressor power) over full-load compressor power and FC(Fraction Rated Capacity)

is actual compressed air output over full-load compressor output capacity). Depend-

ing on the load profile switching from one control method to another or a combination

can run the system more energy efficient. Schmidt and Kissock investigated the en-

ergy savings by switching from inlet modulation control to load/unload with and

without auto shutoff control for a rotary compressor [93]. The results show signifi-
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cant saving by switching to load/unload with auto shutoff. This section will propose

a novel load/unload control method to maximize the energy savings.

Fig. 4.2. FP vs FC for common compressor control types [96].

4.3 Problem Definition

Electrical motors are more energy efficient during the full load operation. As

Figure 4.3 shows, switching from inlet modulation to load/unload with auto shutoff

can have major energy reduction. The auto shutoff system basically will shut down

the motor after running unloaded for more than certain period of time. Normally

there are certain number of times recommended by the motor manufacturer in order

to auto shutoff the system during a certain time period. There is no intelligence

about when to shut down the compressor. There is a high possibility of turning

the system back on after a minute for a small load and again run the system for a

while unloaded till the next shutdown. As a matter of fact this can waste energy and

decrease the system efficiency. This problem can be solved by introducing a novel

control method. Two different control methods are introduced in order to solve this
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issue. First one is more advanced level, requiring prediction algorithms resulting in

more energy savings. The second method is more straightforward and doesn’t require

prediction. The following section will introduce the proposed design.

Fig. 4.3. Comparison of compressor power draw between modulation
control and load/unload with auto shut-off. [93].

4.4 Basics of Design

Figure 4.4 shows the traditional load/unload control method schematics. In this

method, the motor is always on. An inlet valve for the compressor controls the load

on the motor. During the loaded period, the valve is open and will increase the load

on the motor resulting in higher current drainage from the grid. During the unloaded

period, the valve is closed and will reduce the system energy usage. The control signal

to the valve is coming from pressure switches which controlling the pressure inside

the air receiver by sensing the pressure with a pressure transducer. The pressure

switches are set at two set pressures. The low-level pressure switch is set at the line

the pressure same as the pressure regulator valve. Whenever the pressure goes below

this point, the air compressor is loaded. The high-level pressure switch is set at the

line plus 10 or 20 psig (0.68 bar(g) to 1.38 bar(g)) to compress more air inside the
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tank for usage. Whenever the pressure goes above this point, the air compressor is

unloaded.
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Fig. 4.4. Load/Unload control schematics without auto shutoff.

Figure 4.5 presents the control schematics for the load/unload control method

with auto shutoff. Auto shutoff is introduced to the system to increase the efficiency

of this method. Basically the system will turn off if it is unloaded for more than a

certain period of time by taking into account the maximum allowable on/off for the

electrical motor during this period.
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Fig. 4.5. Load/Unload control schematics with auto shutoff.

As mentioned earlier, the drawback of this method is that there is a high possibility

of turning the system back on after a minute for a small load and again run the system
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for a while unloaded till the next shutdown which can result in high energy usage for

a small load.
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Fig. 4.6. Proposed Load/Unload control schematics with auto shutoff.

Figure 4.6 displays the novel proposed control method schematics in order to

maximize the efficiency and prevent the system from running unloaded. This method

will use the prediction data in order to control the system by using an algorithm. As

presented earlier the prediction can come from a predictive model as developed in

chapter 2 or a perfect user side model which can predict the future required air or

power for an automated line. An algorithm is required in order to process this data

and manage the controller. In order to prevent the system from running for a small

load, more air needs to be stored to the air receiver tank, meaning higher cut-off

pressure. The system cannot increase the cut-off pressure for the entire operation

since it will result in a higher energy usage considering compressors requires more

power to reach higher pressures. Therefore, an algorithm needs to decide when this

pressure increase will result in more energy efficiency. The following section will

define a perfect operation scenario and proposes an optimized algorithm in order to

implement.
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4.5 Proposed Solution

4.5.1 With Prediction

As shown in figure 4.6 the input for this algorithm is the prediction. The prediction

data should be the required compressed air flow rate by the users to operate. The

flow rate and the power consumption are related to each other at a constant operating

pressure [85]. For load/unload controlled air compressor the power consumption can

be calculated as below.

Power(kW ) =

Loaded− Power, Q > 0

Unloaded− Power, Q = 0

(4.1)

Where Q is the required compressed air flow rate by the users with the unit of

cfm or m3/hr. For load/unload with auto shutoff controlled air compressor the power

consumption can be calculated as below.

Power(kW ) =


Loaded− Power, Q > 0

Unloaded− Power, Q = 0 and t < T

0, Q = 0 and t ≥ T

(4.2)

Where t is the time counted since unloaded, and T is the time which is set to

turn off the system after running unload for more than T . By using Equation 4.1 and

4.2, the power consumption curve can be calculated from the required compressed air

flow rate prediction. This power curve needs to be modified and be used to control

the system. It is crystal clear that increasing the off period and minimizing the

running for small loads can result into the maximum efficiency from an operation

standpoint. Utilizing the prediction methods as presented in chapter 2 or modeling

the system will allow us to do so. Air receiver size, maximum air compressor operating

pressure, the maximum number of time a motor can be turned off during a specific

time period and the recommended time between on and off are the criteria that need

to be considered for this operation method. Storage size is the only parameter which
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needs to be calculated, and the rest is from the specification sheets from the electric

motor manufacturer. We define the storage size parameter as the loaded operating

time which can be saved in the air receiver tank by reaching the highest air compressor

operating pressure. Equation 3.11 can be utilized to calculate the Vmax and storage

size can be calculated as below.

Storage size = S =
Vmax
Q

(4.3)

Where Vmax as defined in chapter 3, is the volumetric amount of stored mass at

the line pressure which can be used for the user side with the unit of ft3 or m3. Q is

the air compressor volumetric capacity running at full load at the line pressure with

the unit of cfm or m3/hr. Therefore the storage size unit is time meaning that how

much time of running loaded can be saved in the air receiver tank by increasing the

air receiver tank pressure or cut-off pressure.

The following criteria needs be satisfied in order to use this algorithm. The power

consumption of the air compressor will increase by increasing the set pressure. The

following equation can quantify the fractional power consumption increase [97].

FI =
(Pmax

Patm
)0.286 − (Pline

Patm
)0.286

(Pmax

Patm
)0.286 − 1

(4.4)

Where Pmax is the maximum operating pressure, Pline is the required line pressure

and Patm is the atmospheric pressure. The amount of the energy used by increasing

the set pressure should be smaller than the energy used for the small loads in order

to this method to be more energy efficient. This can be formulated as below.

Powerloaded × S × (1 + FI) < Powerloaded × S + Powerunloaded × T (4.5)

Powerloaded × S × FI < Powerunloaded × T (4.6)

According to Figure 4.2 unloaded power is 50% of the loaded power and S is always

less than T since it is a small load. FI is a number between 0 and 1. Therefore



75

Equation 4.6 is always satisfied, and the proposed method is more energy efficient

than load/unload with auto shutoff method.

Identifying the points that the compressor setpoint needs to be increased in order

to prevent the system from running due to small loads is the key point in this oper-

ation. A generic algorithm is developed in Python which can be used to produce the

desired load profile as well as controlling the system. Figure 4.7 shows the algorithm’s

flowchart. Figure 4.8 and 4.9 shows the details of how the algorithm is executed by

showing the details of the programming. One can produce the same output with

different programming methods. As it is shown in Figure 4.7 the algorithm starts

by defining the input and output as arrays. Z is set to zero and used as a counter.

Max last and zero last is based on the last data point of the previous array. Initially,

it is assumed that the system will start as loaded. Therefore the max last is set to

true and zero last is set to false. The user needs to provide the following inputs.

• frame size: Prediction time frame. We chose 15 due to the 15 minute ahead

prediction. The user have the option to change the number.

• input data: Input data which is the load profile.

• max lvl: Air compressor loaded power ×(1 + FI).

• avg lvl: Average of the loaded and unloaded power.

• min lvl: Air compressor unloaded power.

• add lvl: Adding the number to the max lvl to show the higher power consump-

tion due to the set point increase or any reason that may cause energy usage

increase. This option can be turned off by setting the value to zero.

• max high lvl: Applying restrictions to the number of times that air compressor

can be set to maximum output pressure during the time frame.

• storage size: Calculated storage size by Equation 4.3.
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         input_data = focus_data, max_lvl,
         avg_lvl, min_lvl, add_lvl, max_high_lvl,
         storage_size, min_zero_lvl,
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write (output_data)

z = z + frame_size

End

Fig. 4.7. Algorithm flowchart.
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Fig. 4.8. Algorithm detailed programming flowchart 1.
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D

Yes

No

if 
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D

Fig. 4.9. Algorithm detailed programming flowchart 2.
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• min zero lvl: Recommended time between on and off.

• max zero switch: Maximum number of time a motor can be turned off during

the time frame.

Then the algorithm will utilize this information to process the data. The code

will check all the criteria at each point in the time frame and modify the points with

respect to the criteria. The goal is to increase the off period as much as possible by

moving the small loads. In order to demonstrate the code and explain the proposed

operation a set of data as shown in Figure 4.10 is used. The output can be seen in

Figure 4.11. Input data is set as follow.

frame size = 15 minute, max lvl = 420 kW, avg lvl = 325 kW, min lvl = 250

kW, add lvl = 50 kW, max high lvl = 15 (meaning no restriction), min zero lvl = 3

minute, max zero switch = 3

We assume there is no air stored in the air receiver tank. Consequently, the air

compressor should be at the loaded mode at the first minute. Therefore the first 3

data point is moved to the beginning. This feature can be turned off by the user

by changing the max last to False. As mentioned earlier, this code can be used to

control the system as well as demonstrating the proposed load profile. Therefore, we

defined the add lvl to increase the point before moved point to show the increased

consumption due to the compressor setpoint increase as well as showing the point

which setpoint needs to be increased to maximum. Figure 4.10 and 4.11 show point

6 and 7 are moved to point 4 and 5 and caused point 3 to be raised to 470 in order

to show the more energy usage due to the set point increase. Same has happened to

point 35,52 and 100. Point 60 hasn’t changed since it is the last data point of the

4th time frame (45 to 60). At the 45th point, the algorithm does not know what

will happen at point 61st. Whenever the system has been unloaded for more than 3

minutes the value is turned into zero meaning the motor is turned off with making sure

that there is no switching to off more than 3 times. As a matter of fact, by increasing
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the unloaded time periods and being able to turn the system off during these periods,

energy will be consumed less, and the system will operate more efficiently.

Fig. 4.10. Load/Unload control load curve.

Fig. 4.11. Proposed Load/Unload control with auto shutoff load curve.

Figure 4.12 shows the load profile with only auto shutoff feature. This will shut

down the compressor after running unload for 3 minutes. The area under the curve is

the lowest in Figure 4.11 proving that it is the most efficient operation method. The

proposed load profile can also be used to control the system by simply modifying the

set pressure using the equation below.

Set point =

Required Line Pressure, Power ≤ LoadedPower

Maximum Operatable Pressure, Power > LoadedPower

(4.7)

The following section will present another method without prediction.
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Fig. 4.12. Load/Unload control with auto shutoff load curve.

4.5.2 Without Prediction

Similar logic to the auto shutoff method can be developed in order to utilize this

method without using prediction. The logic is formulated as bellow.

Set point =

Required Line Pressure, T ′ > Tloaded

Maximum Operatable Pressure, T ′ ≤ Tloaded

(4.8)

T ′ is the time that if the compressor is loaded. For more than that the set point

should be changed to the maximum before turning the system off. A comprehensive

compressor load profile study must be conducted in order to calculate T ′ by using

trial and error to make sure that by doing so the system will become more efficient

by increasing the off period. Generally load profiles similar to the Figure 4.13 can

be benefited from this method. The following section will show the results of these

methods on a real case study.

4.6 Case Study

The air compressor for our case study is located in a waste water treatment plant.

Compressed air in this facility is mainly used for driving pneumatic actuators and

pneumatic solenoid valves as well as aeration processes. Overall, the system is com-
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Fig. 4.13. Load/Unload control with auto shutoff load curve.

posed of: a 100 HP rotary screw compressor, a filter, an air dryer, 800 gallon (3 m3)

air receiver and an air receiver. The control logic is to maintain the line pressure by

loading and unloading the compressor between 8.27 bar(g) (120 psig) and 6.89 bar(g)

(100 psig). The required line pressure is 6.89 bar(g) (100 psig). An Auto/Dual control

is utilized to implement this logic. The Compressor unloads the air compressor via

inlet modulation valve. The maximum operating pressure is 13 bar(g) (190 psig) for

this system. 43,384 minutes (30 days) of data has been logged. Figure 4.14 displays

the sample power logged from this system. The system will consume around 38 kW

Fig. 4.14. Sample logged power from the air compressor.
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for the unloaded mode and 63 kW for the loaded mode. When the system switches

from unloaded to the loaded mode the power consumption goes as high as 70 kW for

a few seconds due to the inrush current. By using the Equation 3.11, Vmax is calcu-

lated as 1.84 m3 of air at the line pressure (6.89 bar(g) (100 psig)) considering mmax

is calculated at 13 bar(g) (190 psig) and mmin is calculated at cut-off pressure 8.27

bar(g) (120 psig). According to Figure 4.14 for the small loads, the loaded time is 10

seconds. Provided data sheets by the manufacturer indicate that the air compressor

production capacity is 595.8 m3/hr (350 acfm). Consequently by using Equation 4.3

the storage size is 11.1 seconds which is slightly higher than 10 seconds. Fractional

increase (FI) due to the air receiver tank pressure increase to 13 bar(g) (190 psig) can

be calculated as 0.213. By using 3 minutes unloaded time with 3 allowable shut down

over 15 minutes period, the following results can be obtained for different control

methods. Developed control algorithm and Excel software are used to demonstrate

the power consumptions. Figures below show the results for 105 minutes of the logged

data with cut-on and cut-off pressures during the operation. The following section

will discuss the results.

Fig. 4.15. Sample power consumption with load/unload control.
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Fig. 4.16. Pressure setpoints for load/unload control without auto shutoff.

Fig. 4.17. Sample power consumption with load/unload with auto shutoff control.

Fig. 4.18. Pressure setpoints for load/unload control with auto shutoff.
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Fig. 4.19. Sample power consumption with proposed load/unload
control without prediction.

Fig. 4.20. Pressure setpoints for proposed load/unload control without prediction.

Fig. 4.21. Sample power consumption with proposed load/unload
control with 15 minutes ahead prediction.
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Fig. 4.22. Pressure setpoints for proposed load/unload control with prediction.

4.7 Results and Discussion

Four different control methods have been studied. Table 4.1 displays the energy

consumption during a month for each method. As it can be seen from the results the

auto shutoff can result in a significant energy saving by reducing 78.6% of load/unload

control method. Proposed algorithm without prediction can reduce 2.5% of the energy

consumed by load/unload with auto shutoff. Proposed algorithm with prediction can

reduce 48.2% of the energy consumed by load/unload with auto shutoff.

Table 4.1.
100 HP air compressor system energy consumption for a month with
different control methods.

Control Method Energy Consumption

Load/Unload 18359 kWh

Load/Unload with Auto Shutoff 3934 kWh

Proposed Algorithm without Prediction 3836 kWh

Proposed Algorithm with Prediction 2039 kWh
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The results of this section prove than compressed air storage can serve to improve

system performance and efficiency by introducing novel load/unload control methods.

It also proves the fact that having a perfect prediction of the system behavior can

result in more energy efficient air compressor systems. Therefore, developing time

series prediction tools and real-time modeling of the compressed air usage can make

these systems more energy efficient.



88

5. CONCLUSION

This study accomplished the goal of proposing novel control and operation methods

for the next generation of air compressor systems. This study proved the predictability

of the air compressors operation in real time. By the passage of time, the availability

of a big data collection and data mining is increasing and moving forward the tech-

nologies are being developed to use this opportunity to operate systems more energy

efficient. This can also lead to more energy efficiency in overall energy consumption in

a factory level by using smart manufacturing methods. The capability of an artificial

neural network has been studied to predict the power consumption of compressors

with various types of control. The time of a day, the day of week, the pressure in the

compressed air line, the temperature of the air intake, and historical power consump-

tion values have been utilized to build the forecasting models. The results were shown

that the FFNN model is a good technique to forecast both VFD and load/unload con-

trolled compressors power consumption. The LSTM performs better in forecasting

the power consumption of a compressor with load/unload control. Both models have

the limitation to give a good prediction for peak operation. Predicting electric power

consumption of an air compressor can result in developing new demand response and

smart manufacturing programs. The results proved the practicality of 15 minutes

ahead air compressor power consumption which directly indicates that how much air

compressors are loaded or their status of operation in the future. Two novel control

methods have been developed to answer the question of how this prediction can help

air compressors operation in system level control. Maximum load reduction is one of

design improvement goals for every system. The off-grid manufacturing factories by

using renewable energy these studies become more valuable. A novel control method

for VFD driven air compressor system introduced. The written algorithm verified

numerically and mathematically. By applying this algorithm to the data and per-
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formance measured from a real air compressor system, the maximum peak load is

successfully reduced. The value of the reduction depends on the air compressor de-

mand curve at the line pressure and air compressor specs. Despite the load reduction

energy consumption increased slightly. This method guarantees that the production

line will not starve during the peak compressed air demand by running the system

smoothly as well as reducing the maximum electrical peak load. This method can

also prevent secondary or backup air compressors from kicking in during somewhat

higher loads than running air compressor’s output ensuing in more maximum load

reduction and energy saving.

The second method aims to decrease the energy consumed with the load/unload

control method to make the operation more energy efficient. Four different control

methods have been studied. Auto shutoff can result in a significant energy saving.

Proposed algorithms with and without prediction can reduce the energy consumed

even more. The results of these methods prove than compressed air storage can be

used to improve system performance and efficiency. It also demonstrates how we

can benefit from having a perfect system behavior prediction system. Based on the

performed case studies the following results have been obtained.

• FFNN performs a good prediction for VFD and load/unload driven air com-

pressors. For FFNN the R2 value of 0.83 with RSME value of 1.41 kW to 1.91

kW for VFD driven have been achieved. The R2 value of 0.85 to 0.87 with

RSME value of 10.88 kW to 11.25 kW for load/unload driven case study have

been achieved.

• LSTM performs better for load/unload controlled air compressors with R2 value

of 0.96 with RSME value of 6.65 kW to 8.88 kW have been achieved in the

studied case.

• Both FFNN and LSTM did not perform very well for on/off controlled air

compressor. FFNN have achieved R2 value of 0.27 while LSTM performed

better by achieving R2 value of 0.74.
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• Maximum electrical load reduction algorithm has been developed and validated.

The amount of the reduced load depends on the required compressed air load

profile. Two data sets have been studied. For the first one, the maximum

flow rate has been reduced by 0.88 m3/min causing maximum electrical load

reduction of 2 kW and energy usage increase of 0.93 kWh. For the second data

set the maximum flow rate has been reduced by 1.63 m3/min causing maximum

electrical load reduction of 3.5 kW and energy usage increase of 0.94 kWh.

• The maximum electrical load reduction method can also result in preventing

the secondary or backup air compressors from kicking in during slightly higher

loads than running air compressor’s output resulting in more real-time demand

reduction and energy saving. In the studied case, the maximum load decreased

7.37 kW and the energy usage reduced by 0.67 kWh during the 30 minute

period by preventing the backup air compressor from kicking in.

• Two methods have been developed to maximize the energy efficiency for load/un-

load controlled air compressors. The control method has been designed, and a

Python code has been written which can be used for both studying the energy

saving as well as controlling the system.

• Based on the conducted case study. Auto shutoff can result in a significant

energy saving by reducing 78.6% of load/unload control method. Proposed

algorithm without prediction can reduce 2.5% of the energy consumed with

load/unload auto shutoff. The proposed algorithm with prediction can reduce

48.2% of the energy consumed by load/unload with auto shutoff.

Future Work

The following works can be recommended to continue this research.

• Investigation on improving and developing a better peak demand forecasting

methods.
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• FFNN model improvement for on/off dual control compressor using different

inputs, network architecture, or different processing.

• Integration of the ANN with other learning technique such as the support vector

machine (SVM) to further improve the forecasting ability.

• Developing software to model air compressor users in order to predict the com-

pressed air usage in the future. This software can use cycle time of each load,

users status, sequence and load amount to predict the required compressed air

in the future.

• Investigating the new control methods for a group of air compressor systems

which cooperate to meet the load for large facilities by using the required load

prediction to maximize the efficiency of the overall system.
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[60] F. Rodŕıguez, A. Fleetwood, A. Galarza, and L. Fontán, “Predicting solar en-
ergy generation through artificial neural networks using weather forecasts for
microgrid control,” Renewable Energy, vol. 126, pp. 855–864, 2018.
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