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Solvent Effects on Charge Spatial Extent in DNA and Implications for Transfer
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To clarify the role played by water in facilitating long-range DNA charge transport, carefully designed,
state-of-the-art, self-interaction corrected density-functional quantum mechanical and molecular me-
chanical (SIC-QM/MM) simulations are performed for the first time on two ionized adenine:thymine
bridge models in explicit water solvent at finite temperature. For random solvent configurations, the
charge is partially delocalized. However, a charge localization on different, well-separated adenines can
be induced and is correlated with a restructuring of their first solvation shells. Thus, the importance of
water in the mechanism of long-range charge transport is explicitly demonstrated, and the microscopic

conditions for a charge localization are revealed.
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In the last decade, charge transfer processes in DNA
have been the subject of intense theoretical and experi-
mental investigations [1]. This renewed interest is due to
the fact that DNA-based components are envisaged for use
in molecular electronic devices [2,3] and to the role played
by DNA’s conductivity in oxidatively generated damage,
and, possibly, repair mechanisms [4,5]. However, contra-
dictory experimental results, with conductivities that span
the entire range from metallic to insulator, have alimented
a still ongoing controversy [1,6]. Single DNA molecules in
dry conditions are currently thought to be wide-band-gap
semiconductors [1,6], while solvated oligomers can carry
charge over at least 200 A [7,8].

Two mechanistic regimes of charge transfer have been
demonstrated in solvated DNA. Over short distances, the
transport mechanism is coherent [9] and can be success-
fully viewed as a tunneling process [10,11] or interpreted
classically as radical cation migration [12]. Over long
distances, the mechanism is rather different [9]. In some
sequences, the rate of charge transfer is observed to be
essentially independent of the adenine:thymine (A:T)
bridge length [9] and can be modeled as a localized
charge’s thermal activation onto the A:T bridge and inco-
herent hopping from 1 A to another [11]. In other cases
[7,8], however, an exponential decrease in the rate of
charge transfer is observed over long distances.
Accordingly, charge transfer can also be viewed as a
delocalized charge’s phonon-assisted polaronlike hopping
[7], conformationally gated hopping [13-15], ion-gated
transport [16], and/or response to a rearrangement of the
solvation shell [17]. Importantly, the reactivity of the base
radical cations formed in solvated DNA is different from
that of partially hydrated dry DNA. Thus, the transport
mechanisms of DNA under dry conditions may be
different.

According to Marcus theory [6,18], a necessary step
toward understanding charge transfer processes in DNA
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is describing how DNA couples to its environment. The
application of this idea to complex systems, however, is
quite challenging. A few years ago, the effect of a counter-
ion rearrangement in facilitating charge transfer was
shown [16]. However, recent work [13] suggests that ion-
gated charge transport is not a predominant mechanism but
instead that conformational changes and solvent rearrange-
ment play a prominent role in polaron transport [19]. Our
objective is to verify the latter hypothesis by observing the
rearrangement of water in response to the positive charge
at the molecular level.

In previous studies, a role played by water in long-range
charge transport involving defect-free poly(A:T) was in-
directly suggested. Specifically, the thermally activated
doping of oligomers at their edges by water states was
recently demonstrated, suggesting a means of transport
involving damage sites in DNA [20]. Also, it was previ-
ously shown that the neutral, aperiodic poly(A:T)’s highest
occupied molecular orbital (HOMO) is localized, generally
attributed to dynamical variations in DNA intramolecular
interactions and coupling of DNA with its environment
[21]. Nonetheless, the role played by water is presently
unclear. Perhaps due to this, the effect of water on the
electron hole (positive charge) wave function at the mo-
lecular level is controversial and currently the subject of
debate [17,19,22].

In this Letter, water-gated charge transport is elucidated
at the molecular level by performing self-interaction cor-
rected [23] density-functional quantum mechanical and
molecular mechanical [24,25] (SIC-QM/MM) computa-
tions using two models of the A:T bridge in explicit water
solvent. The first, termed “ideal,” is the experimentally
averaged x-ray structure of Arnott B-DNA. The second,
labeled ‘““disordered,” is a distorted conformation taken
from an AMBER [26] molecular dynamics simulation per-
formed similarly as in reference [27]. Both d(5'-AAgA-3')
models consist of 10 A:T base pairs, 18 sodium counter-
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ROHF ROBLYP
FIG. 1 (cg.)lor online). In the stacked radical cation adenine
dimer (6 A separation gap), the positive charge, defined by the
dark (purple online) isosurface of m(r) = 0.002, is correctly
localized at the restricted open-shell Hartree-Fock (ROHF) level

of theory (left). In contrast to uncorrected ROBLYP (middle), the
charge is 85% localized at the SIC-ROBLYP level (right).

SIC-ROBLYP

ions, and 2000 water molecules (6656 atoms total). Based
on experimental [13—15] and certain theoretical [17,19]
studies indicating 4—5 bases are needed to support a delo-
calized charge in certain sequences, 5 A:T base pairs and
their sugar plus backbone atoms are initially included in
the quantum subsystem (318 atoms), terminated by four
capping atoms between backbone atoms.

Using both ideal and disordered models single-point
SIC-QM/MM calculations are performed, followed by
carefully designed Born-Oppenheimer SIC-QM/MM
simulations (in which the wave function is optimized at
every MD step) to allow the solvent molecules to rear-
range, and then repeating the static calculations to see how
the spatial extent of the positive charge is affected, quanti-
fied using the experimentally observable spin density,
m(r). All calculations are performed using CP2K [28]. As
shown by ourselves [23], the self-interaction error (SIE)
[29] of the unpaired electron can lead to spurious results
when describing the electronic structure of stacked radical
cation DNA base pairs. Accordingly, the Kohn-Sham en-
ergy functional expression [28,30] describing the quantum
subsystem at the restricted open-shell DFT-Becke-Lee-
Yang-Parr [31,32] level, ROBLYP, is corrected by applying
a new empirical self-interaction correction (SIC) [23] with
the choice of parameters ¢ = 0.8 and b = 0.5, extensively
validated (Fig. 1 and reference [23]). The remaining energy
terms describing the molecular mechanical system and the
coupling between QM and MM regions are standard
[24,25]. Other computational details are given elsewhere
[33-35].

In both ideal and disordered structures, the spin density,
m(r), is initially spread out along several bases, supporting
experimental [13—-15] and certain theoretical [17,19,36]
studies. As shown by a selected isosurface of m(r)
(Fig. 2), for the ideal model, the charge is favoring adenine
no. 5, the second base in the QM region, which is more
easily ionized than thymine [23]. In the disordered model,
it is shared primarily between adenines no. 5 and no. 6
(Fig. 2). Nonetheless, thymine oxidation products may still
be formed due to a higher reactivity of the thymine (versus
adenine) radical cation [37]. Qualitatively similar results

\
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FIG. 2 (color online). The quantum subsystem (as spherical
atoms) within the ideal (left) and disordered (right) models,
excluding solvent molecules and counterions for clarity, and
the spatial extent of the positive charge as dark (purple online)
lobes, m(r) = 0.001.

are obtained upon enlarging the QM region to include a 6—
8 A-thick shell of water molecules and counterions. These
results are physically reasonable: In both models, the
charge is favoring adenines whose electronegative nitrogen
atoms, N7 and N3, are forming longer or bent hydrogen
bonds with water. Most likely, the energetic destabilization
of the system is minimized by depleting the electron
density from these bases’ nitrogen atoms, making them
less effective hydrogen bond acceptors.

Next, SIC-QM/MM simulations are performed to search
efficiently for solvent configurations that can induce a
charge localization at different points along the A:T bridge,
which would implicate water as a key player in facilitating
charge transfer. After the positive charge is constrained to
reside on a particular base by redefining the quantum
subsystem in the ideal model to include only either adenine
no. 5 or no. 8 (and a capping atom on nitrogen atom NO),
runs no. 1 and no. 2 are commenced, respectively. Runs no.
3 and no. 4 are similarly carried out using the disordered
model. Each run within the microcanonical (NVE) en-
semble at 7 = 350 K and employing a 0.5 fs time step is
performed for = 5 ps, permitting several hydrogen bond

FIG. 3 (color online).

Snapshots depicting the localization of
the positive charge in the ideal model after run no. 1 (left) or run
no. 2 (right). (Details are given in the legend of Fig. 2.) Results
for the disordered model are similar.

058104-2



week ending
PRL 99, 058104 (2007) PHYSICAL REVIEW LETTERS 3 AUGUST 2607
4 r r r 4 r r r r
Initial ‘Ideal’ Initial ‘Disordered’
3 | After Run #1 . 3 | After Run #3 4
°< After Run #2 °<g After Run #4

= =
s 2| 1 82 :
o o
L1t 4 2 1t 1
o o

0 . P/ . 0 A

0 5 10 1520 25 30 0 5 10 1520 25 30

zdistance (A)

FIG. 4 (color online).

breaking and formation events, while (both QM and MM)
atoms in the original quantum subsystem of 318 atoms are
held fixed. Random configurations from the last 3—4 ps of
the simulations are then analyzed by recalculating m(r)
using the original definition of the quantum subsystem,
e.g., Fig. 3. As shown earlier (Fig. 2), the positive charge is
initially spread out in both models [Fig. 4, delocalized
(black) curves]. However, in all structures chosen from
the runs, it is located on a single adenine base and not
shared with any others [Figure 4, localized (red or gray and
blue or dark gray) curves]. These results are essentially
unchanged upon expanding the quantum subsystem.

This charge redistribution (Figs. 3 and 4) is due exclu-
sively to a local solvent rearrangement. Because the ge-
ometry of the 318-atom subsystem is frozen during the
simulations, the localization of m(r) cannot be due to
bridge movement. Furthermore, during the four short
runs, the counterions are always located near their initial
positions around the negatively charged phosphate groups.
Thus, a solvent reorganization must be responsible for this
effect. Note, the global solvent arrangements are entropi-
cally driven and quite different, as measured by their net
dipole moments.

During the simulations, a significant restructuring of the
solvent around the electronegative nitrogen atoms of the
positively charged adenines is seen. To illustrate this fact,
radial distribution functions, gn7-gw(r)’s, between N7 of
adenine in the ideal and disordered models and the water
hydrogen atoms are examined (Fig. 5). The first peak of the
gn7-uw(r)’s describing (randomly chosen) neutral ad-
enines, shown as dashed lines, is quite pronounced and
yields a coordination number of one, indicating a “‘strong”
nitrogen-water hydrogen bond. In marked contrast, the
functions describing the charged adenines, shown as solid
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FIG. 5 (color online).
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Projections of m(r) along the z-axis for both ideal (left) and disordered (right) models of the A:T bridge.

lines in Fig. 5, are lacking this feature, indicating a defi-
ciency of donors. Similar conclusions apply to a second
atom, N3. In conjunction with a breakdown of radial order,
the distributions of the hydrogen bond angle, 6 =
/N-H-O, are significantly broadened and shifted away
from 180° (Fig. 6). Very recently, the reorientation of water
molecules around guanine was also seen to localize the
charge on that base [36,38].

To verify these results, two DFT-SIC-ROBLYP calcula-
tions [28,33] are performed using a couple of adenine
molecules in the Arnott B-DNA geometry and two water
molecules. First, one water molecule is manually placed at
a hydrogen bond distance of 1.7 A from one adenine’s N3,
and a second is placed near that adenine’s N7, before
computing m(r). Next, the water molecules are moved
around the other adenine, and m(r) is recomputed. In
both cases, the (orbital of the) positive charge is localized
on the base without water molecules.

Thus, the role played by water in gating charge transport
is explicitly demonstrated for the first time and is envi-
sioned to involve the breaking and formation of water-
purine nitrogen hydrogen bonds in the first solvation shell
occurring on the order of the simulation time scale (ps).
This process is expected to compete with reaction (e.g.,
deprotonation, hydration) of the base radical cations and is
open to experimental verification. Also, the microscopic
conditions for a charge localization on bases with longer or
bent hydrogen bonds are revealed, helping to reconcile
seemingly contradictory theoretical predictions that the
positive charge can be both delocalized [17] and localized
[22]. These accomplishments are made by applying a self-
interaction correction to DFT, representing an unprece-
dented level of accuracy in treating large (biological)
systems.
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Radial distribution functions calculated for ideal (left) and disordered (right) models.
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FIG. 6 (color online).
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