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Electronic Structure of Wet DNA
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The electronic properties of a Z-DNA crystal synthesized in the laboratory are investigated by means of
density-functional theory Car-Parrinello calculations. The electronic structure has a gap of only 1.28 eV.
This separates a manifold of 12 occupied states which came from the 7 guanine orbitals from the lowest
empty states in which the electron is transferred to the Na™ from PO, groups and water molecules. We
have evaluated the anisotropic optical conductivity. At low frequency the conductivity is dominated by the
7 — Na' transitions. Our calculation demonstrates that the cost of introducing electron holes in wet DNA

strands could be lower than previously anticipated.
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The computational study of nucleic acids and other
biopolymers in laboratory-realizable conditions has until
now focused mainly on their structural properties, while
the nature of the electronic structure has received far less
attention. Yet the electronic states play an important role in
determining the interatomic forces, as they lead to elec-
tronic polarization effects and many-body forces and pro-
vide an accurate description of the dielectric properties.
Furthermore, they are crucial in phenomena such as
radiation-induced damage [1]. More recently, there has
been great interest in the nature of the electronic structure
of DNA because of its potential applications to nanotech-
nology. Indeed, DNA has several properties that make it
attractive in a variety of applications. It is a stable polymer
and can easily be handled and modified almost at will.
Furthermore, its one-dimensional character and regular
stacking of 7r-bases have suggested the possibility of using
DNA as a nanoscale conductor [2-7]. Unfortunately, ex-
periments have provided very contradictory results. Such
experiments are obviously very difficult since they require
the handling of single molecules and the contact to the
metallic leads can play an important role. Theory could be
of great help in understanding these phenomena, but theo-
retical efforts to date have mostly been limited to the study
of small fragments in the gas phase [8]. Only recently
has an effort been made to study periodically infinite
double strands [9]. However, in this instance a limited
basis set was used and the solvation water and counterions,
which are crucial for the stability of the DNA, were
neglected [10]. In our view, it is extremely important rather
to study systems that can actually be synthesized and
studied in the laboratory.
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PACS numbers: 87.15.Aa, 81.05.Zx, 87.14.Gg

Out of computational considerations we focus
here on the smallest nucleotide crystal structure that
can be synthesized in the laboratory, namely,
d(GpCpGpCpGpCpGpCpGpCpGpCp) (Fig. 1) [3].

This is an infinitely repeated biopolymer, which in the
unit cell contains a guanine:cytosine (Gua:Cyt) dodecamer
in the Z conformation. This structure is very attractive for
nanotechnology since the absence of disorder in the base-
pair sequence can in principle lead to a higher conductivity.
It is also interesting for radiation damage studies since it is
rich in Gua bases, which are the most prone to UV-induced
radical formation. Although not biologically active, it has
all the ingredients of an active DNA, namely, the double
strand, the counterions, and the solvation waters.

The system crystallizes in the hexagonal space group
P6(5)22, with cell dimensions a = b = 18.084A, ¢ =
43.10 A. The coordinates were taken from the Protein
Data Bank [12]. The hydrogen atom positions, not resolved
in the x-ray structure, were assigned by hand, respecting
only the constraint of standard bond angles and bond
lengths. Then the position of all the atoms was optimized
with a quenched ab initio molecular dynamics, which led
to the spontaneous formation of a hydrogen bond network.
Also the sodium counterions were not resolved in the
crystal structure. After careful inspection their initial posi-
tion was established in the following way. Twelve Na™
were positioned in the middle of 12 symmetric solvent
excluded cavities of 1.6 A radius existing in the structure.
The excluded volumes were calculated with the method of
Connolly [13]. Since we could not find enough empty
space in the structure to position the remaining 12 sodium
ions, 12 symmetrical water molecules in the proximity of
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FIG. 1 (color). View of the three-dimensional structure of the
Gua:Cyt dodecamer [11] (a) along, (b) orthogonal to the ¢(z)
axis. Water molecules, counterions, and hydrogens have been

removed for clarity. The sugar-phosphate backbone is repre-
sented as ribbons.

the phosphates were substituted with sodium ions. The
position of the sodium ions was optimized with a quenched
ab initio molecular dynamics in which all the symmetry
restraints, with the exception of the periodic boundary
conditions, were relaxed. Our model contained 654 heavy
atoms and 540 hydrogen atoms [the molecular formula is
C228No60144P24NayyHogy #138(H, O)].

The calculations were performed within the framework
of density-functional theory. Gradient corrected exchange
and correlation functionals with the BLYP [14,15] para-
metrizations were used. We treated explicitly the 3 960
valence electrons, since in the case of sodium we treat
explicitly the semicore states. The interaction between
valence electrons and ionic cores was described by
Martin-Troullier pseudopotentials [16]. The Kohn-Sham
orbitals were expanded up to an energy cutoff of 70 Ry.
The total number of PW treated was 408 238. We used the
CPMD code [17], and optimized the structure using a mo-
lecular dynamics/quenching scheme for ionic relaxation.
The cell parameters were not optimized. We sample only
the I" point of the Brillouin zone, which given the cell size
is an accurate approximation. Coulomb interactions are
evaluated by the Ewald summation method. No symmetry
restriction was imposed on the calculation. We stopped the
relaxation when the root-mean-square value of the force
was less than 1073 au. We estimate that the resulting
uncertainty in the position is less than the experimental
error. The chemical bonding and the polarization effects
were characterized with the method of the maximally
localized Wannier orbitals [18,19].

Solvation waters are partitioned in two linear structures
and six droplets. The first string of waters is placed inside
the helix where they bridge the Cyt carbonyl oxygens. The
second is placed in the major groove and the waters interact
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with the phosphate groups and the Na* counterions. In the
pockets of the helices, i.e., in the mouth of the major and
minor grooves [20], the water molecules form ““droplets™
of hydrogen-bonded molecules that have a peculiar struc-
ture (inset of Fig. 2).

The link between one water cluster and the other is
provided by the phosphate groups. It is clear that the
bonding pattern for all the water in the structure is unusual
and rather different from that of bulk water. This leads to a
wide distribution of dipole moments (Fig. 2), which ranges
from the value 1.7 D close to the gas phase of the molecules
inside the helix to the very high value of 3.8 D for the
fivefold coordinated molecules in the droplets. The spread
of the dipole moments and the unusual water structure
confirms the widely held view that water close to the
nucleic acids has a different character from that in the
bulk. It therefore seems difficult that rigid ion models
based on bulk properties can accurately describe the prop-
erties of nucleic acid solutions. To test this hypothesis
we compared the hydrogen bond network obtained by
full ab initio optimization with that obtained with molecu-
lar mechanics calculations on the same model system using
the AMBER potential [23]. The optimized structure was
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FIG. 2 (color). (a) H bond pattern of water droplets present in
the minor grooves; (b) Comparison of the H bond pattern
obtained by ab initio (white and red molecules) and molecular
mechanics (orange molecules); and (c) Histogram of the dipole
moment distribution of the water molecules; the dipole of water
in the bulk [21] and gas [22] phase are represented in green and
red, respectively.
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obtained from the same initial configuration used for the
ab initio optimization by a simulated annealing-quench
procedure (6 ps of molecular dynamics at 200 K followed
by a quench to 0 K in 3 ps). The final structure, while in
general similar to the ab initio one, has a different bonding
pattern, particularly in the proximity of water molecules
that the ab initio calculation showed to be the most polar-
ized compared to bulk phase [Fig. 2(b)].

We now turn to the description of the electronic proper-
ties of this interesting structure. Twelve quasidegenerate
states are positioned at the top of the valence band. The
noncomplete degeneracy is due to the residual disorder left
in the structure. These states have a 7 character and are
mostly localized on the Gua nucleobases. In order to
quantitatively prove this point we integrate around the
region that surrounds the Gua bases. The density summed
over this region is 96% of the total. Each individual state of
this manifold is spread over several Gua bases (see Fig. 3).
The summed density of the top 12 states is also shown and
has the full symmetry. The states immediately below the
top of the valence band are relatively easy to assign to
states localized also on the Gua. The first Cyt localized
state is at 0.78 eV below the top. As we move further down
the spectrum it becomes difficult to determine the nature of
the states, as they become rather intermixed.

The DFT gap between empty and occupied states is
particularly small, being only 1.28 eV. This very small
value heralds the rather novel nature of the states at the
bottom of the conduction band, which is a charge transfer
state where one electron has been moved outside the helix
mostly on the Na™ counterions and on the PO, groups
[Fig. 4(b)]. This result is in agreement with the calculations
of Enders et. al. [24] which reaches similar conclusions
about the reduced gap in the presence of counterions, and
possibly with the experimental work of Tran et al. [25]
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FIG. 3 (color). (a) Electronic charge density p,(z) along the z
axis integrated over the x and y directions. The integrals are
performed only in regions surrounding the Gua basis. These
regions are defined as the union of all the cubes of side 2.1 A
which have a guanosine atom at their center. In red we show the
p.(z) of the top state. The black line give the total p,(z) of the
manifold. (b) Schematic level diagram around the Fermi level.
The Fermi level positioned in the middle of the gap has been
chosen as the zero of energy.
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To assess the effect of water molecules on this state and
on the value of the gap we repeated the calculation by re-
moving the water molecules but otherwise leaving the
geometry of the DNA and counterions unchanged. The
gap is much reduced. This reveals the electrostatic nature
of the charge transfer states and the fundamental role of
water in shielding the DNA from the electrostatic field of
counterions.

Moving higher in energy we find a number of states
which have a similar character. It is only at 2.85 eV above
the Fermi level that we find the first excited states with a
strong base character and that is a 77 Cyt kind of state. The
first 77 Gua state is instead at 3.18 eV. The 7 — 7 gap is
3.94 eV for Cyt and 3.82 eV for Gua, respectively. These
values are rather similar to those of the Cyt:Gua monomer
in the gas phase, obtained with the same computational
setup (3.87 and 3.80 eV, respectively). In a first approxi-
mation these values can be compared to the excitation
energies observed in experiments, namely, 4.6 and 4.5 eV
for Cyt and Gua, respectively [26]. This comparison shows
that our underestimation of the gap due to the use of DFT
theory is less than 1 eV and that the relative values of the
gaps are very well reproduced.

We have calculated the diagonal elements of the optical
conductivity tensor o,,(w) using the Kubo-Greenwood
expression [27,28]:

27re? ’
a-aa(w) = mz |<lpv|pa|¢c>| B(Ec - Ev _ﬁw)’

where E,, E. and ¢,, . are the energies and wave
functions of the valence and conduction bands, respec-
tively, and () is the volume of the supercell.

In Fig. 5(a) we plot the average optical conductivity
o(w) = 1Tr{ o 4.(w)]. This shows a sharp rise at about
4 eV; however, before that there is a tail of low-intensity
states which extends to low energies. These are due to the

FIG. 4 (color). (a) Side and top view of the electronic density
isosurface associated with the manifold of the 12 top states of the
valence band. (b) Top and side view of the electronic density
isosurface associated with the manifold of the 12 low states of
the conduction band. The isosurfaces represented have a value of
1072 electrons A73.
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FIG. 5 (color). Optical conductivity (2 'cm™!) versus fre-
quency (GV) (a) o-average(w)’ (b) 0'||(w), and () O'J_(w)~ The
orange histograms are the contribution to the total conductivity
(gray) due to excitations ending on the Na' electron transfer
virtual states. The continuous black line in the right-hand figures
is the average conductivity.

Gua—Na™ kind of transitions. They have low intensity
because the dipole moment matrix elements connects two
states that are centered on different positions.

From Fig. 5(b) we see that the optical activity in the
strand direction is almost entirely due to the Gua—Na*t
transition described here. In o | (w), on the other hand, are
also admixed the in-plane 7 — 7" and n — 7" transitions
described in the literature for the gas phase basis [29-32].
Note that the counterions Z coordinate lies between suc-
cessive bases and therefore the transition dipole moments
for the Gua—Na™ transitions have parallel as well as
perpendicular components.

The small value of the gap suggests the possibility that
DNA can be doped for instance by divalent or trivalent
counterions. One could also speculate that the contradic-
tory experimental evidence on DNA conductions may be
due to incidental doping. From our calculations it emerges
clearly that for a proper understanding of DNA electronic
properties it is imperative to include solvation effects.
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