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Abstract: In the framework of synthetic aperture radar (SAR) systems, current satellite missions make
it possible to acquire images at very high and multiple spatial resolutions with short revisit times.
This scenario conveys a remarkable potential in applications to, for instance, environmental monitoring
and natural disaster recovery. In this context, data fusion and change detection methodologies play
major roles. This paper proposes an unsupervised change detection algorithm for the challenging case of
multimodal SAR data collected by sensors operating at multiple spatial resolutions. The method is based
on Markovian probabilistic graphical models, graph cuts, linear mixtures, generalized Gaussian
distributions, Gram–Charlier approximations, maximum likelihood and minimum mean squared
error estimation. It benefits from the SAR images acquired at multiple spatial resolutions and with
possibly different modalities on the considered acquisition times to generate an output change map
at the finest observed resolution. This is accomplished by modeling the statistics of the data at the
various spatial scales through appropriate generalized Gaussian distributions and by iteratively
estimating a set of virtual images that are defined on the pixel grid at the finest resolution and would
be collected if all the sensors could work at that resolution. A Markov random field framework is
adopted to address the detection problem by defining an appropriate multimodal energy function
that is minimized using graph cuts.

Keywords: synthetic aperture radar (SAR); multiresolution data fusion; multimodality data fusion;
generalized Gaussian; maximum likelihood (ML) estimation; minimum mean squared error (MMSE)
estimation; Gram–Charlier approximation; Markov random fields (MRF); graph cuts

1. Introduction

Multitemporal image analysis represents a powerful source of information in Earth observation,
especially in applications to environmental monitoring and disaster management. For example,
monitoring the dynamics of desertification and urbanization can be accomplished by taking advantage
of automatic change detection methods [1,2]. Analyzing the dramatic effects of flooding, fires,
earthquakes and other natural disasters as immediately as possible also benefits from multitemporal
image analysis techniques [3]. Therefore, being able to jointly process a pair of images taken at different
times plays a major role in this context.

Techniques allowing for the detection of changes from remotely-sensed data have been studied
for the last two decades [1]. The usage of either multispectral or radar data has been especially
investigated. On the one hand, multispectral and hyperspectral data offer the possibility of operating
with multidimensional feature spaces, often granting an effective discrimination between changed and
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unchanged areas [2,4–8]. On the other hand, this type of data is affected by such factors as illumination,
atmospheric conditions and cloud cover. These factors critically influence both the performance
and the operational applicability of a change detection technique. Conversely, synthetic aperture
radar (SAR) imagery is not sensitive to those factors, allowing for the collection of data at nighttime
or in conditions where the cloud cover would make it impossible for an optical sensor to gather
any information on the Earth’s surface. However, SAR sensors allow one or a few data features
(e.g., one amplitude or intensity with a single-polarization SAR or up to four polarimetric channels
with a polarimetric SAR-PolSAR-instrument) to be acquired, and these measurements are affected
by speckle, which acts as a multiplicative noise-like phenomenon [9]. These issues often reduce the
capability to discriminate changed and unchanged areas as compared to the case of multispectral
and hyperspectral imagery [3,10]. Because of the speckle, unsupervised change detection with SAR
intensity or amplitude data is often addressed by using image ratioing or log-ratioing. The former
consists of dividing, pixel by pixel, the SAR intensity or amplitude collected on the first acquisition time
by that acquired on the second acquisition time or vice versa [9]. The latter also applies a logarithm
to this pixel-wise ratio. Because of the strict monotonicity of the logarithm, these two multitemporal
features essentially convey the same information for change detection purposes. The resulting ratio or
log-ratio image is processed to determine whether a pixel represents a changed or an unchanged area on
the ground. Approaches alternative to image ratioing include the computation of metrics between local
pixel intensity distributions at the two acquisition dates (e.g., the Kullback–Leibler distance) [11,12].
On the contrary, while ratioing and log-ratioing are typical choices for change detection with SAR
data, other feature extraction strategies are generally used for change detection with multi- and
hyper-spectral imagery, because of the different data and noise statistics. These strategies include
image differencing [5], change vector analysis [2], the Reed–Xiaoli (RX) detector and its extensions [6,7]
and spectrally-segmented linear predictors [8], among others.

In this framework, the possibility of developing techniques that exploit SAR imagery at multiple
spatial resolutions presents a great potential. This potential is also enforced by current missions, such as
COSMO-SkyMed, TerraSAR-X, RADARSAT-2, PALSAR-2, Kompsat-5 and Sentinel-1, which provide
single- or multi-polarimetric images with multiple spatial resolutions and possibly short revisit times.
Taking benefit from the data of current and future missions requires exploiting all the information
they bring, hence their multiple spatial resolutions, polarizations or frequencies. In this paper, a novel
unsupervised method for the identification of changes in multiresolution and multimodal SAR intensity
images is proposed.

Indeed, the current state of the art enumerates only a few examples of approaches addressing the
change detection problem with multiresolution/multiscale and multimodal SAR data. A research line
that has been explored in this perspective is the joint exploitation of unsupervised change detection
techniques together with the application of wavelet transformations [13,14]. Wavelet transforms allow
decomposing an input image to obtain a pyramid of new images at progressively coarser spatial scales.
Change detection is then applied to this pyramid, either hierarchically, from coarser to finer scales,
or jointly, in order to fuse the information captured at the considered scales. However, this is different
from the task addressed in this paper. While here the problem of change detection from an input pair
of multiresolution images is addressed, techniques based on wavelet decompositions usually take
single-resolution imagery as input data and generate multiscale data as an internal process for feature
extraction purposes.

In 2005, Bovolo and Bruzzone [15] proposed an approach based on an undecimated stationary
wavelet transform (SWT) decomposing the log-ratio image into a set of scale-dependent images
characterized by different trade-offs between speckle reduction and preservation of geometrical details.
The final change map was obtained through adaptive scale-driven fusion algorithms properly exploiting
the wavelet transforms at the different scales. In 2010, Moser and Serpico proposed a method [16]
for unsupervised change detection integrating decimated wavelet transforms, Markov random fields
(MRFs) for contextual modeling and generalized Gaussian models. The method was evaluated on
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very high resolution COSMO-SkyMed data. Celik and Ma proposed a method [17] exploiting the
robustness against noise of the SWT to obtain a multiscale representation of the ratio image. These
multiscale data were segmented with a region-based active contour model for discriminating changed
and unchanged regions. Another example was given by [18], where Chabira et al. proposed an
unsupervised process for the identification of changes in multitemporal and multichannel SAR images
not requiring speckle filtering. The method was based on SWT and linear discriminant analysis.
On the one hand, these wavelet-based methods extract multiscale information through the related
wavelet decompositions, thus intrinsically introducing contextual information into the change detection
process and favoring the preservation of image structures at different spatial scales. On the other hand,
all of these techniques were developed for the case of single-resolution and single-modality input
SAR data. Hence, they are not applicable per se to input data collected at multiple spatial resolutions,
unless case-specific reformulations are introduced.

Regarding approaches not based on wavelet decompositions, Moser et al. presented a method [19]
using MRFs for spatial-contextual modeling and graph cuts for the optimization of a suitable energy
function defined with the goal of discriminating changed and unchanged areas in multiresolution
SAR imagery. In 2014, Dellinger et al. proposed a feature-based approach [20] to detect changes
between a pair of either optical or radar images. This method was based on the scale-invariant feature
transform (SIFT) and on an a contrario approach. In 2015, the same authors presented the SAR-SIFT
algorithm [21], which extended the previous approach to SAR images by introducing a speckle-robust
definition of the gradient and by taking into consideration both the detection of keypoints and the
computation of local descriptors. However, while [19] addressed the same change detection problem
as the present paper, the previous works based on SIFT follow a different approach. They rely on
the extraction of local features useful for registering the multiresolution data sources; then, change
detection is applied to the registered data and not to input images at different resolutions.

While the literature of change detection algorithms for multiresolution SAR data is scarce,
significant effort has been put on the development of change detection methods for multichannel SAR
images collected by a PolSAR instrument or at multiple radar frequencies. Methods based on the
representation of the backscattered signal through the complex-valued polarimetric sample covariance
matrix are common in this framework. On the one hand, this representation is comprehensive in the
sense that it characterizes all properties of the backscattered SAR return in terms of both amplitude
and phase. On the other hand, in this case as well, the related methods focus on single-resolution
data and do not address change detection with SAR imagery associated with multiple spatial
resolutions. Furthermore, most of these techniques incorporate local spatial information associated
with a neighborhood of each pixel, but do not make use of multiscale information within the change
detection process. In [22], Erten et al. proposed a method based on the analytical computation of
the mutual information, assumed to be maximal where two images taken at different times were
identical. The analytical formulation was derived from the joint density function of multitemporal
multichannel images based on their second-order statistics. In 2013, Marino et al. [23] proposed a
test for the detection of changes in the internal structure of the covariance matrix. In both [22,23],
it was assumed that the covariance matrices associated with each SAR pixel followed complex Wishart
distributions and that the input data were at the same resolution. In [24], Liu et al. presented an
unsupervised change detection method using heterogeneous clutter models and whose similarity
measure was not based on the Wishart distribution. Moreover, in [25], a patch-based change detection
method for polarimetric SAR data was proposed, while in [26], Akbari et al. presented an unsupervised
method based on the relaxed Wishart distribution for textured change detection analysis. Nielsen et al.
proposed a method extending the generalized likelihood ratio test to multitemporal and multifrequency
data [27]. In 2016, Akbari et al. proposed a test statistic working with multilook covariance matrix data,
whose underlying model was assumed to be the scaled complex Wishart distribution and where the
similarity between the covariance matrices was measured through the complex-kind Hotelling–Lawley
trace statistic [28].
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This paper presents a novel algorithm for unsupervised change detection from a multitemporal
pair of multiresolution and multimodality SAR images. We assume that the input images are collected
over the same geographical area at multiple spatial resolutions at both observation dates and that,
for each considered resolution, one or several SAR amplitude channels associated with different
modalities (e.g., different polarizations or different frequencies) are acquired. The spatial resolutions
and the acquisition modalities are assumed to be the same at both dates, an assumption that is naturally
satisfied if the same spaceborne sensors are used for both observations. Log-ratioing is applied to the
multitemporal SAR amplitude data of all resolutions and modalities.

The proposed algorithm methodologically comprises MRF modeling [29,30], graph cut
minimization [31,32], linear mixtures [33,34], generalized Gaussian distributions [35], Gram–Charlier
series expansions [36], maximum likelihood (ML) and minimum mean squared error (MMSE)
estimation [37]. It receives, as input, the SAR data collected with all modalities and resolutions
and outputs a single change map that takes into account the information gathered by all such sources.
The output change map is at the finest among the spatial resolutions of the input multitemporal
imagery. This multiresolution and multimodality fusion task is addressed, first, by parametrically
modeling the distribution of the data at the different resolutions and by estimating, in the MMSE
sense, the “virtual” images that would have been collected in case all modalities worked at the
finest resolution. Probability density function (PDF) estimation is accomplished by a case-specific
novel approach that combines generalized Gaussians, the Gram–Charlier expansion and a linear
mixture model to formulate the ML rule consistently with the multiresolution structure of the input
data. This choice makes it possible to benefit from the good properties of ML estimators, such as
consistency and asymptotic efficiency, which are well known from the Bayesian estimation theory [38].
Then, the virtual and the finest resolution images are fused in a Markovian framework by defining a
novel energy function that is minimized through graph cuts. The MRF formalization based on virtual
features is partly inspired by [33,34], in which a similar idea was used to address the classification of
optical multispectral images based on Gaussian class-conditional distributions.

The main novel contributions of this paper include: (i) the development of an unsupervised
change detection method for the challenging case of an input pair of multiresolution and multimodality
SAR images; (ii) the generalization of the MRF modeling with virtual features in [33,34] from the
case of multispectral image classification to that of SAR change detection, and the corresponding
methodological extension through generalized Gaussian and Gram–Charlier probabilistic models;
and (iii) the development of a case-specific ML parameter estimation algorithm for these non-Gaussian
models, when combined with the considered multiresolution data structure. We recall that we
presented a first preliminary formulation of this approach in the conference paper [19]. On the one hand,
the present work and the one in [19] share the idea of addressing multiresolution change detection
through virtual features. On the other hand, the method developed here is based on a complete
redefinition of the related probabilistic models and parameter estimation strategies (see also Section 3).

We assume that the temporal pair of input images is registered. For the sake of clarity, we shall
methodologically describe the proposed technique in the case of a pair of images collected at two
distinct spatial resolutions with a single-channel acquisition at each resolution. An example may be the
joint use of higher resolution COSMO-SkyMed stripmap data and of lower resolution COSMO-SkyMed
ScanSAR data. The extension to other multiresolution SAR data configurations, possibly involving
more than two resolution levels and/or multiple polarizations or multiple frequencies for each level,
is straightforward and is discussed in a later section.

This paper is organized as follows. The developed methodology is presented in Section 2.
First, Section 2.1 proposes the mathematical formulation of the algorithm and presents the required
assumptions. Then, the techniques developed for estimating the PDFs of the input and virtual data are
reported in Section 2.2, and the estimation of the virtual features is described in Section 2.3, while energy
minimization is discussed in Section 2.4. Finally, the extension of the proposed methodology to
the general case of more than two resolutions and multiple channels is presented in Section 2.5.
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Sections 3 and 4 report the experimental results obtained with COSMO-SkyMed images. The dataset
used for experiments is described, experimental results and comparisons reported and an in-depth
discussion of the change detection performances presented. Conclusions are drawn in Section 5.

2. Methodology

2.1. Proposed Multiresolution Model and Change Detection Method

2.1.1. Model, Assumptions and Overview of the Method

Let us consider a multitemporal pair of multiresolution and possibly multimodality SAR images.
As mentioned in the previous section, we shall describe the methodological formulation of the proposed
technique by focusing on the case in which, on each of the two acquisition dates, a finer resolution and
a coarser resolution image are available. All such images are assumed to be in SAR amplitude format.
For the sake of clarity, first we will consider the case of a single-channel finer resolution image and a
single-channel coarser resolution image. Indeed, an assumption implicit in the described input dataset
is that the same spatial resolutions and data modalities are observed on both dates, an assumption
consistent with the use of the same SAR sensors for both acquisitions.

To address the change detection problem, as a first processing step, image log-ratioing is applied
at both resolution levels. Image log-ratioing results in a single-channel log-ratio image at the finer
resolution and a single-channel log-ratio image at the coarser resolution. Log-ratioing allows extracting,
from the images collected at different dates at each resolution level, a feature that is expected to
emphasize the discrimination between changed and unchanged areas. Indeed, log-ratioing transforms
the multiplicative speckle into an additive noise-like term. Therefore, if the speckle contributions
associated with the same pixel in the observations taken on the two acquisition times are independent,
then they contribute additively to noise variance in the log-ratio domain. Hence, the log-ratio image is
generally expected to look more noisy than the two individual single-time images on a log scale.

Let I ⊂ Z2 be the pixel lattice at the finer resolution and S ⊂ Z2 be the pixel lattice at the coarser
resolution. We define ρ to be the linear resolution ratio between the two pixel lattices. We consider
here the finer resolution channel and the coarser resolution channel to have an integer resolution ratio
and to be coregistered. Hence, ρ2 finer resolution pixels are contained in a single coarser resolution
pixel. We indicate that the finer resolution pixel i ∈ I is contained in the coarser resolution pixel s ∈ S
by i ≺ s (Figure 1). Moreover, since we are considering the case of single-channel imagery at both
resolution levels, both a pixel i ∈ I at the finer resolution and a pixel s ∈ S at the coarser resolution are
associated with scalar log-ratio data, which are denoted x′i and xs, respectively.

The goal of the method is the generation of a change map at the finest observed resolution.
Let X = {xs}s∈S and X′ = {x′i}i∈I be the random fields of coarser resolution and finer resolution SAR
log-ratios, respectively. We define a random field Y = {yi}i∈I of change labels on the finer resolution
lattice I. The label of each pixel (a) may be binary, with yi = 1 and yi = 0 indicating “change” and
“no-change” respectively, or (b) may possibly take on three values (yi = 0, 1, 2) to also discriminate
changes due to a increased or decreased backscattering coefficient. In Case (a), which is the more
common in the area of unsupervised change detection, no further assumptions are necessary. On the
contrary, in the addressed multiresolution scenario, Case (b) requires the additional assumption that
the increase or decrease in the backscattering coefficient appears consistently across the two resolutions
and modalities. Should this assumption be violated, the proposed method would still be applicable
as in (a) to generate a binary output. Let C be the set of change classes (i.e., C = {0, 1} in (a) and
C = {0, 1, 2} in (b)).

The input to the proposed method consists of observations of both random fields X and X′ of
log-ratios. To take into account the information from both resolutions, we also assume the existence
of a further random field of virtual features to be estimated on the basis of the coarser resolution
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observations. We define a random field V = {vi}i∈I of virtual features vi ∈ R, defined on the finer
resolution lattice, but related to the coarser resolution observations through a linear mixture:

xs = α ∑
i≺s

vi, ∀s ∈ S, α = ρ−2. (1)

Figure 1. The pixel s belonging to the coarser resolution lattice S corresponds to a set of pixels i in the
finer resolution lattice I. In the case of coarser resolution observations and virtual features, the two
quantities are related through a linear mixture. In this example, the linear resolution ratio is ρ = 4.

A similar assumption is used for optical data in [33,34], where Solberg et al. and Moser et al.
postulated the existence of a linear mixture relating the observations at coarser resolution with virtual
data at finer resolution. Those methods regarded multispectral data, for which unmixing concepts
provided an indirect background to this assumption. This paper proposes the adaption of a similar
model to the case of multiresolution SAR log-ratio images. For this purpose, the related probabilistic
model has been completely reformulated according to the different distribution of the input data
(see Section 2.1.2). On the one hand, the linear mixture formulation may bear formal similarities with
the multilooking concept, although multilooking is applied in the SAR intensity domain and not in the
SAR log-ratio domain. On the other hand, this model assumption is accepted here to favor analytical
tractability of the multiresolution fusion process. Moreover, as a further hypothesis, the virtual features
vi are assumed independent and identically distributed (i.i.d.) when conditioned to the labels yi (i ∈ I).
The same i.i.d. assumption is accepted with regard to the distribution of the finer resolution log-ratios
x′i when conditioned to the labels yi (i ∈ I). Such i.i.d. conditions are usually accepted working
hypotheses in change detection methods based on Bayesian probabilistic modeling [4].

The change detection problem is solved in a Bayesian framework through the adoption of a
Markov model. Markov random fields [29,39,40] are a family of two-dimensional stochastic processes
allowing multisource data [41] and contextual information [30,40] to be included in Bayesian image
analysis tasks. Through MRF modeling, it is possible to formulate the maximum a posteriori (MAP)
decision rule in terms of the minimization of a suitable energy function [29,39].

The energy function of the proposed model is composed of three terms. The first is a pixel-wise
contribution related to the distribution of the pixel log-ratios on the finer resolution lattice. The second
is another pixel-wise term related to the distribution of the virtual features. The third one brings about
local contextual information and is represented by a spatial MRF model [30] for the local neighborhood
of each pixel:
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U(Y | X, X′) = β1 ∑
i∈I

D′(x′i | yi) + β2 ∑
i∈I

D(vi | yi) + β3 ∑
i∼j

W(yi, yj), (2)

where β1, β2 and β3 are weight coefficients, W(·) is the pairwise potential of the MRF model, D′(·) and
D(·) are unary potentials related to the class-conditional statistics of x′i and vi, respectively, and i ∼ j
indicates that pixels i, j ∈ I are neighbors. The first order neighborhood is used, i.e., the neighbors
of i ∈ I are its four adjacent pixels. The two unary potentials are defined according to the PDFs
of x′i and vi, conditioned to the label yi (i ∈ I) and parametrically or semi-parametrically modeled
as described in Section 2.1.2. Specifically, U(Y|X, X′) is the energy associated with the posterior
probability distribution of the label random field Y, given the observed random fields X and X′. As we
shall discuss in the next paragraph, the random field V of the virtual features is iteratively estimated
as a function of X′ and Y. Hence, consistent with Bayes’ theorem and with the usual formulation of
MRF-based classifiers [29,30], the pairwise potential W(yi, yj) is related to the prior distribution of Y,
whereas the unary potentials D(vi | yi) and D′(x′i | yi) are related to the conditional PDFs of x′i and vi
given Y.

An overview of the proposed method is reported in Figure 2. The method, after an initialization
phase, is iterative and estimates, on each iteration, the conditional PDFs of the finer resolution log-ratios
and of the virtual features. The estimated PDFs are incorporated into the unary potentials and used in
a minimum energy problem that is solved through graph cuts.

Figure 2. Flowchart of the proposed method.

More in detail, the initial change map is obtained by applying the generalized Kittler and
Illingworth thresholding (GKIT) algorithm [42] to the coarser resolution input channel. This input
is used in the initialization phase because a preliminary detection of changed areas may generally
be easier at a coarser than at a finer spatial resolution. The map obtained by GKIT at the coarser
resolution is upsampled through nearest-neighbor interpolation to provide the initial change map
on the finer resolution pixel lattice. Here, nearest neighbor interpolation is used to make sure that
the upsampled map takes again values in the set C of classes. GKIT is an unsupervised Bayesian
thresholding technique, in which case-specific parametric models for the statistics of SAR ratio data
are integrated. Details on this method can be found in [42].

On each iteration of the proposed method, the current change map is used to estimate the
class-conditional PDFs of the finer resolution log-ratio and of the virtual features (see Section 2.2).
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Then, given again the current change map, an MMSE estimate of the random field V of the virtual
features is computed (see Section 2.3). Finally, given the estimated virtual features and class-conditional
PDFs, a MAP estimate of the label field Y is obtained by solving the minimum energy problem through
graph cuts, thus resulting in an updated change map (see Section 2.4). These steps are iterated until the
percentage of pixels whose labels are different in two consecutive iterations goes below a predefined
threshold (equal to 0.1% in the experiments of the paper). Therefore, the change map is iteratively
used to tune the estimated PDF models and virtual features. At the same time, the label field Y is
updated at each iteration based on the observation of the field X′ (i.e., the finer resolution log-ratio
data) and on the estimation of the field V (i.e., the virtual features). Hence, as the proposed method
iterates, the evolution of the estimates of the virtual features is determined by the evolution of the
change map and vice versa.

2.1.2. PDF Models for Finer-Resolution Log-Ratios and Virtual Features

Regarding the observed pixel intensities, Bruzzone et al. have demonstrated in [43] that the
generalized Gaussian (GG) distribution is an accurate model for the statistics of the log-ratio of SAR
amplitudes or intensities in changed and unchanged areas. Here, we use this model for the distribution
of the log-ratio data on both the finer- and the coarser resolution pixel lattices, when conditioned to
the label field. A random variable z is GG-distributed if its PDF is [35]:

g(z | κ) =
λΓ( 3

λ )
1
2

2
√

κ2 Γ( 1
λ )

3
2

exp

[
−

Γ( 3
λ )

λ
2

Γ( 1
λ )

λ
2

∣∣∣∣ z− κ1√
κ2

∣∣∣∣λ
]

. (3)

It is characterized by the first-, second- and fourth-order cumulants κ1 = E{z}, κ2 = Var{z} and:

κ4 = Cumul4{z} = E{(z− κ1)
4} − 3κ2

2, (4)

which are collected in the parameter vector κ = [κ1, κ2, κ4]. The shape parameter λ (λ > 0) is, in turn,
determined univocally by κ2 and κ4 through the relation:

γ =
κ4

κ2
2
+ 3 =

Γ( 5
λ ) Γ( 1

λ )

Γ( 3
λ )

2 , (5)

which is invertible with respect to λ and in which γ is the normalized excess kurtosis of z [35].
The third-order cumulant is not considered because it vanishes for the GG distribution.

In the proposed method, for each class c ∈ C, a separate GG model g(·|κ′c) with a parameter
vector κ′c = [κ′1c, κ′2c, κ′4c] is defined for the PDF of the finer resolution log-ratio x′i conditioned to yi = c:

κ′1c = E{x′i | yi = c}, κ′2c = Var{x′i | yi = c}, κ′4c = Cumul4{x′i | yi = c}. (6)

Based on this GG model for the class-conditional statistics of the log-ratio data on the pixel lattice
I, the corresponding unary potential is defined as (i ∈ I; c ∈ C):

D′(x′i | yi = c) = − ln g(x′i | κ′c). (7)

Note that the conditional distribution of x′i given yi = c does not depend on the pixel location
i ∈ I. This is consistent with the aforementioned assumption that the samples of the random field X′

are i.i.d. when conditioned to the random field Y.
Regarding the PDF of the virtual features, we note that according to Equation (1), if the log-ratios

xs (s ∈ S) on the coarser resolution lattice are GG-distributed when conditioned to the label field
Y, then it is not consistent to also model the virtual intensities vi (i ∈ I) as GG-distributed given Y.
Indeed, a linear combination of GG random variables is generally not GG. Nevertheless, a model for
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the distribution of the virtual features, when conditioned to the label field, is a necessary input to
define the corresponding unary potential D(·). The solution proposed here consists of the definition
of a new semi-parametric model, where the distribution of the virtual intensities is approximated,
in terms of cumulants, through a truncated Gram–Charlier expansion [36].

This expansion provides, under mild assumptions, an asymptotic formulation for a non-Gaussian
PDF in terms of a Gaussian term with the same mean and variance and of corrective terms associated
with higher-order cumulants and expressed through Hermite polynomials [44]. The Gram–Charlier
expansion provides per se an exact formulation of this PDF through a uniformly-convergent series.
Truncating this series at a certain order leads to a rather flexible approximation of the PDF based
on correcting a Gaussian shape to incorporate skewed, kurtotic, etc., behaviors. This approach
has become popular in the literature of the independent component analysis (ICA), as it relates
information-theoretic and kurtosis-based formulations of ICA [45]. It is extended here to PDF modeling
for multiresolution SAR data fusion. The idea is to adopt a class-conditional distribution defined by
such a “perturbed Gaussian”, where the perturbation depends on the cumulants of the virtual features.

For a random variable z with zero mean and unitary variance, the Gram–Charlier approximation
p̃(z) of order n of the PDF of z is constructed as the product [36]:

p̃(z) = φ(z) ·
n

∑
i=0

aiHei(z), (8)

where φ(z) is the PDF of the normalized Gaussian distribution N (0, 1), Hei(z) is the Hermite
polynomial of order i (i = 0, 1, 2, . . .):

Hei(z) = (−1)ie
z2
2

di

dzi (e
− z2

2 ), (9)

and the coefficients ai can be related to the cumulants of z. In particular, the fourth-order approximation
(n = 4) can be expressed as [44]:

p̃(z) = φ(z)

[
1 +

κ3

6
He3(z) +

κ4

24
He4(z)

]
, (10)

where κ3 and κ4 are the third- and fourth-order cumulants of z. If z has zero skewness, then κ3 = 0,
and the third-order term of Equation (10) vanishes. For a random variable z with generic mean κ1 and
variance κ2 and with zero skewness, this approximation generalizes as:

p̃(z | κ) =
1√
κ2

φ

(
z− κ1√

κ2

)[
1 +

κ4

24κ2
2

He4

(
z− κ1√

κ2

)]
, (11)

where κ = [κ1, κ2, κ4] (as in Equation (3)) and, in particular, He4(u) = u4 − 6u2 + 3 (u ∈ R).
For additional details on the Gram–Charlier expansion, we refer to [36,44].

In the proposed method, a separate Gram–Charlier approximation p̃(·|κc) of the form in
Equation (11), with a parameter vector κc = [κ1c, κ2c, κ4c], is introduced for the PDF of the virtual
feature vi, given yi = c (c ∈ C; i ∈ I):

κ1c = E{vi | yi = c}, κ2c = Var{vi | yi = c}, κ4c = Cumul4{vi | yi = c}. (12)

The zero skewness of this conditional distribution of the virtual features on the finer resolution
lattice I is aimed at ensuring consistency with the zero skewness of the conditional GG distribution
of the log-ratios on the coarser resolution lattice S. More details on this aspect will be specified in
Section 2.2.2. Moreover, in the case of vi, as well, the pixel-wise distribution does not depend on the
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pixel location because the samples of the random field V are i.i.d. when conditioned to the random
field Y.

Based on the described Gram–Charlier model, the corresponding unary potential is defined as
(i ∈ I; c ∈ C):

D(vi | yi = c) = − ln p̃(vi | κc). (13)

The vectors κ′c and κc (c ∈ C) parameterize the class-conditional distributions of the observed
log-ratios and of the virtual features on the finer resolution lattice, and in turn, the corresponding
unary potentials. The following section describes the techniques used to estimate these parameter
vectors within the proposed change detection algorithm.

2.2. PDF Parameter Estimation

2.2.1. Estimation of the Class-Conditional PDF of the Log-Ratio at the Finer Resolution

In each iteration of the proposed change detection technique, the method of cumulants is used to
estimate the parameters of the GG distribution of x′i conditioned to the current realization of the label
random field Y. Estimates κ̂′1c, κ̂′2c and κ̂′4c of the cumulants κ′1c, κ′2c and κ′4c conditioned to class c ∈ C
are computed as the corresponding sample cumulants (i.e., the sample mean, the sample variance
and the fourth-order sample cumulant) of the finer resolution log-ratios over the set of pixels assigned
to class c in the current change map.

An estimate λ̂c of the corresponding shape parameter λc, to be used in the computation of the
GG PDF, is derived through Equation (5) from κ̂′2c and κ̂′4c. If γ̂c = κ̂′4c(κ̂

′
2c)
−2 + 3 is the sample

normalized excess kurtosis, then in the range γ̂c ∈ [1.865, 15], the inversion of Equation (5) is well
approximated as [35]:

λ̂c =

√
5

γ̂c + 1.135
− 0.12. (14)

Outside this range, Equation (5) is numerically inverted through Newton’s method. Let λ̂c = eθ .
Newton’s procedure is applied with respect to θ ∈ R to avoid an explicit positivity constraint on the
shape parameter, and can be expressed as (n = 0, 1, 2, . . .):

θn+1 = θn −
ln Γ(5eθn

) + ln Γ(eθn
)− 2 ln Γ(3eθn

)− ln γ̂c

eθn [5Ψ(5eθn) + Ψ(eθn)− 6Ψ(3eθn)
] , (15)

where Ψ(·) is the digamma function (i.e., the logarithmic derivative of the Gamma function).

2.2.2. Estimation of the Class-Conditional PDF of the Virtual Features

By definition, the virtual features are not observable (indeed, they are iteratively estimated within
the proposed method). Thus, a direct parameter estimation based on the method of cumulants is not
possible for their parameter vectors κc (c ∈ C). Here, a case-specific formulation of the ML rule is
developed and is applied at each iteration of the proposed change detection method, based on the
observed coarser resolution log-ratios and on the current change map. The key idea is that the i.i.d.
assumption on the virtual features, given the label field and the linear mixture relation between the
virtual features and the coarser resolution log-ratios, allows relating the cumulants of the coarser
resolution data to the unknown cumulants of the virtual features. Hence, even though the real
class-conditional distribution of the virtual images is unknown, we are able to find a formulation that
involves its cumulants, which, in turn, makes it possible to apply the ML criterion.

Specifically, let us collect in the vector Y s all the labels in the finer resolution lattice contained in
the coarser resolution pixel s ∈ S, i.e., Y s = [yi]i≺s. Owing to Equation (1) and to the aforementioned
i.i.d. assumption, the first-, second- and fourth-order cumulants of xs, given Y s, are [37]:
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K1(Y s, κ) = E{xs | Y s} = α ∑
i≺s

E{vi | Y s} = α ∑
i≺s

E{vi | yi}

K2(Y s, κ) = Var{xs | Y s} = α2 ∑
i≺s

Var{vi | Y s} = α2 ∑
i≺s

Var{vi | yi} (16)

K4(Y s, κ) = Cumul4{xs | Y s} = α4 ∑
i≺s

Cumul4{vi | Y s} = α4 ∑
i≺s

Cumul4{vi | yi},

where κ = [κc]c∈C collects all parameters of the virtual feature distribution. Let πc(Y s) be the relative
frequency of label c ∈ C in the portion of the finer resolution lattice that corresponds to coarser
resolution pixel s ∈ S, i.e.:

πc(Y s) =
1
ρ2 ∑

i≺s
δ(yi, c) = α ∑

i≺s
δ(yi, c), (17)

where δ(·) is the Kronecker symbol. Hence, Equation (16) simplify to:

K1(Y s, κ) = ∑
c∈C

πc(Y s)κ1c

K2(Y s, κ) = α ∑
c∈C

πc(Y s)κ2c (18)

K4(Y s, κ) = α3 ∑
c∈C

πc(Y s)κ4c.

As discussed in Section 2.1.2, a GG model is assumed for the distribution of the log-ratios,
given the label random field, on the coarser resolution lattice, as well. For each pixel s ∈ S in this lattice,
the PDF of xs, conditioned to Y s, is GG. In particular, the first-, second- and fourth-order cumulants
of this GG PDF are precisely those given by Equation (18). Accordingly, the following log-likelihood
function can be defined based on the observed log-ratios on the coarser resolution lattice S and as a
function of the unknown parameter vector κ:

L(κ | X, Y) = ∑
s∈S

ln g [xs | K1(Y s, κ), K2(Y s, κ), K4(Y s, κ)] . (19)

To determine an ML estimate κ̂, this log-likelihood is maximized with respect to κ.
The maximization is numerically addressed using the BOBYQA (bound optimization by quadratic
approximation) algorithm [46]. BOBYQA is an algorithm developed to solve bound constrained
optimization problems without using derivatives of the objective function. It solves the problem using
a trust region method that approximates the objective function by a quadratic model. Loose bounds are
defined for the unknown cumulants (i.e., κ is constrained to take values in a multi-dimensional box),
and BOBYQA is applied in each iteration of the proposed change detection technique to minimize
L(κ | X, Y), given the observed log-ratio field X on the coarser resolution lattice S and the current
change map Y on the finer resolution lattice I.

It is worth noting that, based on the proposed multiresolution model, a sub-optimal solution
can be computed in closed form as a starting point for this iterative procedure. Indeed, if a coarser
resolution pixel s ∈ S is pure, i.e., if all the corresponding finer resolution pixels share the same class
label c (yi = c ∀i ≺ s), then the relative frequencies collapse to πc(Y s) = 1 and πb(Y s) = 0 for b 6= c.
Hence, Equation (18) further simplify to:

K1(Y s, κ) = κ1c, K2(Y s, κ) = ακ2c, K4(Y s, κ) = α3κ4c. (20)

Accordingly, initial estimates of κ1c, κ2c and κ4c can be derived from the sample cumulants of the
coarser resolution log-ratios of the pure pixels of class c.

Finally, we note that, by analogy with Equation (18), the third-order cumulant of xs, given Y s

(s ∈ S), can be written as:
Cumul3{xs | Y s} = α2 ∑

c∈C
πc(Y s)κ3c, (21)
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where κ3c = Cumul3{vi | yi = c} is the third-order cumulant of vi, given yi = c (c ∈ C). For all coarser
resolution pixels s ∈ S, the GG PDF of xs, given Y s, has zero skewness, i.e., Cumul3{xs | Y s} = 0.
As the relative frequencies πc(Y s) are non-negative, this generally implies κ3c = 0 for all c ∈ C. Hence,
as anticipated in Section 2.1.2, this comment confirms that the choice of modeling the PDF of vi, given
yi = c, through a Gram–Charlier approximation with zero skewness is aimed at ensuring consistency
with the conditional GG PDF of the coarser resolution data.

2.3. Virtual Feature Estimation

The MMSE estimate of the virtual feature vi of the pixel i ∈ I at the finer resolution, given the
corresponding observed SAR log-ratio xs at the coarser resolution (s ∈ S, i ≺ s) and the change labels,
is given by [37]:

v̂i = E{vi | Y s}+
Cov{vi, xs | Y s}

Var{xs | Y s}
[xs − E{xs | Y s}] , (22)

where Cov{·} indicates the covariance between a pair of random variables. Substituting the quantities
defined above and computing Cov{vi, xs|Y s} through Equation (1) leads to:

v̂i = κ1yi +
α κ2yi

K2(Y s, κ)
[xs − K1(Y s, κ)] . (23)

In Equation (23), κ1yi and κ2yi are the first- and second-order cumulants of vi conditioned to the
label of pixel i (i.e., the pixel where the virtual intensity is being estimated).

In each iteration of the proposed method, after the ML estimate κ̂ of κ has been computed as
described in the previous section, κ̂ is plugged into Equation (23), and the estimated virtual feature
v̂i is determined on each pixel i ∈ I of the finer resolution lattice. This estimate is a function of the
coarser resolution observation corresponding to that virtual pixel and of the change map of the current
iteration. Thus, the virtual feature field V evolves with the field Y of the change labels. In particular,
the virtual features, representing the components of the linear mixture model, estimate how the coarser
resolution image would have been if it were acquired at the finer spatial resolution, given the current
change map.

2.4. Energy Minimization

Several techniques have been developed in the last few decades for the minimization of a
Markovian energy function [30], ranging from deterministic methods like iterated conditional mode
(ICM) [47] to stochastic methods like simulated annealing [29]. A major difference between these
two approaches resides in the trade-off between computational complexity and optimality of the
solution. ICM reaches convergence much faster to a local minimum that is generally biased by the
initialization [30,41]. Simulated annealing converges, under suitable assumptions, to the global energy
minimum, but generally requires a very long time [29,39].

Graph cut approaches have gained popularity in the last decade and are based on the
reformulation of the energy minimization problem as a max-flow/min-cut problem over a suitable
graph [48]. In the case of binary classification, they allow a global minimum to be reached in polynomial
time [48]. With more than two classes, graph cuts converge to a local minimum characterized by
“strong” analytical properties with respect to suitable optimality criteria [31,32,49].

In each iteration of the proposed change detection method, a graph cut approach is used to
minimize the energy in Equation (2). If a binary change map is sought for (i.e., if C = {0, 1}), then the
globally optimum max-flow/min-cut formulation is used. If three change classes are considered,
as discussed in Section 2.1.1 (i.e., if C = {0, 1, 2}), then the swap-move technique is used. It expresses a
multiclass energy-minimization problem as a sequence of two-class subproblems. For each subproblem,
a global energy minimum is reached through the max-flow/min-cut formulation. For the overall
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swap-move iterative procedure, the resulting solution is proven to satisfy the aforementioned strong
local optimality properties and is usually obtained with a short convergence time [31].

The energy in Equation (2) is parameterized by the weight coefficients β1, β2 and β3, whose values
have to be determined prior to minimization. First, the weight coefficients β1 and β2 are chosen so as
to equalize the contributions of the unary potentials included in the energy. The reason is two-fold.
First, the proposed method aims at favoring the fusion of the available SAR resolutions and modalities
with similar weights into the output change detection result. Second, the unary potential associated
with the finer resolution log-ratios is based on a GG PDF, while the unary potential associated with the
virtual features is obtained through a Gram–Charlier formulation, which provides an approximation
to a PDF, but is not a PDF in a strict sense. In the language of density estimation, the Gram–Charlier
approximation would not be a bona fide PDF estimate, e.g., its area is generally not unitary. This may
cause unbalancing between the unary potentials in the formulation of the energy function without
a proper choice of the weights. Hence, β1 and β2 are chosen to be the inverse of the average energy
terms they are associated with, i.e.:

β1 =

∣∣∣∣∣ 1
|I| · |C|∑i∈I

∑
c∈C

D′(x′i | yi = c)

∣∣∣∣∣
−1

, β2 =

∣∣∣∣∣ 1
|I| · |C|∑i∈I

∑
c∈C

D(vi | yi = c)

∣∣∣∣∣
−1

, (24)

where |I| and |C| denote the cardinalities of I and C, respectively (i.e., the numbers of finer resolution
pixels and of change classes, respectively).

The coefficient β3 is optimized through Besag’s pseudo-likelihood method [50,51], in which
the joint prior distribution of all the labels in the MRF is approximated by the product of the
distributions of the labels of the individual pixels, each conditioned to its own neighborhood. It is easy
to prove that Besag’s pseudo-likelihood method determines β3 based on the following maximization
problem [10,50]:

β3 = arg max
β>0

∑
i∈I

[
βmi(yi)− ln ∑

c∈C
eβmi(c)

]
, where: mi(c) = − ∑

j:i∼j
W(c, yj). (25)

For example, if the adopted spatial MRF is the well-known Potts model (i.e., if W(c, c′) = −δ(c, c′)
for c, c′ ∈ C), then mi(c) represents the number of pixels that belong to the neighborhood of pixel i ∈ I
and are assigned to class c ∈ C. The maximization in Equation (25) can be easily accomplished by
Newton–Raphson’s algorithm.

We note that the values of β1, β2, and β3 are optimized and updated on each iteration of the
proposed change detection method, prior to the corresponding application of graph cuts. Therefore,
the weight parameters of the MRF model are adaptively tuned in accordance with the evolution of the
change map and of the virtual features along the iterations of the method.

2.5. Extension to More Than Two Resolutions and to Multichannel Data

As introduced in Section 2.1.1, the proposed change detection method has been described in
detail for the case of input data at two different resolutions, each endowed with a single log-ratio
channel. Here, the method is generalized to the case where more than two resolutions are taken into
account, and where the number of input channels can be greater than one for each resolution level.
These multiple channels correspond to the log-ratio images derived from different SAR modalities,
e.g., different polarizations and/or frequencies.

Let us consider the case of SAR log-ratio data at R different resolutions. The log-ratio image at the
finest resolution is composed of N1 channels, while the log-ratio image at the r-th coarser resolution is
composed of Nr channels, with r = 2, 3, . . . , R. The change map is computed, as before, at the finest
resolution available in the input multiresolution dataset. To fuse the available SAR data into the same
framework, the existence of a set of virtual images, again defined on the pixel lattice I at the finest
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resolution, is postulated. In particular, there is a (scalar-valued) virtual image for each channel of each
coarser resolution level. The linear mixture hypothesis is still assumed, the only difference being in the
resolution ratio. Given R resolutions, there are (R− 1) resolution ratios and corresponding coefficients
αr, and the linear mixture is formulated as:

xrns = αr ∑
i≺s

vrni, (26)

where xrns is the intensity of pixel s in the n-th channel of the r-th coarser resolution log-ratio image
and vrni is the virtual feature associated with the same channel and resolution level and with pixel
i ≺ s in the finest resolution lattice (r = 2, 3, . . . , R; n = 1, 2, . . . , Nr).

The MRF energy in Equation (2) is also generalized by extending the GG model to the conditional
statistics of all finest resolution log-ratio channels and the Gram–Charlier approximation to the
conditional statistics of all virtual features:

U(Y | X, X′) = ∑
i∈I

[
−

N1

∑
n=1

β1n ln g(x′ni | κ′nyi
)−

R

∑
r=2

Nr

∑
n=1

β2rn ln p̃(vrni | κrnyi )

]
+ β3 ∑

i∼j
W(yi, yj), (27)

where x′ni is the log-ratio in the n-th channel of pixel i ∈ I at the finest resolution, κ′nc is the parameter
vector of its GG distribution conditioned to yi = c (n = 1, 2, . . . , N1; c ∈ C), κrnc is the parameter
vector of the Gram–Charlier model for the PDF of the virtual feature vrni conditioned to yi = c
(r = 2, 3, . . . , R; n = 1, 2, . . . , Nr; c ∈ C) and β1n, β2rn and β3 are weight parameters.

In each iteration of the proposed change detection method, the algorithms described in
Sections 2.2.1 and 2.2.2 are applied separately for each resolution level r and each channel n to estimate
the parameter vectors κ′nc and κrnc (c ∈ C) of the corresponding conditional GG and Gram–Charlier
models. The procedure for the MMSE estimation of the virtual features described in Section 2.3 is
applied for each resolution r ≥ 2 and each channel n separately. The procedure to optimize the weight
parameters is extended analogously. Finally, U(Y | X, X′) is minimized with respect to Y through
graph cuts as discussed in Section 2.4.

3. Experimental Results

3.1. Dataset and Experimental Setup

A temporal pair of COSMO-SkyMed images, acquired over Amiens, France, was used to validate
the proposed method. On each acquisition time, a multiresolution and multimodality SAR dataset
was composed of a stripmap image at finer resolution (see Figure 3a,c) and a pair of polarimetric
channels at coarser resolution (HH and VV polarizations; see Figure 3b,d, in which the RGB false
color composition is such that R = G = HH and B = VV). Each stripmap image was composed of
1460× 1140 pixels captured at a resolution of 5 m, while the polarimetric channels were composed
of 365× 285 pixels at a resolution of 20 m. The acquisition dates were 28 March and 18 July 2011,
for the stripmap images, and 2 April and 23 July 2011, for the polarimetric images. The first stripmap
and polarimetric acquisitions were temporally separated by five days, and the second stripmap and
polarimetric acquisitions were four days apart. These temporal gaps were much shorter than the
almost four months from the first to the second pairs of acquisitions and were consequently neglected.
The available configuration yields a resolution ratio ρ = 4.
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(a) First acquisition: stripmap (b) First acquisition: polarimetric

(c) Second acquisition: stripmap (d) Second acquisition: polarimetric

(e) Log-ratio: stripmap (f) Log-ratio: polarimetric

Figure 3. COSMO-SkyMed dataset and log-ratio images: single-channel stripmap (left) and RGB
false color compositions of the polarimetric channels (right). The false color composition is such that
R = G = HH and B = VV. The resolution ratio is four, but the images have been resized to the same
size for visualization purposes.

First, a comparative analysis was carried out between the results obtained by applying the
proposed multiresolution and multimodality change detection method to this dataset and the
results obtained by applying the algorithm in a single-resolution and single-modality fashion to
the single-channel stripmap images and to the two-channel polarimetric images, separately. In the
former case, an MRF energy as in Equation (2), but without the unary term associated with the
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virtual features was used. The same PDF estimation approach as in Section 2.2.1 was applied in this
case, as well. In the case of the application to the polarimetric image pair, the coarser resolution
channels were upsampled, and the same method described for the stripmap temporal pair was applied.
These comparisons were aimed at evaluating the multiresolution and multimodality fusion capabilities
of the proposed approach.

Then, to investigate the role of the virtual features in the proposed method, we evaluated
the accuracy that could be obtained when they were replaced by the coarser resolution channels
interpolated onto the finer resolution lattice. First, the polarimetric channels collected on each
acquisition time were upsampled to the finer resolution lattice and stacked together with the related
stripmap channel. Second, the corresponding log-ratios were computed for all these channels on the
stripmap lattice. Third, the polarimetric log-ratios were plugged into Equation (2) instead of the virtual
features, and their class-conditional PDFs were modeled as generalized Gaussians as in the case of the
stripmap log-ratio. Finally, the resulting energy was minimized using graph cuts, and the results were
compared to those obtained by the proposed method. This comparison was aimed at analyzing the
importance of the virtual features for multiresolution modeling within the proposed technique.

An experimental comparison with the previous algorithm in [10] was also performed through
a similar approach, i.e., upsampling the polarimetric temporal pair to the stripmap pixel lattice,
ratioing it, stacking it together with the stripmap log-ratio and applying the method in [10] to the
resulting stacked dataset. This previous SAR change detection technique is based on a single-resolution
MRF in which amplitude ratio channels coming from different sources are fused in the unary term,
and PDF estimation and energy minimization are addressed by combining a mode-field approximation
of the expectation-maximization (EM) algorithm [52] and the method of log-cumulants. The method
can be applied with three parametric models for the class-conditional PDFs, i.e., the log-normal,
Nakagami-ratio and Weibull-ratio distributions [10]. Here, all such models have been considered in
the experiments. The upsampling and stacking operations allowed comparing the proposed method
with a previous approach that supports the detection of changes from multimodality SAR data, but
operates at a single spatial resolution. In all experiments and comparisons using MRFs, the Potts
model was used.

Finally, comparisons were carried out between the performances of the proposed technique and
those obtained by the previous methods in [15,27]. Both these methods, like that in [10], were not
developed to deal with input multiresolution SAR data and were consequently extended and adapted
to this type of input imagery. These two experiments were aimed at assessing the performances of
the proposed technique in comparison with previous unsupervised SAR change detection algorithms
based on different methodological key ideas, namely wavelets and likelihood ratio tests (LRT).

Specifically, the “fusion at the decision level on all reliable scales” (FDL-ARS) method in [15] is
based on a multiscale SWT of the input single-resolution log-ratio image and on the selection of the
optimal scale of decomposition for each pixel. This approach is aimed at minimizing the impact of noise
while preserving the geometrical properties of the scene. A separate change map is computed for each
scale, and the final result is obtained by a pooling strategy. To adapt this algorithm to the application to
the considered multiresolution dataset, we applied it to the stripmap and to the polarimetric log-ratios
separately. The SWT was computed so that the coarser resolution polarimetric log-ratios corresponded
to the same pixel lattice and spatial resolution as the second level of decomposition of the stripmap
log-ratio (because ρ = 4). Then, the voting procedure was applied to the results obtained on the whole
dataset. For each pixel, the pool consisted of the change labels in the maps computed at the various
scales up to the optimal scale for that pixel. Majority voting within this pool determined the output
label of the pixel. Further details on the method and on the generation of the individual change maps
can be found in [15].
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The method in [27] was originally developed for single-resolution PolSAR data and formulated
in terms of the complex-valued polarimetric sample covariance matrix. For change detection purposes,
an LRT for the equality of two complex covariance matrices was derived. Hence, a new feature,
corresponding to a metric between two matrix distributions, was computed and thresholded to
determine the output change map. Here, the available dataset was in SAR amplitude format; hence,
a case-specific (diagonal) formulation of the related covariance matrices was used. To make the method
applicable to the considered multiresolution dataset, the polarimetric channels were again upsampled
to the pixel lattice of the stripmap data. Receiver operating characteristic (ROC) curves were used
to characterize the performance of the method in a threshold-independent way. The method in [27]
per se is non-contextual. Therefore, to favor a fair comparison with the proposed technique, which is
contextual, it was applied not only to the original dataset, but also after despeckling. A 7× 7 and a
15× 15 GammaMAP filter [9] was used for this purpose.

3.2. Results and Performances

The considered dataset included two types of change, due to the evolution of the agricultural crops
in the imaged area and associated with an increase and a decrease in the backscattering coefficient,
respectively. A preliminary visual inspection of the multitemporal images pointed out that the finer
resolution stripmap data were poorly informative for the discrimination of one of the two types
of change, while both changes were apparent in the polarimetric image pair, yet with obviously
coarser spatial detail. This is confirmed by a visual analysis of the log-ratio images (see Figure 3e,f,
in which the polarimetric log-ratios are shown in RGB false colors with R = G = log ratio of the HH
channels and B = log ratio of the VV channels). On the one hand, “no-change” pixels are expected
to exhibit similar amplitudes in the two acquisitions, hence near-zero log-ratios. On the other hand,
pixels associated with either type of change are expected to exhibit significantly different amplitudes in
the two acquisitions, i.e., log-ratio values that are significantly greater or lower than zero. The grayscale
representation of this range of values includes whitish and blackish pixels in the case of significantly
positive and negative log-ratios, respectively, and greyish pixels in the case of near-zero log-ratios.

As described in Section 2.1.1, an initialization map was obtained by applying the GKIT algorithm
to one of the two polarimetric log-ratio channels. The choice of the channel to use for initialization
had no effect on the result, as the initialization maps obtained by applying GKIT to each of the two
polarimetric channels differed only in little details. The resulting change map is shown in Figure 4a,
together with the result of the first iteration of the proposed method (Figure 4b). The final map obtained
at convergence is also shown in Figure 4c and discriminates unchanged areas and changed areas
associated with increased and decreased backscattering with visually high accuracy. Eight iterations
were sufficient for the technique to converge to this result (further discussion about the visual quality
of the obtained change maps can be found in Section 4).

In addition, Figure 4d is an RGB false color display of the energy function optimized through
graph cuts in the final iteration of the proposed method. The color channels represent the negative of
the energy values conditioned to the three classes. Each pixel is associated with its contributions to
the overall energy in Equation (2): the red, green and blue channels correspond to the negative of the
energy contributions conditioned to “no-change”, “change with increased backscattering” and “change
with decreased backscattering” respectively. In particular, the negative of the energy is related to the
local posterior probability through a monotonically strictly increasing function [29]. Thus, this RGB
composition allows visually emphasizing the areas where the probability of assigning a pixel to one of
the three classes, as predicted by the proposed technique, is higher.

Table 1 summarizes the results of the quantitative evaluation of the performances of: (i) the
proposed multiresolution method; (ii) the single-resolution formulations applied to the stripmap pair
and to the polarimetric pair; (iii) the variant of the proposed method in which the log-ratios of the
interpolated polarimetric channels were used instead of the virtual features; (iv) the initialization
GKIT procedure applied to the first channel of the input polarimetric image; (v) the method in [10]
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applied after upsampling the coarser resolution data; and (vi) the FDL-ARS method in [15] applied
as described in Section 3.1. Figure 5 reports the comparison with the method in [27] in terms of ROC
curves. The evaluation was performed on the basis of the detection probabilities P+

d and P−d for the
changes due to increased and decreased backscattering, respectively, of the overall detection probability
Pd, of the false alarm probability Pf and of the overall error probability Pe. All such probabilities were
estimated using the test map in Figure 6. In the ROC curves of Figure 5, Pd and Pf were plotted as
a function of the threshold to be applied to the test statistics of the method in [27]. The (Pf , Pd) pair
corresponding to the proposed technique is also shown in the same plot. Further discussion on this
comparison in the ROC plane can be found in Section 4.

(a) Change map: initialization (b) Change map: first iteration

(c) Change map: convergence (d) Energy map

Figure 4. Outputs of the proposed method. Concerning the change maps, the color legend is:
black = no-change; grey = change with increased backscattering; white = change with decreased
backscattering. Concerning the energy map, the RGB composition of each pixel corresponds to the
negative of the energy contribution associated with that pixel and conditioned to one of the three classes:
R = no change; G = change with increased backscattering; B = change with decreased backscattering.
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Figure 5. ROC curves of the method in [27] applied after upsampling the polarimetric channels to the
resolution of the stripmap data. The curves were obtained by operating either with the original data or
after despeckling with a 7× 7 or a 15× 15 GammaMAP filter. For comparison purposes, the plot also
shows the (Pf , Pd) point obtained by the proposed method.

Table 1. Performances estimated on the test set: (1) detection probability for the change class associated
with increased backscattering coefficient (P+

d ), (2) detection probability for the change class associated
with decreased backscattering coefficient (P−d ), (3) overall detection probability (Pd), (4) false alarm
probability (Pf ) and (5) error probability (Pe). The results obtained by the proposed method are
compared with those of its single-resolution versions, its initialization (i.e., the generalized Kittler and
Illingworth thresholding (GKIT) algorithm), its variant in which the virtual features were replaced by
the log-ratios of the resampled polarimetric channels, the MRF-based method in [10] and the multiscale
fusion at the decision level on all reliable scales (FDL-ARS) method in [15].

Method P+
d P−

d Pd Pf Pe

Proposed method 99.57% 100% 99.78% 0% 0.14%

Using only single-resolution stripmap 98.78% 0.29% 49.79% 12.17% 37.47%

Using only single-resolution polarimetric 88.73% 94.90% 91.80% 26.08% 14.18%

Using resampled polarimetric (instead of virtual features) 100% 97.15% 98.58% 14.50% 5.80%

GKIT (initialization) 24.34% 98.55% 61.25% 14.38% 30.60%

Method in [10] after resampling (log-normal) 78.84% 88.82% 83.80% 2.50% 11.61%

Method in [10] after resampling (Weibull-ratio) 79.90% 89.02% 84.43% 1.90% 10.99%

Method in [10] after resampling (Nakagami-ratio) 77.29% 88.89% 83.06% 2.32% 12.05%

Method in [15] with a unique change class - - 68.99% 5.72% 22.55%

Method in [15] with two change classes 97.45% 73.61% 85.59% 7.11% 11.96%

Figure 6. Test map used in the quantitative analysis of the performances. The black patches represent
“no-change” areas, while grey and white patches represent “change” areas due to increased and
decreased backscattering, respectively. The dark cyan background indicates the pixels that are not
included in the test set.
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The proposed method was highly effective on the test samples. On the one hand, this result
suggests its capability to fuse together the information at different resolutions and acquired with
different modalities into an accurate output change map. On the other hand, we also recall that
the very high performance in Table 1 refers to the test samples in Figure 6, which are located inside
rather homogeneous image areas and not at the borders between distinct regions. This choice is
common practice in remote sensing and is aimed at avoiding the presence of mixed pixels in the test
set. Nevertheless, as further discussed in the next section, a visual analysis of the change map, which
takes into consideration the whole imaged scene (see Figure 4c), also confirms the accuracy of the
result of the proposed technique.

As expected, the use of the single-resolution stripmap pair allowed identifying the changes
associated with increased backscattering with high accuracy, but was ineffective for the detection
of the changes due to a decrease in the backscattering coefficient. The use of the single-resolution
polarimetric pair resulted in a change map characterized, for both types of change, by rather high
detection accuracies, yet lower than those achieved by the proposed method, especially in the case
of P+

d (see Figure 7a). However, the use of only the polarimetric pair also yielded a high false
alarm rate (see Figure 7b). In addition, the variant of the proposed method in which the log-ratios
of the upsampled polarimetric data replaced the virtual features yielded effective performances
on the detection of the two types of change, yet with higher false alarm rate than the proposed
method (see also the change map in Figure 7c). In comparison with the single-resolution experiments,
this variant, although without virtual features, could take benefit of both the stripmap and polarimetric
data, thus reducing the false alarms and more accurately detecting the changes due to increased
backscattering. Yet, the virtual feature model and the related MMSE iterative estimation, which are
incorporated in the proposed method, were more effective than the simple upsampling of the coarser
resolution channels, and yielded much significantly values of Pf and Pe on the test set.

The application of the previous change detection method in [10] after resampling the polarimetric
channels to the same resolution of the stripmap data allowed higher accuracies to be obtained
than when single-resolution and single-modality data were used. However, the proposed method
outperformed the single-resolution MRF-based technique in [10] regardless of the model used for
the class-conditional statistics (see Table 1). The change maps obtained by this previous method are
shown in Figure 8. Since the performances did not vary substantially as a function of the model of the
class-conditional statistics, only the maps obtained using two of the three models (i.e., log-normal and
Weibull-ratio) are reported. The change map obtained in the Nakagami-ratio case was visually similar.

Table 1 also reports the results obtained by the adaptation of FDL-ARS described in Section 3.1.
As the considered dataset included two types of change, first, the strategy suggested directly in [15],
in which the two types of change were collapsed into a unique “change” class by thresholding the
normalized log-ratio, was used. For a given pixel, the normalized log-ratio is xNLR = log min

{
r1
r2

, r2
r1

}
,

where r1 and r2 are the SAR amplitudes acquired at the two observation times for that pixel. Second,
to keep the distinction between the two types of change, the method was also extended by applying a
double threshold to the usual log-ratio. Figure 9 shows the change maps obtained in both cases.
These maps suggest that rather high accuracy could be achieved with this technique, as well,
although with more false and missed alarms than in the case of the developed algorithm. A further
discussion of these results and of their comparison with those of the proposed technique can be found
in Section 4.
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(a) Single-res: stripmap (b) Single-res: polarimetric

(c) Single-res: stripmap and polarimetric

Figure 7. Change maps obtained by applying a single-resolution formulation of the proposed method
to the stripmap (a) and polarimetric (b) temporal pairs, and by replacing the virtual features by the
log-ratios of the polarimetric channels upsampled to the stripmap lattice (c).

Figure 8. Change maps obtained by applying the single-resolution multi-source MRF method in [10]
after upsampling the polarimetric data and stacking them together with the stripmap data. The maps
on the left and on the right were obtained when the class-conditional statistics of the amplitude ratio
data were modeled using log-normal and Weibull-ratio distributions, respectively. The legend is
reported in Figure 6.
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Figure 9. Change maps obtained by applying a formulation of the FDL-ARS method in [15], adapted to
the considered multiresolution setup. On the right, the map obtained by applying a double threshold
to the log-ratio in order to discriminate both types of change. On the left, the map obtained by applying
a single threshold to the normalized log-ratio in order to detect a unique change class. In the latter case,
black and white indicate unchanged and changed regions, respectively. For the former case, the legend
is reported in Figure 6.

4. Discussion

A visual analysis of the results obtained by applying the developed method to the available
dataset suggests the regular behavior of the related iterative procedure (see Figure 4). Although the
initialization map exhibited a large number of false and missed alarms and was spatially very irregular,
the proposed method allowed a substantial improvement in spatial smoothness to be achieved on
the first iteration already. Moreover, the method converged to the visually accurate configuration in
Figure 4c, in which the changed areas were well identified. In particular, the visual analysis of the maps
pointed out the effectiveness of the contextual component brought about by the MRF model and by
the proposed multiresolution formulation, which spatially regularized the final result as compared to
the initialization and intermediate configuration outputs. The use of spatial information was especially
relevant because of the high resolution of the input stripmap data.

To discuss more in detail the behavior of the proposed method along its iterations, we plot
in Figure 10 the detection probability, the probability of false alarm and the error probability,
estimated again using the test set, as functions of the iteration counter. Quite a fast convergence
behavior can be noted for all three performance measures. We recall that, within each iteration of
the method, the convergence of the energy minimization process is ensured by the graph cut theory.
The plot in Figure 10, together with the aforementioned examples of change maps in Figure 4 allow the
regular convergence behavior of the method to be appreciated along the whole sequence of iterations
as well.

A slight blocking effect at the borders of the change class indicated in white (decreased
backscattering) can be noted in the change map of the proposed technique in Figure 4c, whereas no
such artifact appears at the border of the other change class. Indeed, the changes associated with
increased backscattering are apparent in both the input stripmap and polarimetric COSMO-SkyMed
pairs, whereas those associated with decreased backscattering can be appreciated almost only in the
polarimetric pair. The proposed method identified the former change based on the input data at both
resolutions, but could benefit from essentially only the coarser resolution polarimetric component
to detect the latter change on the finer resolution lattice. This difference explains the slight blocky
artifacts at the edges of the changes that were detected only through the coarser resolution input
and not at the edges of the other change class. On the one hand, the blocky effect is visually quite
limited. On the other hand, this result overall suggests the capability of the proposed method to fuse
multimodality data to map, on the finer resolution lattice, all changes that are present in the input
multiresolution dataset.
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Figure 10. Behavior of the detection probability, the probability of false alarm, and the error probability,
all estimated using the test set, as functions of the iteration counter.

In the proposed technique, the multiresolution structure of this input dataset is modeled using the
virtual features. In the case of the considered dataset, these features are supposed to represent how the
polarimetric log-ratios would look like if they could be acquired at the finer resolution. However, as the
polarimetric data are collected only at the coarser resolution, no ground truth is available to evaluate
the accuracy of the estimation of the virtual features. Hence, we performed a visual comparison
between the virtual features estimated at the convergence of the proposed method and the log-ratios
of the polarimetric data upsampled to the stripmap lattice (see Figure 11a,b, in which the RGB false
color displays use R = G = HH and B = VV). Figure 11c,d also zoom in on a detail of these false color
displays, and Figure 11e shows the corresponding detail of the change map. The visual comparison
between the log-ratio of the upsampled polarimetric data and the virtual features points out that the
spatial structure of the change map affects the latter but obviously not the former. This is consistent
with the iterative formulation of the proposed method. In each iteration, the current change map
is used to update the virtual features through MMSE. Indeed, the virtual features aim not only at
representing the coarser resolution log-ratio data on the finer resolution lattice but also at taking
explicitly into account the discrimination among the change classes. On the contrary, the upsampling
of the polarimetric data per se does not address class discrimination. Accordingly and as shown in
Table 1, changed and unchanged areas were discriminated more effectively when the virtual features
were used than when the polarimetric data were simply upsampled. Moreover, the virtual features,
as compared to the polarimetric data, did not exhibit significant spatial artifacts on the finer resolution
lattice (see Figure 11a,b).

The difficulty of detecting one of the two types of change using only the stripmap pair (see the map in
Figure 7a) is also documented by Figure 12, which shows the PDF models estimated at the convergence
of the proposed method. The PDFs of the stripmap log-ratio and of the virtual features conditioned to
the three classes are shown. As it can be easily seen, the PDF of the stripmap log-ratio conditioned
to the “no-change” class is largely overlapping to its PDF conditioned to “change due to decreased
backscattering”. Substantial overlap, although less strong than in the case of the stripmap log-ratio,
can be noted among the estimated class-conditional PDFs of the virtual features as well. Nevertheless,
the change detection results in Figure 4c and Table 1 confirm the capability of the proposed method
to benefit from these pixel-wise class-conditional contributions, from the spatial context, and from
the multiresolution structure of the dataset to discriminate the three classes with high test-set and
visual accuracy.
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(a) Polarimetric log-ratio (b) Virtual features

(c) Zoom: polarimetric (d) Zoom: virtual (e) Zoom: change map

Figure 11. Visual comparison between (a) the virtual features and (b) the log-ratios of the polarimetric
channels upsampled to the stripmap lattice. (a–d) are RGB false color representations in which
R = G = HH and B = VV. (c–e) show details of the polarimetric log-ratio (c), the virtual features (d),
and the change map obtained at the convergence of the proposed method (e).

Moreover, we note that the rather accurate performance obtained by the previous method in [10]
and especially its improvement as compared to the use of single-modality data (see Table 1) confirmed
the data-fusion capability of MRFs and the effectiveness of the algorithm in [10] in taking advantage of
the two input data sources. However, more accurate results were obtained by the proposed fusion
algorithm than by this previous technique. This comment is supported both qualitatively by the visual
analysis of the change maps (see Figures 4c and 8) and quantitatively by the performance measures
on the test set (see Table 1). Owing to the definition of a multiresolution and multimodality energy
function and of an explicit model for the relation among distinct spatial resolutions, the proposed
technique allowed for a more effective fusion as compared to the case where the input data were
resampled on the same lattice and fused through a multimodality technique, regardless of their original
spatial resolutions.

Figures 4c and 9 also suggest an improvement of the proposed method, as compared to the
adapted formulation of FDL-ARS, in taking benefit of the input multiresolution data while preserving
the geometric properties of the scene. Accurate results were achieved by FDL-ARS on the considered
dataset, especially when this method was used to separately detect the two types of change by
applying a double threshold to the log-ratio (see Table 1). When a single-threshold was applied to
the normalized log-ratio, the application of this technique was less effective because of the increased
confusion among the classes in the normalized log-ratio domain. However, more accurate results
were obtained on the test set by the proposed algorithm. Furthermore, a visual analysis of the
resulting change maps points out the improvements brought about by the developed technique in
terms of spatial homogeneity. These results suggest a higher effectiveness of the proposed Markovian
framework than of the combination of SWT and pooling in integrating multiresolution and contextual
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information into the change detection process. This improvement is especially relevant in the case of
the change class due to decreased backscattering, whose detection could benefit of only the wavelet
transforms deriving from the polarimetric data and not of those deriving from the stripmap data
(see Table 1).

Figure 12. Conditional PDFs estimated by the proposed method and related to the “no-change” class
and to the “change” classes associated with positive and negative variations in the backscattering
coefficient. From left to right: class-conditional densities of the stripmap log-ratio and of the first and
second virtual features associated with the two polarimetric channels.

Finally, with regard to the comparison with the LRT approach in [27], the ROC curves in Figure 5
and the location of the (Pf , Pd) point corresponding to the proposed method point out the improved
performances of the latter on the test set, both when the LRT in [27] was applied to the original data
and when it was used after despeckling. We recall that the method in [27] is aimed at detecting all
types of change together as a whole. The results in Figure 5 are interpreted as due to a more accurate
characterization provided by the proposed approach for the multiresolution and spatial information in
the input dataset. In the present application of the LRT in [27], the multiresolution structure of the data
and the spatial context are taken into account through a simple upsampling and through despeckling,
respectively. On the contrary, the proposed method explicitly models both of these aspects through
linear mixtures, virtual features and MRFs.

5. Conclusions

A novel multiresolution change detection method for SAR imagery has been proposed.
The method is aimed at processing temporal pairs of SAR images, each collected at different spatial
resolutions and possibly with different acquisition modalities. From an application-oriented viewpoint,
the method takes advantage of the multiresolution and multimodality acquisition capabilities of
current satellite SAR missions. From a methodological perspective, given a pair of multiresolution
and multimodal SAR images, the method iteratively computes a change map at the finest resolution
available in the input dataset by combining MRF models, Bayesian estimation, generalized Gaussian
distributions, Gram–Charlier approximations and graph cuts. The coarser resolution channels are
iteratively used, together with the current change map, to estimate a set of virtual features representing
the images that would have been collected in case all the sensors worked at the finest resolution.
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The method has been experimentally evaluated with a multitemporal pair of multiresolution
COSMO-SkyMed images combining finer resolution stripmap data and coarser resolution polarimetric
data. A regular convergence behavior and very high accuracy on the test set were obtained by the
proposed technique. These results suggested the capability of the method to fuse multisource and
multiresolution data for change detection purposes and the effectiveness of the probabilistic models
adopted for the SAR observations and the virtual features.

The performances of the proposed method were compared to those obtained by using only the
stripmap pair or the polarimetric pair individually, by replacing the virtual features by a simple
upsampling of the polarimetric data, by applying the single-resolution Markovian algorithm in [10]
and a case-specific formulation of the polarimetric LRT in [27] after resampling all data at the finest
resolution and by adapting the wavelet-based technique in [15] to the considered multiresolution
setup. The results of these comparisons were analyzed in terms of detection accuracies and false
alarm rates on the test set and of the visual quality of the change maps. The analysis pointed out that
more accurate performances were obtained by the proposed method, as compared both to operating
with the data at the two individual resolutions and modalities and to using a data upsampling
instead of the estimation of virtual features. The previous algorithms in [10,15] also obtained accurate
results on the test set, although with lower detection accuracies and higher false-alarm rates than
the developed technique. For the algorithm in [27], ROC curves were estimated using the test set,
with and without the preliminary application of despeckling. The resulting ROC plot pointed out
a significant performance improvement of the proposed technique. On the one hand, these results
confirm the effectiveness of the developed method as compared to previous unsupervised SAR change
detection algorithms based on various methodological concepts (MRF, wavelets, polarimetric LRT). On
the other hand, all these previous methods were originally developed for the case of single-resolution
input imagery; hence, their applications to multiresolution data required case-specific algorithmic
adaptations (e.g., through upsampling or ad hoc pooling operations).

In general, these results are consistent with the well-known data fusion capabilities of MRF
models and with their potential for change detection with remote sensing data. More specifically,
the results suggest that the proposed method is able to map, on the pixel lattice at the finest resolution
observed, the various types of change in the dataset, even though one of these types of change was
essentially not discriminated at all in the stripmap pair. If a type of change is identified only owing to
a coarser resolution component of the dataset, then the borders of the corresponding detected change
regions may be affected by a blocky effect, although slightly. A possible future extension of the method,
aimed at reducing this slight artifact, could make use of a spatial MRF model with different smoothing
penalties as a function of the change labels.

Further relevant developments may also include extending the proposed method through
conditional random fields (CRF) [53], to benefit from a possibly more general formulation of the
contextual energy term, or incorporating superpixels extracted by a SAR image segmentation
method [54,55] into the MRF/CRF. The latter extension would further improve the capabilities of
the method to provide change maps characterized by an efficient use of the spatial information in
terms not only of local context and multiresolution structure, but also of homogeneous regions [40,56].
Finally, it would be of particular interest to exploit the fusion capabilities of the developed method by
incorporating not only multiresolution and multimodality SAR, but also multispectral optical imagery
through further appropriate energy contributions [57] or hierarchical graphs [58].
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