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Introduction

The human mind continuously implements complex mechanisms to carry out

everyday task. Recognizing the face of a schoolmate, identifying a friend’s

voice in a crowded place, discerning between rotten food and fresh, are all

examples of activities that are apparently very simple and do not require

considerable efforts to a human. While we are driving a car, our brain pro-

cesses a large amount of information and data of different nature coming

from different sensors such as ears or eyes. These data are used in con-

junction with a priori knowledge on the highway code and on mechanical

principles in order to decide the correct moment to change gear, to respect

the requirement to give way to other cars at a roundabout, or even to choose

a proper space to park (possibly avoiding fines). In general terms, these

are decision-making processes that include mechanisms such as recognition,

interpretation and classification which are often difficult to distinguish and

separate. The pattern recognition and signal processing disciplines jointly

provide tools for analyzing, modeling and understanding these processes in

order to make them implementable by computing machines in different ap-

plication domains. Quite often the actions mentioned above are performed

unconsciously, but we can realize the complexity of each process when the

goal is to obtain the same behavior replicated by computers. The autonomous

guidance systems, for instance, represents a topical example. Joint venture

of leader companies in the pattern recognition-artificial intelligence field and

automotive industries have invested huge resources in this area but signifi-

cant progress have been achieved only recently. Indeed, many of the simple

actions we perform come naturally to all of us, but they can be considered

as the result of experience and partly even of the evolution of the human

being. The ”learning” task is the main issue in all these activities, and from
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a methodological view point, it represents the key aspect in the development

of a pattern recognition approach. This thesis is framed within the pattern

recognition area and focuses on the development and the experimental valida-

tion of novel methodologies to computationally address the analysis of image

and measurement data. In particular, among the numerous applications of

pattern recognition, this thesis deals with the development of methods for

the two following themes:

• Remote sensing image classification, with a special focus on the chal-

lenging case of very high spatial resolution (VHR) images;

• Fault detection and isolation (FDI) for power generation plants based

on solid oxide fuel cells (SOFCs),i.e. an electric generation technol-

ogy characterized by remarkable energy conversion efficiency and en-

vironmental compatibility but also by critical sensitivity to faults and

damages.

From a methodological perspective, although these two applications are

substantially unrelated, the proposed techniques are remarkably homoge-

neous as they are all rooted in the common methodological areas of stochas-

tic processes, probabilistic modeling, kernel machines, and Markov models.

From an application-oriented viewpoint, both addressed themes are highly

topical, owing both to the increasing prominence of VHR imagery from satel-

lite, aircraft, and drones, and to the relevance of fuel cell technologies in the

sustainable energy field.

In particular, in the first application domain, the current availability of

large volumes of data acquired by multiple spaceborne mission for Earth ob-

servation (EO), along with the technological progress in the image acquisition

systems, claim for the development of effective approaches for the classifica-

tion of such images. The identification and discrimination of pixel categories

(or possibly objects) in the considered scene make the information content

of the images clearer and more usable by the users. Moreover, especially

with last-generation VHR images, the correlation between neighboring pix-

els and the information related to spatial-geometrical structures become of

paramount importance in order to develop effective approaches. In such a

context, most of the methodologies proposed in this manuscript are rooted

2
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in the theory of probabilistic graphical modeling through Markov random

fields (MRFs), which have proven to be effective tools able to incorporate

contextual and multisource information in the classification process.

The second application field addressed in this thesis concerns the devel-

opment of FDI strategies for SOFC-based power generation plants. A Fuel

cell (FC) is an electrochemical reactor that converts the chemical energy into

electricity through a reaction with oxygen. Specifically, SOFCs are currently

considered the preferred option for distributed power generation. Although

this type of FCs exhibit high energy conversion efficiency and environmental

compatibilities, plants based on stacks of SOFCs still suffer from low reliabil-

ity and limited lifetime. Thus, the development of specific diagnosis strategy

is of very high importance for their commercial diffusion. These monitoring

problems are formalized in this manuscript within a pattern recognition per-

spective by exploiting statistical classifiers in conjunction with a quantitative

physicochemical model of the fuel cells. In this general framework, the next

paragraphs provide a brief summary of the key ideas of the proposed methods

along with the description of the content of each chapter of the thesis.

Chapter 1 The first chapter presents an introduction to the pattern recog-

nition field with particular attention to supervised classification methodolo-

gies and a special focus on Markov models and support vector kernel-based

approaches. Most of the novel methods developed in the thesis take advan-

tage from the theories of these powerful approaches in the application to two

aforementioned applicative fields. Given the key ideas and terminology re-

called in Chapter 1, starting from Chapter 2, one or more novel approaches

are presented in each chapter, each preceded by a specific introduction that

provides an overview on the related context.

Chapter 2 In this chapter the problem of spatial-contextual image classi-

fication is addressed in general terms and with a special focus on the topical

case of VHR remote sensing images. Two novel classification frameworks

based on the rigorous integration of kernel machines, MRFs, last-generation

energy minimization methods, and region-based analysis are proposed. This

integration is methodologically explained by the aim to combine the robust-

3
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ness to dimensionality issues and the non-parametric fusion capability of

kernel machines together with the effectiveness of Markov models and of

region-based approaches in characterizing the spatial-contextual information

associated with an image. The first approach rigorously integrates MRF and

support vector machines (SVM) within a unique kernel-based framework.

The related energy minimization task is tackled through graph cut algo-

rithms and belief propagation-type methods. The second approach proposed

here defines a novel kernel function whose entries are two segments rather

than two pixelwise samples as the inner product between probability density

functions of two suitable Gaussian processes in the L2 Hilbert space. This

function is an admissible Mercer kernel by construction, and can be incorpo-

rated into an arbitrary kernel machine, including of course SVM classifiers.

The experimental validation of these methods is carried out with different

remote sensing data, including but not restricted to aerial hyperspectral and

satellite VHR imagery.

Resulting publications:

• A. De Giorgi, G. Moser, S.B. Serpico, Contextual Remote-Sensing Im-

age Classification through Support Vector Machines, Markov Random

Fields and Graph Cuts, Proc. of IEEE International Geoscience and

Remote Sensing Symposium 2014 / 35th Canadian Symposium on Re-

mote Sensing, Qubec, Canada, July 2014, pp. 3722-3725.

• P. Ghamisi, E. Maggiori, S. Li, R. Souza, Y. Tarabalka, G. Moser, A.

De Giorgi, S. B. Serpico, J. Benediktsson, Frontiers in spectral-spatial

classification of hyperspectral images, submitted to IEEE Geoscience

and Remote Sensing Magazine.

Chapter 3 The problem of the supervised classification of multiresolution

images, such as those composed of a higher resolution panchromatic channel

and of several coarser resolution multispectral channels, is addressed in this

chapter. Similar to the previous chapter, the concern is again on the analysis

of VHR imagery. Differently from the previous chapter, here, the joint anal-

ysis data with multiple spatial resolutions is addressed. A novel contextual

method based on MRFs, Gaussian processes, and graph cuts is proposed.
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The method generates a contextual classification map at the highest spatial

resolution available in the input data set. The estimation of the parame-

ters of the method is performed by extending recently proposed techniques

based on the expectation-maximization (EM) and Ho-Kashyap algorithms.

The convergence properties of EM for this specific parametric model are

also analytically investigated. Experiments on semi-simulated and real data

involving both IKONOS and Landsat-7 ETM+ images are presented.

Resulting publications:

• G. Moser, A. De Giorgi, S.B. Serpico, Multiresolution supervised clas-

sification of panchromatic and multispectral images by Markov random

fields and graph cuts, IEEE Transactions on Geoscience and Remote

Sensing, vol 54, no. 9, pp 5054-5070, 2016.

Chapter 4 This chapter focuses again of supervised image classification,

but unlike the two previous chapters, here, the concern is on the role of a new

and topical type of remote sensing data. The chapter presents a study on

hyperspectral images collected in the thermal infrared (long-wave infrared,

LWIR) range, a kind of data which is attracting increasing attention because

of their appealing properties of insensitivity to Sun illumination, reduced

sensitivity to smoke and mist as compared to data from visible sensors, and

complementarity with respect to imagery collected in the visible and near

infrared (VNIR) ranges. Here, the aim is to experimentally investigate the

potential of supervised classification approaches that has been found effec-

tive for VNIR hyperspectral data for land cover mapping from VHR aerial

thermal hyperspectral images. The considered methods include both non-

contextual and spatial-contextual classifiers, and encompass methodologi-

cal approaches based on Bayesian decision theory, MRFs, multiscale region-

based analysis, and Bayesian feature reduction. Experiments were conducted

with a challenging data set associated with a complex urban and vegetated

scene.

Resulting publications:

• F. Barisione, D. Solarna, A. De Giorgi, G. Moser, S.B. Serpico, Super-

vised classification of thermal infrared hyperspectral images through
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bayesian, markovian, and region-based approaches, Proc. of IEEE In-

ternational Geoscience and Remote Sensing Symposium 2016, Beijing,

China, July 2016, pp. 937-940.

Chapter 5 MRF models of various kinds are involved in the techniques de-

veloped and validated within all previous chapters. Indeed, MRF models for

classification usually include that generally impact on classification accuracy.

Therefore, their automatic optimization is a relevant problem in itself, and is

still largely an open issue especially in the supervised case. For this purpose,

an automatic parameter optimization method for MRF models is presented

in this chapter. The technique combines a least mean square error approach

to estimation and the sequential minimal optimization (SMO) quadratic pro-

gramming algorithm. The method is tested with five data sets, which differ

in type of sensor, spectral and spatial resolution, number of classes, and

number of channels and is compared with two previous techniques.

Resulting publications:

• A. De Giorgi, G. Moser, S.B. Serpico, Parameter optimization for

Markov random field models for remote sensing image classification

through sequential minimal optimization, Proc. of IEEE International

Geoscience and Remote Sensing Symposium 2015, Milan, Italy, July

2015, pp. 2346-2349.

Chapter 6 In this chapter FDI methodologies are developed with the aim

to mitigate the reliability issues that characterize power generation plants

based on SOFC. A quantitative model of the SOFC-based plant, which is

able to simulate regular and faulty conditions, is used to predict the values

of several physicochemical variables that characterize the behavior of the non-

faulty system under different operating conditions. Specifically, two different

approaches are proposed within a hybrid FDI strategy realized by combin-

ing a model-based scheme with a statistical classifier. The first technique is

developed to jointly perform feature and model selection in the context of

SVM classification applied as a diagnosis strategy. In the second proposed

technique a hybrid approach based on the random forests (RFs) classification

method is introduced. RF is adopted here because it represents an effective

6
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approach to supervised classification. Although it is able to obtain classi-

fication accuracies comparable to those of other non-parametric techniques,

it offers some advantages that are particularly relevant in FDI systems for

FC-based plants. The performance comparison with pure data-driven and

model-based approaches is also presented.

Resulting publications:

• L. Pellaco, P. Costamagna, A. De Giorgi, A. Greco, L. Magistri, G.

Moser, A. Trucco, Fault diagnosis in fuel cell systems using quantitative

models and support vector machines, Electronics Letters, vol. 50, no.

11 pp. 824-826, 2014.

• G. Moser, P. Costamagna, A. De Giorgi, A. Greco, L. Magistri, L.

Pellaco, A. Trucco, Joint Feature and Model Selection for SVM Fault

Diagnosis in Solid Oxide Fuel Cell Systems,” Mathematical Problems

in Engineering, vol. 2015, 2015.

• P. Costamagna, A. De Giorgi, L. Magistri, G. Moser, L. Pellaco, A.

Trucco, A classification approach for model-based fault diagnosis in

power generation systems based on solid oxide fuel cells, IEEE Trans-

actions on Energy Conversion, vol31, no. 2, pp 676-687, 2015.

• G. Moser, P. Costamagna, A. De Giorgi, L. Pellaco, A. Trucco, S. B.

Serpico, Kernel-based learning for fault detection and identification in

fuel cell systems, in Handbook of Pattern Recognition and Computer

Vision, 5th Edition, editor: C.-H- Chen, World Scientific Publishing,

January 2016.

• P. Costamagna, A. De Giorgi, A. Gotelli, L. Magistri, G. Moser, E. Sci-

accaluga, A. Trucco, Fault diagnosis strategies for SOFC-based power

generation plants, Sensors, vol 16, no. 8, 2016.

Conclusion The conclusions on the individual proposed methods, already

drawn in each chapter separately, are summarized here along with comments

on future possible extensions.
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Chapter 1

Pattern recognition principles

Pattern recognition and machine learning are the disciplines aimed at the

development of computational methodologies for the classification, recogni-

tion, and interpretation of data [45]. This concept has its roots in the study

of the learning process of human beings and their capability to distinguish

among objects and take decisions on the basis of previous observations and

experiences [31]. The aim of this discipline is indeed to formalize how to per-

form an automatic or semi-automatic learning procedure through the use of

suitable algorithms. Both phrases pattern recognition and machine learning

correspond to this goal and discipline, although they historically stem from

different methodological communities, i.e., signal processing and computer

science, respectively. A pattern is a description of an object in term of at-

tributes and features representative of the object itself. A recognition task

consists of bringing an object back to a known model, namely a membership

class where elements share similarities and common attributes. This classi-

fication problem is among the most typical ones in the pattern recognition

field.

As illustrated in Figure 1.1, the pattern recognition process can be sum-

marized through the following stages:

• Data acquisition, i.e., the measurement of variables which character-

ize a physical phenomenon, which are obtained by different types of

sensors;

• Pre-processing, i.e., a step that includes operations of filtering, normal-
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Figure 1.1: Pattern recognition process

ization, transformation, and selection, aimed to ease the classification

process;

• Feature extraction, aimed to obtain a proper representation of the

dataset and reduce the data computational complexity and the impact

of possible curve-of-dimensionality issues. Each sample of the dataset

is associated with a feature vector that is representative of the original

data. The features should represent an accurate characterization of a

sample belonging to a specific category and maximize the difference

between distinct classes;

• Classification, which is the identification of the membership class of

each sample of the dataset on the basis of learning models and features.

The main goal of this task is to give an interpretation to raw data in

order to extract relevant informations for decision making in specific

applications;

• Post-processing, aimed at performance evaluation in terms of accuracy
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1.1. Supervised classification

and error rate of the obtained results. A feedback can be used to modify

the system modules in order to improve performances.

Each pattern is represented as a set of values collected in a d dimensional

vector of features x where the elements x1, x2, ..., xd identify the coordinates

of a point in the feature space. Samples belonging to the same membership

class usually show similar values. The number of features should be chosen

in order to avoid the curse of dimensionality, more precisely represented by

the Hughes phenomenon in a classification process [65]: the linear increase of

the feature space dimension requires a corresponding (and possibly quadratic

or exponential) growth of the amount of data to be used for training.

Classification methods can be divided in two main categories according

to the learning approach: supervised and unsupervised [45]. Supervised clas-

sification needs prior information about the classes and assign each data to a

suitable membership class by processing the associated feature vectors and a

set of labeled samples. Unsupervised classification groups data into natural

classes (cluster) on the basis of similarities of their feature vectors. In this

thesis, the focus is on supervised approaches.

1.1 Supervised classification

1.1.1 Key ideas and terminology

Supervised classification represents a process of (semi)automatic learning

that makes use of prior knowledge by the analysis about data features and

class labels. The learning phase produces a function that is used to compare

unknown data and assign them a suitable class label.

Given,

• a column vector of d features x = [x1, x2, ..., xd]
t;

• a set of information classes Ω = {ω1, ω2, ..., ωM}

the supervised classification process assigns a class label ŷ, belonging to Ω

to each sample x. Each class is associated with a region in the feature space

10



1.1. Supervised classification

which represents the d-dimensional subset corresponding to the values that

x can assume.

In the literature, many algorithms have been proposed in order to address

this problem. All of them have in common the following stages:

1. Training phase:

• establish the set of information classes able to describe the com-

position of a dataset;

• choose a training set, i.e. a set of the most representative vectors

of each class on the basis of the knowledge of the considered phe-

nomenon. This set should be statistically complete, thus it should

be as representative as possible of all the classes in order to obtain

a reliable estimation of the classifier parameters;

• optimize the classifier parameters according to the training set.

The output of this step is the trained classifier.

2. Test phase:

• choose a test set, i.e. a set of labeled samples disjoint from the

training set and to be used to verify the accuracy of the results;

• evaluate the performance of the classifier using the test set, before

the application to unknown target data.

Each sample of a dataset can be represented in a d-dimensional feature

space in which a subregion assigned to each class ωi can be identified. This

subregion is called decision region of ωi(i = 1, 2, ,M). The classification

process leads to obtain a set of discriminant functions fij in the feature space

between pairs of classes ωi and ωj. The discriminant functions are used to

label an unknown sample x∗ according to the following rule, with two classes

and more than two classes respectively:{
f12(x

∗) > 0→ x∗ ∈ ω1

f12(x
∗) < 0→ x∗ ∈ ω2

(1.1)

fij(x
∗) > 0 ∀i 6= j → x∗ ∈ ωi (1.2)
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1.1. Supervised classification

Figure 1.2: Hyperplane in bi-dimensional space: non-linear separability

(left), linear separability (right).

In the multiclass case the problem is decomposed into a set of simpler

binary decision problems by identifying a discrimination function for each

couple of classes and by composing the results (e.g. voting process). The

hypersurfaces that separate the decision regions of different classes are named

decision boundaries.

Given a training set, a class is defined separable if there exist decision

boundaries (hypersurfaces) such that all and only the samples belonging

to that class are located on the same side of those boundaries. When two

classes are linearly separable, this hypersurface can be chosen as a hyperplane

(Figure 1.2). Except when there are two training samples that belong to two

distinct classes, and yet, they coincide, a suitably complex hypersurface can

always be found to separate classes. However the problem of this search could

not have a straightforward solution and the possibly excessive complexity of

the resulting hypersurface might affect the classifier performances.

Supervised classification algorithms can be parametric or non-parametric

[45]. The difference between the two approaches is that the parametric one

makes assumptions about the distribution of the feature vectors associated

with the classes and estimates the related parameters from the training set.

A rather frequent assumption is the normal distribution of each information

class. However, in many cases this assumption is not respected and re-
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1.1. Supervised classification

sults can be limited. Thus, because of the difficulty of identifying a suitable

model that fits data, it is often preferable to use non-parametric methods.

Non-parametric algorithms do not assume any predefined parametric model

for the class statistics. In particular, Bayesian non-parametric approaches

estimate the distribution of the classes through the training set directly.

They have remarkable flexibility, however the complexity of the distribution

function estimation is sometimes even more than that of the classification

problem itself. Non-Bayesian non-parametric approaches are designed in or-

der to exploit the information associated with the training samples to derive

decision boundaries and rules directly, without passing through any model

for the class statistics. A basic example of the latter category is represented

by Nearest Neighbor methods, in which an unknown sample is assigned to the

most common class among the nearest samples in the feature space. Other

important examples include approaches to decision boundary construction

that are based on the idea that the most informative samples are located

near the border between two classes, e.g. support vector machines [36]. This

last approach will be of great importance in several chapters of this thesis

and its key ideas will be reviewed in the next section. Here, we only recall

that other major non-parametric approaches stem from the theories of neural

networks, ensemble learning, fuzzy logic and set theory.

1.1.2 Support vector machines

Support vector machines (SVM) represent a family of automatic learning

methods developed since the 60’s by the research group led by Vladimir

Vapnik at the AT&T Bell in New Jersey [152]. The SVMs are framed within

the theory of statistical learning and consist of a supervised learning approach

for the resolution of classification problems. They have been also studied for

regression [36]. The success obtained by the SVMs for several decades is

mainly due to their generalization properties with data not belonging to the

training set and to their robustness to the Hughes phenomenon.

In general terms, the SVM approach consists in the identification of a

hyperplane through the resolution of a quadratic programming problem and

generates a solution based on the samples located at the interface between
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1.1. Supervised classification

two classes (support vectors). Therefore, the learning phase identifies a subset

of the training set whose samples that are the most informative from the

viewpoint of separating the classes.

Initially, the SVM were defined for the resolution of problems with lin-

early separable classes. They were subsequently extended to non-separable

and non-linear cases, making it possible to apply them in much more general

conditions of real interest. The extension of the SVMs to non-linearly sepa-

rable classes is made possible thanks to the definition of functions, known as

kernel functions, which are able to implicitly transform the feature space into

a higher dimensional space in which the classes become linearly separable.

Indeed, with reference to the Cover theorem [35], a non-linear transforma-

tion of data into a higher dimensional space increases the chances to obtain

a linear separation between two classes.

Hence, the key ideas of the SVM approach consist in:

• mapping input data in a higher dimensional space H through a suitable

kernel function;

• identifying a hypersurface able to separate samples belonging to non-

linearly separable classes with the maximum margin.

Let us first consider first the binary classification case and a training set of

` samples xi (i = 1, 2, . . . , `) composed of d features with the associated class

label yi that takes on the value +1 or −1 depending on the membership of

either class. An SVM classifier assigns a suitable class label to an unknown

sample x∗ ∈ Rd as sgnf(x∗), where the discriminant function f(·) is the

following kernel expansion:

f(x∗) =
∑̀
i=1

αiyiK(xi,x
∗) + b (1.3)

and where K(·, ·) is a kernel function and αi are coefficients to compute.

A function K of two vectors is a kernel if it is equivalent to the evaluation

of an inner-product in some non-linearly transformed space. Let us define

Φ(·) as a function mapping the feature space (or a compact subset of the

feature space) to a vector space H endowed with an inner product. Thus the
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1.1. Supervised classification

kernel function can be expressed as K(x,x
′
) =

〈
Φ(x),Φ(x

′
)
〉
. Note that, H

is never computationally involved because all calculations only use the kernel

K.

The coefficients αi (i = 1, 2, . . . , `) are determined by solving the following

quadratic programming (QP) problem [152]:
minα

(
1
2
αTQα− 1Tα

)
yTα = 0

0 ≤ αi ≤ C

i = 1, 2, ..., `

(1.4)

the bias b is derived as a by-product of this solution, Q is the `× ` matrix

whose (i, j)th entry is Qij = yiyjK(xi,xj), 1 is an `-dimensional vector with

unitary components, y is the vector of the labels of the training samples, and

C is a parameter. Support vectors are associated with αi > 0.

It can be proven that equation 1.3 is equivalent to a linear discriminant

function in the transformed space H:

f(x∗) = 〈w,Φ(x)〉+ b (1.5)

where w ∈ H, the bias b ∈ R, and the set of slack variables {ξi}
`
i=1, which

determine the error of the training samples classification, solve the following

minimization problem [36]:
minw,ξ,b

(
1
2
〈w,w〉+ C1Tξ

)
yi (〈w,Φ (xi)〉+ b) ≥ 1− ξi
ξi > 0, i = 1, 2, ..., `

(1.6)

The C parameter tunes the tradeoff between the terms ξ, which favors

fitting the discriminant function with the available training set, and 〈w,w〉,
which conversely favors minimizing the error expectation on an unknown

sample with a consequent overfitting minimization.

Generalization to M > 2 classes is usually achieved by decomposing the

multiclass problem into a collection of binary subproblems [97, 152]. A pop-

ular approach is one-against-one (OAO), which usually represents a good
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1.2. Unsupervised classification

tradeoff between accuracy and computational burden. The key idea is to

determine a binary discriminant function for each couple of classes, apply

each function to an unknown sample and assign it to the most voted class

among the results obtained with each binary discriminant function. More

details can be found in [152].

1.2 Unsupervised classification

Unsupervised classification is based on the identification of similarities be-

tween samples of a dataset without any prior information about the classes

[115]. Indeed, sometimes the number and the characteristics of the classes

are not clearly identifiable especially with highly heterogeneous data. The

idea behind unsupervised classification is grouping samples into a number of

natural classes by the discovery of hidden structures and similarities in the

dataset. This approach is known as clustering. The classification process

leads to identify the most representative clusters in the feature space and

assigns a symbolic label to each cluster. At a later stage, an analyst may

provide a suitable interpretation to each cluster.

The unsupervised classification process can be summarized in the follow-

ing phases:

1. Classification parameter selection, in order to balance the need of se-

lective variables for a correct grouping of samples and the avoidance of

limited informative clusters;

2. Selection of a distance or similarity criterion, e.g. Euclidean,

Minkowsky, or Chebychev distances, kernel-based similarity metrics,

graphical models encoding similarities among pairs of samples, etc.;

3. Selection of the clustering algorithm, e.g. hierarchical models, in which

data are grouped into nested subsets associated with different levels

of similarities, or partitional models, in which the clusters are not ar-

ranged as a hierarchy and are often searched for altogether.

Unsupervised classification methods are sometimes more complex than

those of supervised classification, although clustering algorithms are generally
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1.3. Contextual and non-contextual classification

suited to knowledge discovery tasks [51].

1.3 Contextual and non-contextual classifica-

tion

1.3.1 Key ideas and terminology

When a classifier is meant to be applied to an image, in order to label each

pixel with a certain class membership, an important role is represented by

methods able to include in the decision process both the information of the

feature vector of each pixel (pixelwise information) and the information given

by the neighboring sample (spatial information). This kind of approach is

known as contextual classification [146]. It can be seen as a special case of

structured output learning, i.e., the area of machine learning that focuses on

the estimation of unknown data with a certain dependence structure (spatial,

temporal, multiscale, semantic, etc., dependences). The spatial-contextual

approach plays a major role in the application to remote sensing data because

it is usually effective especially with very high resolution (VHR) images in

which it is appropriate to consider both the spatial heterogeneity and the

geometric properties associated with the input data [95,98]. Indeed, although

a non-contextual approach is more computationally tractable problem, it may

produce a salt and pepper effect on this type of images.

On a preliminary note, we recall that, in this thesis, the phrase image

classification will always be meant as the task of labeling each individual

pixel with a class membership. This is consistent with the common termi-

nology that has been used in the remote sensing literature for a few decades.

In the recent computer vision literature, this task is usually named semantic

segmentation (more precisely dense semantic segmentation), whereas image

classification refers to the labeling of an entire image with a unique class

membership (e.g., in data mining or face recognition applications). We also

recall that, in the multispectral remote-sensing literature, spatial-spectral

classification and purely spectral classification are often used instead of con-

textual classification and non-contextual classification to acknowledge that
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1.3. Contextual and non-contextual classification

Figure 1.3: Examples of neighboring systems

pixelwise information in a multispectral image generally includes the spectral

observations taken on each pixel (spectral channels or bands).

The idea behind the use of spatial information is that neighboring pixels

in a real remotely sensed image are strongly correlated [110,115]. Contextual

classification deals with spatial information by including pixels in a suitable

neighboring system (Figure 1.3).

In the literature the main proposed approaches to contextual classification

are represented by models based on Markov random fields (MRF), texture

analysis and region-based methods.

MRFs are an extension of Markov chain to the two-dimensional case [76]

and allow to equivalently express a global model of contextual information us-

ing only local relationships between neighboring pixels. Details about MRFs

will be discussed in section 1.3.2. Given a region in an input image, texture

analysis identifies a repetitive spatial distribution in pixel intensities. This

kind of information can be included in the classification process through the

extraction of features related to spatial relations between neighboring pixels.

Among the approaches proposed in the literature many of them are based on

moving window methods, in which texture features of a pixel are computed

on samples included in a square or rectangular window [110]. A typical draw-

back is the creation of artifacts at the edges between different regions in an

image with consequent effects on the effectiveness of the classification. The

key idea of region-based approaches is the use of segmentation techniques in

order to identify homogeneous areas [15] that are subsequently labeled as a

18



1.3. Contextual and non-contextual classification

whole by a suitable classifier.

1.3.2 Markov random fields

Markov random fields represent a family of effective tools in image processing

because of their capability to integrate spatial information in the classification

process [55].

Contextual image analysis has relevant application in different areas such

as change detection, pixel labeling, edge detection, texture analysis, feature

extraction. In these contexts, MRFs are able to formalize a model of the im-

age in order to apply the Bayesian theory. In image classification the option

of consider the pixels as independent and identically distributed entities is not

a realistic hypothesis because pixel located in the same area may be highly

correlated. Thus, the integration of pixelwise and spatial information allows

to improve classification performances as compared to models that do not

use contextual information. The performance improvement is due to error

correction, removal of ambiguities and retrieval of incomplete information.

Potentially each pixel is dependent on all the pixels composing the image.

However, a problem of Bayesian image analysis formalized with a global de-

pendence would be computationally intractable. Furthermore, from a signal-

processing perspective, the autocorrelation function of a real image generally

decays with the increase in the spatial lag between pairs of pixels. Thanks

to the Markovian property it is possible to limit the contextual information

of a pixel to its neighborhood.

Let us define a neighborhood system N [84]. Each pixel of an image

(lattice) is considered as an element (site) of a set S. Each site is associated

with a neighborhood system expressed as a subset of S with the following

properties:

• a site does not belong to its neighborhood;

• the neighborhood relation between two sites is mutual.

A clique is a subset of S whose sites are mutually neighbors. In Figure

1.4 first and second order neighborhoods are shown, and they are composed
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1.3. Contextual and non-contextual classification

Figure 1.4: First and second order neighborhood systems (grey) of a site

(black)

of 4 and 8 sites, respectively. The neighborhood can be extended to higher

orders, allowing to model different levels of relationship between sites.

Let us now define a Gibbs random field [84]. Given S and N and a

random field F of a set of variables associated with the sites of the lattice, F

is a Gibbs random field if its P (F) is:

P (F = f ) =
1

Z
e−U(f) (1.7)

where Z is a normalization constant called partition function and U(f) is

an energy function expressed as follows:

U(f ) =
∑
c∈C

Vc(f ) (1.8)

and where Vc(f) is the potential function associated with a clique be-

longing to the set C. It is important to stress that, in (1.8), the potential

associated with each clique only depends on the sites belonging to that clique.

Hence, although (1.8) provides a global model for the joint distribution of

all random variables in the field, it also provides a decomposition in terms of

local contributions on the cliques. The energy function represents the sum

of the potential functions of all the clique associated with a neighborhood

system.

A Gibbs random field considers the energy function in global terms giving

a description of a whole lattice. The Markovian property allows to express
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1.3. Contextual and non-contextual classification

the energy function in local terms related to a neighborhood system and can

be written as follows:

P (fi/fS−{i}) = P (fi/f∂i) (1.9)

where ∂i is the neighborhood of the i-th site.

The Hammersley-Clifford theorem (1971) defines the equivalence between

Gibbs and Markov random fields, as reported by Besag in [12]: if a Gibbs

random field can be defined in terms of a clique in a neighborhood system

then it is equivalent to a Markov random field and a unique MRF exists for

the corresponding GRF and vice-versa. This result is of paramount impor-

tance because it relates a purely local Markovianity property with a global

joint distribution model that can be plugged into a Bayesian analysis scheme.
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Chapter 2

Spatial-contextual kernel-based

classification of remote sensing

images

2.1 Introduction

In this chapter the problem of spatial-contextual image classification is ad-

dressed in general terms through the development of two novel frameworks

based on the integration of spatial-contextual information into kernel ma-

chines. Kernel-based SVMs have recently become very popular classifiers

thanks to their accurate results in several applications, to their generaliza-

tion capability, and to their robustness to the Hughes phenomenon that af-

fects the application of classifiers to high-dimensional feature spaces [152].

Nevertheless, SVMs are intrinsically non-contextual and classify each pixel

only on the basis of the corresponding spectral or radar observations and

regardless of the neighboring pixels [152]. This issue represents a limitation

(especially in the classification of VHR images) because it implies neglecting

the spatial information associated with the input image. For this purpose,

the attention in this chapter is focused on two alternative family of methods,

namely MRFs probabilistic graphical models and region-based methods. As

already mentioned in Chapter 1, MRFs have proven to be effective tools to

describe and incorporate spatial information in the classification process [84].
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An MRF is a model for the spatial-contextual information and allows a

Bayesian classification problem to be formulated in terms of the minimiza-

tion of a suitable “energy function” [84] Region-based methods rely on the

combination of classification and segmentation algorithms [15] and are able

to incorporate the spatial-geometrical information in the land cover estima-

tion process. Many approaches have been proposed to address this problem,

including region-growing algorithms, which progressively expand a collection

of segments starting from a suitable set of seed points [110]; Markovian meth-

ods, which formulate segmentation as an unsupervised classification problem

addressed through a Markov random field (MRF) model [41,107,126]; fuzzy-

connectedness techniques, which formalize the uncertainty associated with

image data through fuzzy theory [40,149]; watershed methods, which repre-

sent the field of the pixel intensities as a topographic relief and search for

the related catchment basins [123, 147]; and hierarchical algorithms, which

generate a hierarchy of segmentation results associated with progressively

increasing spatial detail [16,39,144]. A segmentation map intrinsically offers

a characterization of the geometrical structure associated with the image.

A simple intuitive region-based classifier could just label each segment as

a whole rather than separately classifying each pixel. However, more so-

phisticated methods have been developed by properly combining segmenta-

tion, feature extraction, and possibly multiscale analysis [15,140]. Especially

appealing results can be obtained when the regions extracted through seg-

mentation match semantic objects in the scene (hence, the popular name

”object-based image analysis,” OBIA).

Specifically, the first proposed method is based on an extension of the ap-

proach in [38,97] and provides a rigorous integration of SVMs, MRFs, and the

last-generation energy minimization methods. Therefore, in this framework

the two key aspects concern the minimization of the resulting Markovian

energy function and the integration of SVMs and MRFs. The first one rep-

resents a challenging combinatorial problem witch has been studied since the

Eighties and is classically addressed using either time-expensive stochastic

global minimizers or computationally cheap greedy local minimizers [13,55].

Indeed, efficient energy minimization methods based on graph-theoretic con-

cepts (graph cuts, GC, and belief propagation) have attracted increasing in-
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terest during the last decade. GC methods formulate energy minimization as

a maximum flow problem on an appropriate graph associated with the image:

in the case of binary classification, they allow converging to a global mini-

mum in generally acceptable times; in the multiclass case, they are proven

to reach a strong local minimum, which is characterized by good optimality

properties [18, 19, 74]. Belief propagation-type methods formalize the intu-

itive idea of passing messages along the graph to decrease the energy. In

particular, the max-product loopy belief propagation (LBP) technique oper-

ates on graphs with loops while the tree re-weighted message passing (TRW)

method combines belief propagation with the construction of suitable span-

ning trees [48,73,156].

The second key aspect of merging SVMs and MRFs is not straightfor-

ward because the latter are framed within probabilistic Bayesian model-

ing, whereas the former are non-Bayesian learning machines. A common

workaround is to postprocess the SVM discriminant function through the al-

gorithms in [106,162], which use parametric modeling, maximum-likelihood,

and numerical analysis concepts to approximate pixelwise posteriors. The

resulting probabilistic output is plugged into the unary energy. This ap-

proach is computationally efficient and has recently led to accurate re-

sults(e.g., [26, 57, 165]). However, it methodologically mixes i.i.d. and non-

i.i.d. assumptions in the parameter estimation and MRF modeling stages,

respectively. The method presented here aims at merging the analytical

formulations of SVM and MRF and it is based on the approach proposed

in [97]. Nevertheless, in this previous classifier the energy minimization task

was performed through the greedy iterated conditional mode (ICM) algo-

rithm that is proven to converge only to a local minimum and may exhibit

critical dependence on the initialization [13]. In order to overcome these limi-

tations through the application of an arbitrary energy minimization method,

including GC, LBP, and TRW, the global posterior energy function requires

a new explicit formulation and a general re-formalization of the integrated

SVM-MRF framework becomes necessary.

This formulation has been developed, and specifically, under suitable as-

sumptions, the global energy function related to the application of a Marko-

vian classifier in the transformed space associated with a kernel has been
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2.2. Markovian support vector classification

formalized in terms of a kernel expansion, similar to a traditional SVM,

by using a Markovian kernel and an additional feature associated with the

adopted MRF model. Parameters are automatically optimized through nu-

merical techniques based on the minimum span bound and MSE criteria. The

resulting classification is hereafter referred to as Markovian support vector

classifier (MSVC).

Conversely, the second proposed method on an integration of region-

based and kernel-based approaches. In particular, a novel region-based kernel

function is proposed, that allows taking advantage of the correlation among

neighboring pixels and of the geometrical structures associated with the im-

age. This function can be incorporated into an arbitrary kernel machine

and both single-channel and multispectral formulations can be formalized.

A multiscale analysis can also be carried out using multiple segmentation

results through the composite kernel method. Focusing on optical images,

the methodological rationale behind the proposed kernel is to model the por-

tion of image within each kernel as a set of samples drawn from a suitable

Gaussian stochastic process, and to compute a kernel by combining the cor-

responding density functions through an integral inner product.

2.2 Markovian support vector classification

2.2.1 Proposed formulation of the energy function

Let I be a regular pixel lattice associated with a remote-sensing image com-

posed of d channels. Each pixel is characterized by a feature vector xi

(xi ∈ Rd) and a class label yi. Let S∗ ⊂ I be the set of training pixels

(i.e., yi is a-priori known for i ∈ S∗). We refer first to binary classification

(the multiclass case will be addressed in Section 2.2.2), so two possible labels

yi = 1 or yi = −1 can be assigned to the i-th pixel according to its class

membership. Hence, a continuous-valued random field X = {xi}i∈I of fea-

ture vectors and a binary-valued random field Y = {yi}i∈I of class labels are

defined on the pixel lattice I. In order to consider Y as an MRF, a neighbor-

hood system {∂i}i∈I is assumed to be defined on the lattice I, where ∂i ⊂ I
is the set of the neighbors of the i-th pixel [84]. In this MRF framework,
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2.2. Markovian support vector classification

the “posterior global energy function” U(Y|X ), associated with the adopted

MRF model and neighborhood system, can be expressed as a sum of contri-

butions associated with the pixels and conditioned to their feature vectors

and neighboring labels:

U(Y|X ) =
∑
i∈I

Ui(yi|xi,y∂i), (2.1)

where:

Ui(yi|xi,y∂i) = g(xi|yi) + βEi(yi|y∂i) (2.2)

is composed of two contributions [19]. The first one is related to non-

contextual pixelwise statistics, while the second one is a prior energy func-

tion Ei that characterizes the adopted MRF model. The positive parameter

β determines the influence of the spatial contribution on the overall energy

function [19]. The model in (2.1) and (2.2) implicitly assumes that the MRF

model assumed for the label field has non-zero potentials only for pairwise

cliques, i.e.:

E(yi|y∂i) =
∑
j∈∂i

Vij(yi, yj), (2.3)

where Vij(·) is the potential associated with the pair (i, j) of pixels (i, j ∈ I).

Furthermore, the separation into a pixelwise term including features and

labels and a spatial term including only labels reflects an implicit conditional

independence assumption, i.e.:

p(X|Y) =
∏
i∈I

p(xi|yi), (2.4)

i.e., the global joint class-conditional density p(X|Y) of the feature vector

field given the label field factors out in terms of the pixelwise class-conditional

density p(xi|yi) on each site. This is a widely accepted assumption when MRF

models are used for classification purposes and is used to favor analytical

tractability [84]. As a common aspect in many Bayesian approaches, this

assumption also results in decomposing the posterior energy (2.1) into a

prior and likelihood contributions (see (2.2))

Several energy minimization techniques, including simulated anneal-

ing [55]and the aforementioned ICM, can be entirely expressed in terms of
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the “local energy-difference function,” i.e. [84, 97]:

∆Ui(xi,y∂i) = Ui(−1|xi,y∂i)− Ui(1|xi,y∂i). (2.5)

The previous approach in [97] was based on a reformulation of ∆Ui in terms

of an SVM kernel expansion. However, in order to make it possible to apply

arbitrary and efficient energy minimization methods, including graph cuts,

LBP, and TRW, a new explicit formulation is needed for the global posterior

energy function. Specifically, this function can be written as:

U(Y|X ) =
∑
i∈I

Ui(yi|xi,y∂i) + Ui(−yi|xi,y∂i)
2

+

+
∑
i∈I

Ui(yi|xi,y∂i)− Ui(−yi|xi,y∂i))
2

. (2.6)

Using ∆Ui(xi,y∂i), it is easily proven that:

Ui(−yi|xi,y∂i)− Ui(yi|xi,y∂i) = yi∆Ui(xi,y∂i). (2.7)

Similarly:

Ui(yi|xi,y∂i) + Ui(−yi|xi,y∂i) = (2.8)

= [g(xi|1) + g(xi| − 1)] + β[Ei(1|y∂i) + Ei(−1|y∂i)],

where the first bracketed term is obviously independent of Y . For many

popular choices of the function Ei, such as, for instance, the well known

Potts model, i.e. [84]:

Ei(yi|y∂i) = −
∑
j∈∂i

δ(yi, yj), (2.9)

also the second bracketed term is a constant (i.e., it is independent of y∂i).

Assuming that the adopted MRF model satisfies this property, i.e., Ei(1|y∂i)+
Ei(−1|y∂i) is a constant, and plugging Eqs. (2.7) and (2.8) into (2.6), we

obtain:

U(Y|X ) = −1

2

∑
i∈I

yi∆Ui(xi,y∂i) +G(X ), (2.10)

where G(X ) depends on the feature vectors but not on the labels and has no

effect on the minimization result.
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2.2. Markovian support vector classification

Let K be a kernel function in Rd. Then, there exists a mapping Φ : Rd →
F from the d-dimensional feature space to a transformed feature space F ,

endowed with an inner product 〈·, ·〉, such that K(x,x′) = 〈Φ(x),Φ(x′)〉
for all x,x′ ∈ Rd [152]. As proven in [97], under mild assumptions on the

distribution of the transformed samples in F , the local energy-difference

function can be expressed as an SVM-like discriminant function associated

with a special kernel, named Markovian kernel, i.e.:

∆Ui(xi,y∂i) =
∑
j∈S

αjyjKMRF(xi, εi;xj, εj) + b, (2.11)

where

KMRF(xi, εi;xj, εj) = K(xi,xj) + βεiεj (2.12)

is the Markovian kernel and εi is an additional feature defined through the

adopted MRF model:

εi = Ei(−1|y∂i)− Ei(1|y∂i). (2.13)

The set S ⊂ S∗ of support vectors and the weight coefficients αj (j ∈ S)

are obtained through the training of an SVM with kernel KMRF (further

details can be found in [97]). Plugging Eqs. (2.11) and (2.12) into (2.10), we

obtain the following expression for the global posterior energy function (up

to additive and multiplicative terms constant with respect to Y):

Ũ(Y|X ) = −
∑
i∈I

yi

[∑
j∈S

αjyjKMRF(xi, εi;xj, εj) + b

]
=

= −
∑
i∈I

yi
∑
j∈S

[αjyjK(xi,xj) + b]− β
∑
i∈I

yiεi
∑
j∈S

αjyjεj. (2.14)

Hence, the global posterior energy function corresponding to the application

of a Markovian classifier in the transformed space F associated with a kernel

K can be expressed as a linear combination of two contributions related

to either the pixelwise information conveyed by the feature vectors xi or

the contextual information characterized through the additional feature εi

(i ∈ I). The MRF minimum energy rule in the space F can be related

to a kernel expansion, similar to a traditional SVM, by using an additional

feature associated with the adopted MRF model and the Markovian kernel.

This conclusion holds for an arbitrary choice of the kernel K, associated with

an either finite- or infinite-dimensional space F [97].
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2.2.2 The proposed classification method

The proposed contextual classifier is iterative and is based on the application

of an arbitrary energy minimization method to minimize the energy function

in Eq. (2.14). In the initialization phase, a preliminary classification map is

generated through a traditional non-contextual SVM, whose regularization

and kernel parameters are collected in a vector θ. The optimization of θ is

obtained through the Powell-span-bound algorithm [97]. Then, since the set

S of support vectors and the related weights αj (j ∈ S) are obtained through

the training of an SVM with kernel KMRF, at each iteration of the method ε is

updated on the basis of the current classification map, β is estimated through

the Ho-Kashyap algorithm [97, 121], and Ũ(Y|X ) is minimized through the

chosen energy minimization method. The method performs the following

processing steps:

• Initialization phase:

a) Optimize θ through the Powell-span-bound algorithm (see Sec-

tion 2.2.3) and initialize β (e.g., β = 1).

b) Train a non-contextual SVM with the kernel K and the estimate

of θ obtained in step a), and generate a preliminary classification

map by running the trained SVM.

• Iterative phase: for a fixed number of iterations, perform the following

steps:

1. Compute εi for each i ∈ I on the basis of the current classification

map (see Eq. (2.13)).

2. Estimate β by applying the Ho-Kashyap algorithm (see Sec-

tion 2.2.3).

3. Train an SVM with the Markovian kernel KMRF, the contextual

feature εi updated in step 1, and the estimates obtained for θ and

β in steps a) and 2, respectively.

4. Compute Ũ(Y|X ) on the basis of the support vectors S and the

related weights αj (j ∈ S) obtained in step 3 (see Eq. (2.14)).
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5. Minimize Ũ(Y|X ) with respect to Y through the considered energy

minimization method (see Section 2.2.3).

Depending on the selected minimization algorithm, convergence may not be

guaranteed. For instance, adopting the GC approach, convergence is ensured

for the application in step 5 [19]. However, convergence is not analytically

guaranteed for the proposed iterative algorithm (although a good convergent

behavior was remarked in all experiments). Thus, the iterative phase is run

for a fixed number of iterations and the output classification map is the

one with the minimum value of the global posterior energy within the maps

generated in all iterations.

The proposed method, illustrated for the case of binary classification, can

be extended to the multiclass case through a decomposition into multiple bi-

nary subproblems, as usual for SVM-type classifiers. Here, the “one-against-

one” (OAO) approach is chosen because of its usual accuracy and limited

sensitivity to unbalanced classes (especially as compared to alternate strate-

gies, such as “one-against-all”). Details on the application of OAO can be

found in [97].

2.2.3 Parameter estimation and energy minimization

The optimization of θ and β is automatic and does not require manual in-

tervention. The smoothing parameter β regulates the tradeoff between the

spatial and pixelwise energy components. Its optimization is automated by

extending to the proposed approach the algorithm proposed in [122] and [97]

and based on the Ho-Kashyap numerical procedure. For each i ∈ S∗ (i.e.,

each support vector), the following inequality expresses a condition of correct

classification of the i-th training sample:

β1yi[U
P
i (−1)− UP

i (1)] + β2yi[U
C
i (−1)− UC

i (1)] ≥ 0, (2.15)

where β = β1/β2 (β1 > 0, β2 > 0), and UP
i (±1) and UC

i (±1) are shorthand

notation for the pixelwise and contextual energy terms associated in Eq.

(2.14) with the i-th pixel and the labels yi = ±1. This algorithm is run

within the each iteration of the proposed method, so UC
i (±1) is computed

according to the values of the neighboring labels in the current classification
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map. Stacking together all such inequalities, a system of linear inequalities

is obtained:
y1[U

P
1 (−1)− UP

1 (1)] y1[U
C
1 (−1)− UC

1 (1)]

y2[U
P
2 (−1)− UP

2 (1)] y2[U
C
2 (−1)− UC

2 (1)]
...

...

y`[U
P
` (−1)− UP

` (1)] y`[U
C
` (−1)− UC

` (1)]


[
β1

β2

]
≥ 0 (2.16)

where ` indicates here the number of support vectors. The numerical solu-

tion of this system is addressed through the iterative Ho-Kashyap procedure

that is a well known approach in pattern recognition to calculate linear dis-

criminant functions [145]. If the solution exists, the convergence in a finite

number of iterations is guaranteed [145].

The optimization of θ is automatically performed through the Powell-

span-bound algorithm that minimizes an upper bound (named “span

bound”) on the leave-one-out error rate [97]. The span bound is computed

by using the training samples in the initialization phase of the proposed

method (details can be found in [97]) and is a non-differentiable function of

θ. The Powell algorithm is used to numerically minimize the span bound.

It ensures convergence to a local minimum through a procedure that em-

ulates the conjugate-gradient technique without involving derivatives [111].

Additional details about the algorithm can be found in Section 6.4.1.

The proposed reformulation of the global posterior energy allows to ad-

dress the minimization task in step 5 through computationally efficient meth-

ods, which rely on graph cut and belief propagation concepts and have at-

tracted increasing interest during the last decade. In the case of binary

classification, graph cuts make use of a reformulation based on the min-

flow/max-cut theorem to reach a global energy minimum, provided the pair-

wise potential satisfies a suitable condition [59]. In the multiclass case, graph

cut algorithms iteratively define a sequence of suitable binary problems, and

under appropriate assumptions on the pairwise potential, converge to local

minimum with strong optimality properties [18,19,74].

Belief propagation-type methods formalize the intuitive idea of passing

messages along the graph to decrease the energy [67]. In particular, the

max-product loopy belief propagation (LBP) technique operates on graphs
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with loops, such as those that are usually associated with MRF neighbor-

hoods. It may generally not converge, but when it does, it obtains a local

minimum with good optimality properties [67, 139]. The complexity of effi-

cient formulation of LBF is linear with respect to the numbers of pixels and

classes [48]. The tree re-weighted message passing (TRW) method combines

belief propagation with the construction of suitable spanning trees [156], and

can be endowed with specific convergence properties by using an appropriate

sequential formulation (TRW-S) [73]. The complexity of this formulation is

linear with respect to the numbers of edges in the graph, of classes and of

iterations [73].

2.2.4 Experimental validation

The MSVC framework is experimented with the data sets illustrated in the

following paragraph in conjunction with three energy minimization algo-

rithms, i.e., graph cuts, LBP, and TRW-S. Regarding LBP, for each iteration

of the MSVC approach, both variants discussed in [137], which differ in the

schedules for exchanging messages among the pixels, are used, and the so-

lution with the lower energy is selected. In the case of TRW, the TRW-S

formulation is used to favor a convergent behavior. The results of MSVC

are compared to those obtained (i) by a benchmark non-contextual SVM;

and (ii) by deriving approximate pixelwise posteriors from the SVM output

through the method in [162] and by plugging them into the unary term. In

all the experiments, the Gaussian radial basis function kernel is used, and

the hyperparameters of the SVM and the parameter β are automatically op-

timized by using the method in 2.2.3. The Potts model (see Eq. (2.9)) was

used for Ei with a second order neighborhood system.

First, the experimental validation was carried out with three hyperspec-

tral data sets. The first data set, named AVIRIS Indian Pine, was the well-

known AVIRIS ”Indian Pines” hyperspectral image, 145 × 145 pixels with

a spatial resolution of 20m per pixel. This data set originally includes 220

spectral channels but 20 water absorption bands (104-108, 150-163, 220)

have been removed, and the rest (200 bands) were taken into account for

the experiments. The reference data contains 16 classes of interest, which
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(a) (b) (c)

Figure 2.1: AVIRIS Indian Pines hyperspectral data. (a) Three band false

color composite, (b) Reference data and (c) Color code.

represent mostly different types of crops and are detailed in Table 2.1. Fig-

ure 2.1 shows a three-band false color image and its corresponding reference

samples.

The second data set, named ”CASI Houston University,” was acquired

over the University of Houston campus and the neighboring urban area in

June, 2012 by the Compact Airborne Spectrographic Imager (CASI). The size

of the data is 349 × 1905 with the spatial resolution of 2.5 m. This data set

is composed of 144 spectral bands ranging 0.38-1.05µm. This data consists

of 15 classes including: Grass Healthy, Grass Stressed, Grass Synthetic, Tree,

Soil, Water, Residential, Commercial, Road, Highway, Railway, Parking Lot

1, Parking Lot 2, Tennis Court and Running Track. The “Parking Lot 1”

includes parking garages at the ground level and in elevated areas, while

“Parking Lot 2” corresponded to parked vehicles. Table 2.2 demonstrates

different classes with the corresponding number of training and test samples.

Figure 2.2 shows a three-band false color image and its corresponding training

and test samples.

The third data set, named ROSIS-03 Pavia University, was composed of

33



2.2. Markovian support vector classification

Table 2.1: Indian Pines: Number of Training and Test Samples.

Class Number of Samples

No Name Training Test

1 Corn-notill 50 1384

2 Corn-mintill 50 784

3 Corn 50 184

4 Grass-pasture 50 447

5 Grass-trees 50 697

6 Hay-windrowed 50 439

7 Soybean-notill 50 918

8 Soybean-mintill 50 2418

9 Soybean-clean 50 564

10 Wheat 50 162

11 Woods 50 1244

12 Bldg-grass-tree-drives 50 330

13 Stone-Steel-Towers 50 45

14 Alfalfa 50 39

15 Grass-pasture-mowed 50 11

16 Oats 50 5

Total 695 9671
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Table 2.2: Houston: Number of Training and Test Samples.

Class Number of Samples

No Name Training Test

1 Grass Healthy 198 1053

2 Grass Stressed 190 1064

3 Grass Synthetic 192 505

4 Tree 188 1056

5 Soil 186 1056

6 Water 182 143

7 Residential 196 1072

8 Commercial 191 1053

9 Road 193 1059

10 Highway 191 1036

11 Railway 181 1054

12 Parking Lot 1 192 1041

13 Parking Lot 2 184 285

14 Tennis Court 181 247

15 Running Track 187 473

Total 2,832 12,197
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Figure 2.2: Houston - From top to bottom: A color composite representa-

tion of the hyperspectral data using bands 70, 50, and 20, as R, G, and B,

respectively; Training samples; Test samples; and legend of different classes.

36



2.2. Markovian support vector classification

(a) (b) (c)

Figure 2.3: ROSIS-03 Pavia University hyperspectral data. (a) Three band

false color composite, (b) Reference data and (c) Color code.

115 data channels with a spectral coverage ranging from 0.43 to 0.86 µm.

Twelve channels have been removed due to noise. The image (640 × 340

pixels) was acquired over the city of Pavia, Italy by the ROSIS-03 (Reflective

Optics Spectrographic Imaging System) with a spatial resolution of 1.3 m.

It presents 9 classes including trees, asphalt, bitumen, gravel, metal sheet,

shadow, bricks, meadow and soil. Figure 2.3 presents a false color image of

ROSIS-03 Pavia University data and its corresponding reference samples.

The focus on hyperspectral data comes from the opportunity to jointly

take benefit from the effectiveness of kernel methods and MRFs in the appli-

cation to high-dimensional feature space and to VHR imagery, respectively.

Furthermore, an additional experimental phase is conducted with the aim

to investigate the capability of the proposed integrated framework to exploit

the different sources of information provided by a multisensor (optical and

synthetic aperture radar, SAR) data set. Specifically the data set is com-

posed of two co-registered images (920 × 820 pixels) acquired over the port
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Table 2.3: Pavia University: Number of Training and Test Samples.

Class Number of Samples

No Name Training Test

1 Asphalt 548 6304

2 Meadow 540 18146

3 Gravel 392 1815

4 Tree 524 2912

5 Metal Sheet 256 1113

6 Bare Soil 532 4572

7 Bitumen 375 981

8 Brick 514 3364

9 Shadow 231 795

Total 3921 40002

area of Port-au-Prince (Haiti) by two different types of sensor: the first one is

a 3-channels, 2.5-m resolution GeoEye image, while the second one consists

of a 2.5-m resolution, HH-polarized COSMO-SkyMed SAR acquisition (Fig-

ures 2.7) The data set presents five classes: water, (buildings with) red roofs,

urban and port areas, vegetation, and bare soil. Training and test fields are

chosen to be spatially disjoint to minimize the correlation between training

and test samples and the resulting possible bias in accuracy assessment. The

experimental setup is the same as with the hyperspectral data sets.

The classification accuracies obtained by the aforementioned methods

on the test samples of the three data sets are collected in Tables 2.4, 2.5,

and 2.6. The MSVC framework provides overall accuracies (OA) around

91-92%, 82-87%, and 85-87% in the cases of Indian Pines, Pavia, and Hous-

ton, respectively. Remarkable improvements in accuracy are obtained by

MSVC as compared to the non-contextual SVM benchmark. Furthermore,

the Markovian classifier that uses, within its unary term, approximate pixel-

wise posteriors derived from the SVM output also provides accurate results,

although it obtains lower values of OA than MSVC with all considered energy

minimization methods. On one hand, the improvement of MSVC over SVM

is an expected result because the former is a spatio-spectral approach while
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the latter is a purely spectral classifier. On the other hand, the aforemen-

tioned results confirm the effectiveness of MRF modeling for spectral-spatial

classification. They also point out the capability of the integrated MSVC

framework to benefit from both SVM and MRF in order to incorporate spa-

tial information into a classification task in a high-dimensional feature space.

This comment is also confirmed by a visual analysis of the classification maps

(e.g., Figures 2.4(b), 2.5(b), and 2.6(b)), which points out the capability of

MSVC to favor the desired spatially smooth behavior, especially as compared

to purely spectral methods (e.g., Figures 2.4(a), 2.5(a), and 2.6(a)).

The three considered energy minimization algorithms overall exhibit sim-

ilar behaviors. They obtain very similar accuracies in the cases of Indian

Pines and Houston, while in the case of Pavia, TRW-S reaches 3-4% higher

OA than graph cuts and LBP. On one hand, the high accuracies achieved

confirm the effectiveness of current advanced graph cut and message pass-

ing techniques for MRF energy minimization in a HSI classification task, a

conclusion that has been drawn in numerous image processing and computer

vision applications [137]. On the other hand, the performances obtained us-

ing all three methods also suggest the flexibility of the MSVC framework in

incorporating arbitrary energy minimization algorithms. This flexibility also

comes together with the opportunity to fully automate the resulting classifiers

through the aforementioned parameter optimization methods in [97,121].

Given the similar behavior of the different energy minimization method

adopted, the experimental validation using multisensor optical/SAR data

has focused on the MSVC framework applied in conjunction with the GC

approach. The results of the proposed MSVC-GC method on the multisen-

sor optical/SAR dataset were compared to those obtained with the same

approach applied separately 1) only to the optical image and 2) only to the

SAR image. Here, the goal was mostly to ascertain the multisensor fusion

capabilities of the proposed method, as they are expected from the fully

non-parametric kernel-based formulation.

The high classification accuracies on the test set reached by the proposed

method when applied to the optical/SAR image (see Table 2.7), showed the

capability of the proposed MSCV-GC approach to exploit the information

provided by multisensor data. Both the overall and average accuracies high-
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2.2. Markovian support vector classification

(a) (b)

Figure 2.4: Classification maps for Indian Pines: (a) SVM, (b) MSVC with

graph cuts.

light the improvement related to the application of the proposed classifier to

multisensor data with respect to the use of single-sensor images. In particu-

lar, accurate classification maps were generated by the proposed method with

an improvement of the values of OA and AA of 0.31% and 1.15%, respectively.

In particular the proposed approach applied to multisensor data yielded a

significant enhancement in the discrimination between the red roof and ur-

ban and port area classes which resulted in an improvement of the accuracy

for the red roof class (+2,33%). The same consideration holds for the dis-

crimination between the bare soil and urban and port area classes, where the

joint use of SAR and optical images allowed an accuracy increase (+3,25%)

for bare soil. All these results overall confirm the flexibility of the proposed

integrated MRF / SVM / min-energy framework for the spatial-contextual

classification of VHR imagery from single and multiple EO sensors. Further-

more, it should be noted that a previous MSVC formulation using ICM was

originally developed in [97] and experimentally validated with various data

modalities, including multispectral VHR imagery. Possible future extension

of the proposed framework could consist in the integration with multiscale

or multiresolution MRFs, such as those discussed in the next chapter.
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(a) (b)

Figure 2.5: Classification maps for Pavia University: (a) SVM, (b) MSVC

with LBP.
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2.3. Region-based kernel for optical data

(a)

(b)

Figure 2.6: Classification maps for Houston:(a) SVM, (b) MSVC with TRW-

S.

2.3 Region-based kernel for optical data

2.3.1 Methodology

Let I be a regular pixel lattice associated with a remote sensing image com-

posed of a finite set of homogeneous regions R :
⋃
r∈R r = I and r ∩ s = ∅

for r 6= s. No restrictions are placed by the proposed kernel frameworks on

the characteristics of these regions or on the segmentation algorithm to be

used for generating them. The pixels belonging to each individual region

are modeled as samples drawn from a two-dimensional stationary Gaussian

random process, which is a usually accurate assumption for pixel intensities

in optical images [81]. In the simplest formulation of the proposed kernel,

this Gaussian process may be modeled as white, a scenario that corresponds

to neglecting information associated with intra-region correlations. In this

case, owing to the stationarity assumption, each region r ∈ R is associated

with a feature vector (µr, σr) ∈ R2, where µr and σr are the mean and

standard deviation of the intensities of the pixels in the region. The variance

is actually known to be an indicator of texture (namely, a first-order statis-

tical texture feature). Here, its region-wise computation makes it spatially

adaptive to the segmentation map that identifies the set R of regions. Given
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(a) (b)

(c) (d)

Figure 2.7: Port-au-Prince: (a) RGB composition of the optical channels;

classification maps generated by the application of proposed method to the

multisensor optical/SAR (b) and by same approach to only optical image

(c) and only SAR image (d). Legend: water (blue), buildings with red roofs

(red), urban and port areas (cyan), vegetation (green), bare soil (yellow).
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two different regions r and s, a mapping function ϕ:R×(0,+∞)→ L2 and a

kernel function KRB can be defined such as φ (µ, σ) is the N (µ, σ2) density

function and:

KRB (r, s) = 〈pr, ps〉L2 =

∫ +∞

−∞
pr (ξ) ps (ξ) dξ =

∫ +∞

−∞

1

2πσrσs

√√√√exp

[
−(ξ − µr)2

σ2
r

− (ξ − µs)2

σ2
s

]
dξ (2.17)

where pr(·) is the Gaussian first-order density associated with region r and

ps(·) has a similar meaning (r, s ∈ R). The function KRB is an admissible

kernel by definition, as its value is equivalent to evaluating an inner product

in the Hilbert space L2. Algebraic manipulations also allow KRB(r, s) to

be related to the Bhattacharyya coefficient between the first-order Gaussian

distributions associated with segments r and s. In particular, through the

definition of Bhattacharyya coefficient for Gaussian distributions, up to a

multiplicative factor, the proposed region-based kernel function is:

KRB (r, s) =
1√

σ2
r + σ2

s

exp

[
− (µr − µs)2

2(σ2
r + σ2

s)

]
. (2.18)

This kernel formulation can also be readily extended to the application

to multispectral data, using either multivariate Gaussian distributions or

composite kernels [24], and to model ling intra-region correlations through

bivariate distributions taking into account the joint statistics of pairs of sam-

ples inside each region (i.e., second-order statistical texture information).

Furthermore, multiscale analysis can also be carried out using multiple seg-

mentation results, associated with distinct spatial scales, again through com-

posite kernels. For example, if an input multispectral image composed of B

bands and a set {S1,S2, . . . ,SL} of segmentation maps corresponding to L

spatial scales are considered, then a separate region-based kernel Kb` (·) can

be computed using each map S` and the mean and variance of each b-th band

(b = 1, 2, . . . , B; ` = 1, 2, . . . , L). Denoting as ri` the segment label of pixel

i ∈ I in S`, and as ri = (ri1, ri2, . . . , riL) the vector of all segmentation labels
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2.3. Region-based kernel for optical data

of pixel i, then the following composite kernel:

KRB(ri, rj) =
L∑
`=1

B∑
b=1

Kb`(ri`, rj`) (2.19)

can be used to apply the proposed region-based kernel in a multiscale and

multispectral configuration. More generally, the proposed kernel can be

plugged into an arbitrary kernel machine. For classification purposes, plug-

ging this kernel into an SVM is clearly a natural choice and is the choice

used here to experimentally validate it (see the next section). However, it

can be combined as well with kernel-based feature extraction methods, such

as the kernel principal component analysis of the kernel Fisher discriminant,

or with unsupervised kernel machines including spectral clustering or kernel

k means.

2.3.2 Experimental validation

Experiments have been carried out with three synthetic datasets, one real

dataset, and two segmentation methods. First, the graph-based region-

merging segmentation method in [48] was used. In the first synthetic dataset,

the data belonging to two different classes were generated according to a

Gaussian distribution in a two-dimensional feature space. The chosen co-

variance matrices and mean vectors lead to a simple case study with two

well separated classes (Figure 2.8(a)). The second synthetic dataset differs

from the first one in the Gaussian parameter setting which determines two

strongly overlapping classes (Figure 2.9(a)). In the third dataset, the two

considered classes were generated according to a uniform distribution (Fig-

ure 2.10(a)).

Figures 2.8(c), 2.9(c), and 2.10(c) show the results achieved by the

proposed method in terms of classification maps. The proposed classifier

achieves high accuracies in the application to the first two datasets where

the method assumption of Gaussian distribution is satisfied. Nevertheless, a

visual analysis of the classification maps generated by the proposed classifier

makes it possible to also appreciate the behavior of the considered method

with the third image characterized by a mixture of two uniform distributions,
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(a) (b) (c)

Figure 2.8: First synthetic dataset. RGB false-color composition (a), two-

dimensional histogram (b), and classification map generated by the proposed

method (c)

(a) (b) (c)

Figure 2.9: Second synthetic dataset. RGB false-color composition (a), two-

dimensional histogram (b), and classification map generated by the proposed

method (c)
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(a) (b) (c)

Figure 2.10: Third synthetic dataset. RGB false-color composition (a), two-

dimensional histogram (b), and classification map generated by the proposed

method (c)

thus showing remarkable robustness even when working assumptions are not

fulfilled.

The real data set used for the experimental validation is an IKONOS

image acquired around Alessandria, Italy, and composed of 1250×1250 pixels.

The spatial resolution is 4 m, and four channels corresponding to blue, green,

red, and near-infrared radiation are available (Figure 2.11). Seven main

classes can be visually noted, i.e., “urban,” “forest,” “water,” “wet soil,”

“bare soil,” and two agricultural covers (Table 2.8).

The proposed region-based kernel has been applied in its multispectral

and multiscale formulation using an input multiscale segmentation result

and white Gaussian processes. Specifically, the segmentation method in [48],

which is a graph-theoretic region-merging technique parameterized by a scale

parameter, has been applied with five different values of this parameter. The

resulting stack of five segmentation results ranges from a map with a large

number of small segments, corresponding to small-scale structures and ob-

jects, to a map with a few large segments, corresponding to large image

regions and structures. An SVM with the proposed region-based kernel has

been applied with this multiscale segmentation result. The proposed kernel

has no internal parameters. Therefore, here, the only SVM parameter is the

regularization coefficient C [152], which has been automatically optimized

by minimizing the span bound [150] using Brent’s algorithm [22]. As already
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2.3. Region-based kernel for optical data

Figure 2.11: Alessandria data set: RGB true-color composition of the

IKONOS channels (left) and classification map (right).

mentioned, the span bound is a tight upper bound on the generalization error

of the SVM, and has been found effective for the optimization of the param-

eters of SVM classification and regression methods [28], [27], [96], [97]. Here,

Brent’s algorithm has been applied because it is feasible for non-differentiable

univariate functions [111] such as the considered span bound. Spatially dis-

joint training and test sets have been used to minimize the correlation be-

tween training and test samples and the corresponding possible biases in

accuracy assessment.

The classification map in Figure 2.11 has been obtained, which corre-

sponds to the confusion matrix in Table 2.8 with respect to the test set.

Remarkable performances have been obtained in terms of both overall ac-

curacy (OA ≈95%) and average accuracy (AA ≈93%), which confirms the

effectiveness of the proposed approach for the classification of VHR optical

imagery. In particular, high accuracies have been obtained for all classes

except “forest.” On one hand, this confirms the effectiveness of the devel-

oped approach at discriminating classes with very diverse spatial behaviors,

including spatially smooth (e.g., “water”) and geometrical or textured be-

haviors (e.g., “urban” or the agricultural covers). On the other hand, a more

accurate discrimination of a strongly textured class such as “forest” could
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2.3. Region-based kernel for optical data

be accomplished by the aforementioned formulation of the proposed kernel

based on spatially correlated Gaussian processes and second-order textures.

A visual inspection of the classification map further confirms the effectiveness

of the proposed approach and especially its capability to identify the urban

area as a whole, which is a challenging task because of the strong spatial

heterogeneity of this class when observed through VHR sensors.

To ascertain the flexibility of the proposed kernel in combination with

different segmentation methods, as a second phase of the experimental val-

idation, watershed-type technique has been used. In this case, the data set

is composed of the multispectral IKONOS image acquired over Itaipu area

and used in Chapter 3 (see Tables 2.9, 2.10, 2.11). The first pre-processing

step consists in the application of a segmentation algorithm to the consid-

ered dataset. For this purpose, a segmentation result provided by colleagues

of the University of Naples, Italy, and obtained using the watershed-based

segmentation method in [52] was used. In this method, a distance map is

obtained from an edge map of the input image and used as digital elevation

model. Two different markers are exploited in order to take into account

local geometrical and spectral homogeneities and the watershed is applied

to resulting digital elevation model. The adopted watershed-based method

provides object-level segmentations of adaptive scale and, thanks to the mor-

phological and spectral markers, showed excellent performance in reducing

the fragmentation, which typically constitutes the main drawback of this kind

of approach. Two different experiments were conducted. The first one shares

the same settings as in the previous experimental phase, i.e denoting as I the

pixel lattice and as ri the segment label of pixel i ∈ I an SVM classifier using

the region-based kernel KRB(ri, rj) was applied to classify the aforementioned

image. The optimization of the regularization coefficient C [151] was again

performed by minimizing the span bound [150] using Brent’s method [22].

Then, a composite kernel combining the aforementioned region-based ker-

nel with a pixelwise kernel KP (xi,xj) was considered, i.e. (i, j ∈ I) [25]:

KRBP (xi, ri,xj, rj) = λKRB(ri, rj) + (1− λ)KP (xi,xj), (2.20)

where xi is the pixelwise feature vector of pixel i ∈ I, a Gaussian radial basis

function (RBF) is used for KP (·), and the parameter λ ∈ [0, 1] weighs the
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region-based and pixelwise contributions. The pixelwise features included the

IKONOS spectral channels and the normalized difference vegetation index

(NDVI) to favor the discrimination of the vegetated classes in the data set.

An SVM with this composite kernel overall includes three parameters, i.e., C,

λ, and the standard deviation σ of the RBF kernel. Their values were again

automatically optimized through the minimization of the span bound. In

this case, Powell’s algorithm was used to address the numerical minimization

task because it is applicable to non-differentiable multivariate functions [109]

[111], for which gradient-like methods are obviously unfeasible. The result

of a purely pixelwise SVM using the RBF kernel was also considered for the

sake of comparison. Powell’s algorithm and the span bound were used to

optimize the parameters in this case as well.

The confusion matrices of the considered approaches are shown in Tables

2.9, 2.10, 2.11. The proposed region-based classifier in his simplest formu-

lation showed high classification accuracy with an overall accuracy (OA) of

around 98% and an average accuracy (AA) of 89%. This result confirmed

the effectiveness of the proposed kernel function and the capability of the

proposed approach to take advantage of the contextual information made

available by the segmented image. In particular, the producer and user ac-

curacies (PA and UA) were high for all the classes except “herbaceous” and

“bare soil.” The former was partially confused with “urban” because of the

highly heterogeneous spatial behavior of the urban class, which also included

vegetated patches in the training and test sets of this data set. “Bare soil”

was confused in part with “urban” and “built-up” because of the similar

spectral responses in the three available IKONOS channels.

The use of the composite kernel allowed the classification result to be fur-

ther improved. In particular, the discrimination of “herbaceous” improved

substantially (with an increase of over 33% in PA). The “built-up” class was

also discriminated with higher accuracy (increase of around 7% in PA), while

the accuracies of “urban” and “bare soil” were slightly lower (decrease of

around 3% in PA). OA and AA were approximately 98.5% and 94%, respec-

tively. On the contrary, the application of a purely pixelwise SVM with the

RBF kernel led to poorer performances, as expected. In particular, although

OA was rather high (around 94%), poor discrimination was especially noted

50



2.3. Region-based kernel for optical data

(a) (b)

(c)

Figure 2.12: Classification maps obtained, for the Itaipu data set, by SVM

classifiers using the region-based kernel (a), a composite kernel combining

the region-based and the pixelwise RBF kernels (b), and the purely pixelwise

RBF kernel (c). Color legend: see Table 2.9.

for “urban” (PA ≈ 58%). Indeed, this is consistent with the fact that, in this

case, the classification task included identifying the urban area as a whole,

which was a challenging task because of the aforementioned spatial behavior

of this class. Accordingly, pixelwise processing was quite ineffective, while

the segmentation and contextual classification approaches developed proved

to be successful.

A visual analysis of the corresponding classification maps (Figure 2.12 and

2.13) further confirms these comments. In particular, the sharp improvement

in the discrimination of the urban area obtained by the two region-based re-

sults as compared to the purely pixelwise result, and the improved discrim-

ination of “herbaceous” achieved using KRBP (·) as compared to KRB(·) are

especially evident in the detail in Figure 2.13.
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(a) (b) (c)

Figure 2.13: Classification maps obtained, for the Itaipu data set, by SVM

classifiers using the region-based kernel (a), a composite kernel combining

the region-based and the pixelwise RBF kernels (b), and the purely pixelwise

RBF kernel (c). Color legend: see Table 2.9.

2.4 Conclusion

This chapter tackled the problem of the integration of spatial-contextual

information into kernel machines through the development of two novel inte-

grated framework based on Markov random fields approach and region-based

methods. Specifically, the first proposed approach integrates SVMs, MRFs,

and efficient energy minimization techniques. The method is based on a

previous approach in which the energy minimization task was performed

thorough ICM algorithm, able to reach only local minimum and character-

ized by critical dependence in the initialization. In order to overcome these

limitations the integrated SVM-MRF framework is re-formalized and a refor-

mulation of the global posterior energy function corresponding to the appli-

cation of an MRF-based classifier in the transformed space associated with a

kernel function is proposed. Thus, the last-generation energy minimization

method, including graph cut and believe propagation-type approaches, may

be exploited for this task. The experimental validation was carried out with

diverse remote sensing data. Using three hyperspectral data sets, the capa-

bility of the proposed framework to classify at very high spatial resolution in

very high-dimensional spaces was tested in conjunction with GC, LBP, and

TRW-S algorithm. The remarkable classification accuracies pointed out the

capability of the proposed method to benefit from both SVM and MRF in

order to incorporate spatial information into the classification task. Further-
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more, the GC-based classifier formalized in the proposed SVM-MRF inte-

grated framework, was tested on a multisensor image classification problem

confirming the flexibility of the proposed approach.

With regards to the second proposed spatial-contextual method, a novel

kernel function has been proposed. Specifically, this approach allows ex-

ploiting the spatial information associated with the input image through

the combination of the SVM kernel theory and the region-based approach

in a unique classification process. The pixels belonging to each individual

region are modeled as samples drawn from a two-dimensional Gaussian ran-

dom process, which is a reasonable assumption for pixel intensities in VHR

optical imagery. Based on this assumption, a kernel function whose entries

are two segments rather than two pixelwise samples is defined as the inner

product between the Gaussian densities of the two corresponding processes

in the L2 Hilbert space. This function is an admissible Mercer kernel by con-

struction, and can be incorporated into an arbitrary kernel machine. Both

single-channel and multispectral formulations can be formalized, and a mul-

tiscale analysis can also be carried out using multiple segmentation results,

associated with distinct spatial scales, through the composite kernel method.

Experiments on both simulated and real dataset were conducted. The high

classification accuracies reached confirms the capability of the proposed ap-

proach for VHR image classification purpose. An SVM classifier using the

proposed region-based kernel was applied to classify the adopted dataset, and

then a further improvement in the overall and average accuracies was pointed

out by the application of a composite kernel combining the aforementioned

region-based kernel with a Gaussian radial basis function pixelwise kernel.

The comparison with a purely pixelwise SVM with a RBF kernel highlights

the ability of the two region-based classifiers in the discrimination of the the

urban area as a whole, which represents a challenging problem. Indeed in a

VHR image this spatially heterogeneous class can be considered as composed

of a collection of subclasses related to different objects or materials and the

discrimination of “urban” class as a unique land cover may not be straightfor-

ward. The formulation of the proposed kernel validated through these exper-

iments used a white model for the data within each region. This assumption

is obviously violated in real data, which usually exhibits strong correlations
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among neighboring pixels. On one hand, the method proved able to provide

high accuracies in the application to challenging data sets nonetheless. On

the other hand, the extension to a non-white model is straightforward, could

allow textured classes to be better discriminated, and will be pursued as an

extension of the proposed approach. The two approaches provided different

and somewhat complementary insights on the capability to integrate spatial

information into kernel-based learning and classification. It is worth noting

that the two approaches are not mutually exclusive: the region-based kernel

of the second proposed approach can be incorporated into arbitrary kernel

machines, including the Markovian SVM of the first proposed approach.
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Table 2.4: Indian Pines - Classification accuracies [%] obtained by the MSVC

approach, by a non-contextual SVM, and by an MRF-based classifier whose

unary term is derived through the method in [162]. Graph cuts (GC), TRW-

S, and LBP are used to minimize the energies of both Markovian approaches.

Classes SVM MSVC MRF with unary from [162]

GC TWR-S LBP GC TRW-S LBP

1 77.17 88.01 91.26 93.50 86.34 85.69 85.19

2 78.06 94.64 96.81 96.68 83.80 83.80 83.29

3 91.85 97.28 97.83 97.83 100 100 100

4 95.53 95.30 93.51 93.74 96.20 96.20 96.2

5 92.40 96.56 97.42 97.99 97.85 98.28 97.85

6 96.36 91.12 94.31 92.03 99.32 99.32 99.32

7 71.90 87.15 81.70 87.80 86.93 87.04 86.93

8 67.16 92.47 90.74 89.04 88.50 87.26 84.45

9 83.33 86.35 84.04 85.11 96.45 94.68 93.97

10 99.38 100 99.38 99.38 99.38 99.38 99.38

11 89.55 91.80 92.93 92.36 88.59 89.31 90.68

12 77.27 92.73 92.42 92.12 100 100 99.39

13 100 100 93.33 97.78 100 100 100

14 89.74 82.05 76.92 74.36 92.31 94.87 92.31

15 90.91 100 81.82 81.82 100 100 100

15 100 100 100 100 100 100 100

OA 79.85 91.66 91.40 91.80 90.54 90.18 89.42

AA 87.54 93.47 91.53 91.97 94.73 94.74 94.31

kappa 0.7710 0.9044 0.9014 0.9062 0.8919 0.8878 0.8793
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Table 2.5: Pavia University - Classification accuracies [%] obtained by the

MSVC approach, by a non-contextual SVM, and by an MRF-based classifier

whose unary term is derived through the method in [162]. Graph cuts, TRW-

S, and LBP are used to minimize the energies of both Markovian approaches.

Classes SVM MSVC MRF with unary from [162]

GC TWR-S LBP GC TRW-S LBP

1 81.77 95.29 96.73 96.89 93.97 93.88 93.99

2 65.76 67.45 77.47 69.58 64.47 67.34 67.73

3 69.42 80.72 81.93 82.59 68.43 66.39 70.80

4 94.37 95.19 95.36 96.91 96.67 96.81 96.53

5 99.46 100 98.65 100 99.91 99.91 99.91

6 92.26 98.25 96.85 97.86 97.92 97.51 97.44

7 86.24 95.51 81.45 85.22 92.35 92.46 92.46

8 89.68 95.07 97.68 97.35 98.42 98.37 98.10

9 91.95 90.19 93.46 86.79 99.87 99.75 99.50

OA 77.53 82.35 86.93 83.60 80.70 81.85 82.19

AA 85.66 90.85 91.06 90.35 90.22 90.27 90.72

kappa 0.7166 0.7769 0.8312 0.7917 0.7573 0.7704 0.7745
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Table 2.6: Houston - Classification accuracies [%] obtained by the MSVC

approach, by a non-contextual SVM, and by an MRF-based classifier whose

unary term is derived through the method in [162]. Graph cuts, TRW-S, and

LBP are used to minimize the energies of both Markovian approaches.

Classes SVM MSVC MRF with unary from [162]

GC TWR-S LBP GC TRW-S LBP

1 82.15 82.91 83.10 82.81 82.72 82.62 82.24

2 98.03 100 100 100 97.74 97.74 98.31

3 99.80 99.21 99.80 99.80 99.80 99.80 99.80

4 98.48 97.35 97.35 98.3 98.86 99.05 98.86

5 98.48 99.81 99.91 99.91 98.39 98.48 98.39

6 99.30 99.30 97.90 98.60 98.60 98.60 98.60

7 89.18 91.70 91.79 92.26 88.53 88.62 88.62

8 49.67 53.85 57.08 55.84 46.72 45.68 48.34

9 82.91 84.70 86.59 89.24 83.00 83.29 83.19

10 70.27 76.64 73.65 77.41 75.58 74.32 74.61

11 82.73 74.48 72.01 74.76 86.62 86.53 86.81

12 72.53 83.09 79.25 81.27 75.98 76.08 76.27

13 67.37 83.51 80.70 82.11 73.68 73.33 71.93

14 100 100 100 100 99.60 99.60 99.60

15 97.04 97.25 91.75 94.93 97.46 97.25 97.46

OA 83.99 86.07 85.48 86.60 84.96 84.80 85.05

AA 85.86 88.25 87.39 88.48 86.89 86.73 86.87

kappa 0.8264 0.8489 0.8424 0.8546 0.8370 0.8352 0.8379
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Table 2.7: Port-au-Prince - Classification accuracies [%] on the test set

obteined by MSVC-GC method applied to optical/SAR, only optical and

only SAR image.

Class Optical/SAR Optical only SAR only

Water 98.08 98.35 100

Building with red roofs 84.67 82.34 0

Urban and port areas 99.88 99.86 7.67

Vegetation 99.79 99.35 0

Bare soil 98.48 95.23 0

OA 99.18 98.87 19.75

AA 96.18 95.03 21.53

kappa 0.9877 0.9832 0.0258

Table 2.8: Alessandria data set: confusion matrix and classification accura-

cies of an SVM classifier based on the proposed region-based kernel applied

using input multiscale segmentation.

Classification map
Test map

urban agriculture1 agriculture2 forest water wet soil bare soil

urban 7223 0 0 0 0 0 0

agriculture1 0 19030 37 0 0 0 0

agriculture2 0 0 8817 0 0 0 0

forest 101 16 1840 2676 0 0 0

water 7 0 0 0 2643 0 0

wet soil 0 0 0 0 0 808 0

bare soil 272 0 0 0 0 0 4770

PA 100% 99.81% 100% 57.76% 99.74% 100% 94.61%

UA 95.00% 99.92% 82.45% 100% 100% 100% 100%

OA 95.29%

AA 93.13%

kappa 0.9381
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Table 2.9: Confusion matrix obtained on the test set of the Itaipu data set

by SVM classifiers using the region-based kernel.

Classification map
Test map

urban herbaceous shrub-brush forest bare soil built-up water

urban 18646 13 0 0 76 247 0

herbaceous 1840 3706 0 0 0 0 0

shrub-brush 8 0 48911 0 0 0 0

forest 0 0 0 674 0 0 0

bare soil 357 59 0 0 2932 507 0

built-up 496 0 0 0 446 4325 0

water 0 0 0 0 0 25 91521

PA 98.23% 66.82% 99.98% 100% 76.06% 82.12% 99.97%

Region-based

kernel

UA 87.35% 98.09% 100% 100% 84.89% 84.74% 100%

OA 97.67%

AA 89.03%

kappa 0.9631

Table 2.10: Confusion matrix obtained on the test set of the Itaipu data set

by a composite kernel combining the region-based and the pixelwise RBF

kernels.

Classification map
Test map

urban herbaceous shrub-brush forest bare soil built-up water

urban 18043 12 0 0 242 685 0

herbaceous 42 5504 0 0 0 0 0

shrub-brush 0 0 48919 0 0 0 0

forest 0 0 0 674 0 0 0

bare soil 482 4 0 0 2834 535 0

built-up 23 0 0 0 561 4683 0

water 0 0 0 0 0 25 91521

PA 95.05% 99.24% 100% 100% 73.51% 88.91% 99.97%

UA 97.06% 99.71% 100% 100% 77.92% 79.00% 100%

OA 98.51%

AA 93.81%

Composite kernel

(region-based and

pixelwise RBF)

kappa 0.9764
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2.4. Conclusion

Table 2.11: Confusion matrix obtained on the test set of the Itaipu data set

by the purely pixelwise RBF kernel.

Classification map
Test map

urban herbaceous shrub-brush forest bare soil built-up water

urban 11061 1232 524 208 2250 3703 4

herbaceous 428 5118 0 0 0 0 0

shrub-brush 243 0 48310 366 0 0 0

forest 1 0 57 616 0 0 0

bare soil 305 15 0 0 2634 901 0

built-up 258 0 1 0 78 4922 8

water 1 0 0 0 0 41 91504

PA 58.27% 92.28% 98.76% 91.39% 68.33% 93.45% 99.95%

UA 89.95% 80.41% 98.81% 51.76% 53.08% 51.45% 100%

OA 93.92%

AA 86.06%

Pixelwise RBF

kernel

kappa 0.9045
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Chapter 3

Multiresolution classification of

panchromatic and multispectral

images

3.1 Introduction

Current Earth-observation (EO) missions offer the opportunity to collect

data at very diverse spatial resolutions, ranging from a few kilometers to

less than one meter, and suitably match the requirements of the desired ap-

plications in terms of spatial coverage and geometrical detail [70]. Several

spaceborne passive EO systems, such as IKONOS, QuickBird, WorldView-2

and -3, GeoEye-1, SPOT 5 HRG, SPOT 6 and 7, Pleiades, Landsat 7 ETM+,

Landsat 8 OLI, and EO-1 ALI or the forthcoming PRISMA mission, jointly

acquire both a set of multispectral (MS) channels and an additional panchro-

matic (PAN) channel, the latter of which exhibits a much coarser spectral

resolution than the MS bands, but with a finer spatial resolution [70]. This

intrinsic complementarity between PAN and MS data conveys an important

potential for image classification (e.g., in land cover mapping applications).

However, to exploit this potential, novel multiresolution image classifiers are

needed that allow the spectral information associated with the MS channels

and the spatial information conveyed by the PAN channel to be fused to gen-

erate accurate classification results at the finest available resolution [70,135].
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A popular approach to this multiresolution classification problem is to:

(i) generate a common-resolution data set by resorting to down/up-sampling

[29,50], pansharpening [8,32,102], or unmixing [112,113,168] procedures; and

(ii) apply a conventional supervised classifier to the resulting single-resolution

data set. Such strategies are conceptually and computationally straightfor-

ward, but the classification results may be affected by artifacts or distortions

introduced by resampling, pansharpening, or unmixing processes. In par-

ticular, upsampling MS data to the PAN lattice generates a multispectral

image with a smaller pixel size but obviously with no improvement in spatial

resolution, i.e., in the size of the smallest discernible spatial detail. Its joint

use with a PAN image for classification purposes may favor blocky artifacts

in the output classification map, especially when nearest-neighbor resam-

pling is used, or possible oversmoothing of small-scale spatial details that

are visible in the PAN channel but cannot be appreciated in the upsampled

MS channels. In contrast, downsampling PAN data generally causes aliasing

issues that require a suitable anti-aliasing low-pass filtering to be applied.

The application of unmixing techniques aims at estimating the abundance

of each spectrally pure component (e.g., ground materials) in each pixel of

an MS image [88]. Approaches have been developed especially in the case

of hyperspectral images that allow one to benefit from rich spectral informa-

tion. These approaches include linear unmixing through convex geometry,

statistical Bayesian, and sparse regression or sparse coding methods [14,88],

and nonlinear unmixing through radiative transfer theory, bilinear models,

ray-tracing and radiosity methods, and neural or kernel techniques [44, 63].

The application of unmixing to the joint classification of PAN-MS imagery is

expected to be more accurate when the MS image is a hyperspectral image

with many spectral channels than when it includes 4 to 8 spectral bands as

images from current very high resolution MS-PAN spaceborne cameras (e.g.,

QuickBird, WorldView-2 and -3) do. Pansharpening techniques use MS and

PAN data to synthesize an image that exhibits the spectral content of the

MS data with enhanced spatial resolution [6, 143]. Several approaches have

been proposed including component substitution methods (e.g., IHS color

space projection, principal component analysis, and Gram-Schmidt orthog-

onalization), multiresolution analysis techniques (e.g., using lowpass filters,
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Laplacian pyramids, wavelets, and contourlets), Bayesian approaches, com-

pressive sensing, and superresolution algorithms. A recent comprehensive

comparison among pansharpening methods can be found in [154]. In general,

the application of a supervised single-resolution classifier to a pansharpened

product may be affected by the quality of the product in terms of the injec-

tion of spatial details from the PAN image to the MS image, and possible

artifacts.

Experimental analyses of the impacts of such issues on the classification

accuracy can be found in [7, 32, 62, 102, 141, 142]. Similar analyses for mul-

titemporal classification or change detection are described in [17, 86, 166].

Indeed, only a few techniques have been proposed for multiresolution clas-

sification per se. In [159], the problem is addressed by an object-oriented

approach. In [29], two methods are proposed, based on the fusion of pos-

terior probabilities and on a hierarchical top-down algorithm, respectively.

In [10], the joint use of Landsat and other resolution data is discussed, and

a technique based on a spectral rule is proposed. In [116], a linear mixture

model and a Bayesian approach are combined to generate a high-resolution

classification map from high-resolution structural information and a coarse-

resolution time series. In [135], a Bayesian approach is developed that adapts

Markov random fields (MRFs), the expectation-maximization (EM) [114]

and Besag’s [13] parameter-estimation algorithms, and the iterated condi-

tional mode (ICM) energy-minimization method [84] to address supervised

or unsupervised multiresolution classification. A hierarchical MRF is com-

bined in [155] with wavelet transforms, finite mixture models, and copula

functions to address the joint classification of images collected by multi-

ple sensors at different resolutions over the same area. In [78] and [79], a

graph-theoretic multiresolution technique to jointly segment a set of images

acquired at multiple resolutions over the same area is proposed and adapted

to the applicative frameworks of urban area classification and landslide ex-

traction. While focusing not on classification but on geophysical parameter

regression, a multiresolution Markovian approach is proposed in [71] to spa-

tially downscale land surface temperatures retrieved from coarse resolution

geostationary sensors using finer-resolution land cover information.

Here a novel technique based on MRFs and graph cuts is proposed for
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multiresolution supervised classification. The method is formulated with

regard to the customary case of PAN-MS data, but its extension to more

general configurations of input multiresolution data is straightforward. As

already introduced in Chapter 1, MRFs allow both spatial context [84] and

multiple information sources [98, 128] to be modeled for image-analysis pur-

poses by formulating the “maximum a-posteriori” (MAP) criterion as the

minimization of a suitable energy function. Several algorithms have been

proposed for this minimization task [84]. Simulated annealing (SA) is a

stochastic method converging to a global minimum; however, it typically has

long computation times [72,84]. ICM is a deterministic method that requires

much shorter times than SA but allows reaching only a local minimum, which

may be significantly suboptimal and affected by the initialization [13,84,128].

Graph cut approaches have become increasingly popular in the last decade

and are based on the reformulation of the minimum-energy problem as a

maximum-flow problem over a suitable graph [59]. In the case of binary clas-

sification, they allow a global minimum to be reached in polynomial time [59].

With more than two classes, graph cuts converge to a local minimum char-

acterized by strong analytical optimality properties [18,19,74].

The proposed method combines a graph cut approach with the linear-

mixture model formalized in [135] for the relationships between data at dif-

ferent resolutions to iteratively generate a contextual classification map at

the highest spatial resolution available in the input data set (i.e., the resolu-

tion of the PAN channel). The estimation of the parameters of the method is

performed by extending the iterative techniques proposed in [135] and [121],

and based on the EM and Ho-Kashyap’s algorithms, respectively. In partic-

ular, in the Appendix of this Chapter an analytical proof is provided which

demonstrate that, when all PAN pixels corresponding to the same training

MS pixel share the same class label (i.e., when there is no mixed MS pixel in

the training set), a simple and intuitive closed-form expression can be derived

for the convergence point of EM. This analytical insight operatively allows

the iterative EM procedure to be skipped and replaced by a simple one-shot

estimator, when the aforementioned condition on mixed MS training pixels

holds.

The main novelties consist in the development of a multiresolution super-
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vised image classification method that strengthen the multiresolution MRF

model and the EM formulation introduced in [135] through the integration

of graph cuts (i.e., instead of ICM) and of the MRF parameter-estimation

algorithm in [121] (i.e., instead of the Besag’s unsupervised method). Ex-

perimental results with both semi-simulated and real (IKONOS and Landsat

ETM+) data are presented, with comparisons to previous techniques.

3.2 Methodology

3.2.1 Multiresolution model and assumptions

Let a multiresolution image composed of a PAN channel and of d coarser-

resolution MS channels be given. We denote by P ,S, and ρ the pixel lattices

associated with the PAN and MS data and the resolution ratio (i.e., the ratio

between the spatial resolutions in meters or centimeters) of the MS and PAN

channels, respectively. Such channels are assumed to be properly coregistered

and for each s ∈ S and p ∈ P , we write p ≺ s (or s � p) to indicate that the

ground area of the sth MS pixel includes the ground area of the pth PAN

pixel. Hence, for each MS pixel s ∈ S, there are exactly ρ2 PAN pixels p ∈ P
such that p ≺ s. Let Ω = {ω1, ω2, . . . , ωM} be the set of thematic classes in

the imaged scene, xs (xs ∈ Rd) be the vector of the d channels of the sth MS

pixel (s ∈ S), yp and `p (yp ∈ R, `p ∈ Ω) be the intensity and class label of

the pth PAN pixel (p ∈ P), respectively. Hence, L = {`p}p∈P ,X = {xs}s∈S
and Y = {yp}p∈P represent the random fields of the class labels and of the

MS and PAN observations. As in [135], we model the relationship between

the observations at different resolutions in terms of linear mixtures and the

spatial distribution of the class labels as an MRF. Specifically, we state the

following assumptions:

1. A random field V = {vp}p∈P of “virtual” feature vectors (vp ∈ Rd)

exists over the PAN lattice, such that the MS random field X can be

obtained from V through mosaic averaging, i.e.:

xs = ρ−2
∑
p≺s

vp ∀s ∈ S. (3.1)
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2. The joint probability density function (PDF) of the PAN and virtual

fields (Y ,V), when conditioned to the label field L, is Gaussian. More-

over, the virtual vectors, when conditioned to the labels, are indepen-

dent and identically distributed (i.i.d.).

3. L is an MRF with respect to a given neighborhood system defined over

the PAN lattice. In particular, a second-order Potts MRF model is

used, i.e. [84]:

P (`p|`q, q 6= p) = P (`p|`q, p ∼ q) ∝

∝ exp

[
−λ

∑
q:p∼q

δ(`p, `q)

]
, (3.2)

where p ∼ q indicates that p and q are neighbors with respect to the

second-order neighborhood (p, q ∈ P) and λ is a positive parameter.

4. A set S∗ ⊂ S of training pixels is available over the MS lattice such

that the true class label `∗p is known for all p ≺ s and all s ∈ S∗.

The virtual random field V is an image with the same size and resolution

of the PAN image (i.e., the finest resolution) and the same number of chan-

nels of the MS image. Assumption 1 allows the (actual) data acquired at the

MS resolution to be expressed in terms of the (virtual) pixel intensities that

are collected in V at the PAN resolution. A more precise formulation could

replace the mosaic average by a more advanced filter, such as the approxi-

mate modulation transfer function (MTF) filter [4,154], to model the spatial

behavior of the adopted MS sensor. Here, the mosaic-average formalization

is accepted for analytical convenience and to keep the proposed method as

general as possible without customizing it to any specific sensor and MTF.

Because of the i.i.d. statement in Assumption 2, the PDF of vp, given

`p = ωi, is Gaussian N (µi,Σi), the parameters µi and Σi being independent

of the pixel location p (p ∈ P ; i = 1, 2, . . . ,M). The linearity of the model

in (3.1) implies that the joint PDF of X and Y , conditioned to L, is also

Gaussian. In particular, the PDF of the feature vector xs of the sth MS pixel,

conditioned to the labels Ls = {`p}p≺s of all the corresponding PAN pixels,
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3.2. Methodology

is Gaussian with the following mean and covariance matrix (s ∈ S) [135]:

φ(Ls, θ) = E{xs|Ls, θ} = ρ−2
∑
p≺s

M∑
i=1

δ(`p, ωi)µi (3.3)

Φ(Ls, θ) = Cov{xs|Ls, θ} = ρ−4
∑
p≺s

M∑
i=1

δ(`p, ωi)Σi,

where θ is a vector collecting all µi and Σi parameters (i = 1, 2, . . . ,M). It is

recalled that Gaussianity is an often accepted model for the class-conditional

statistics of multispectral data [70].

Assumption 3 is accepted to exploit MRF modeling to incorporate spatial-

contextual information in the classification process, thus favoring the spatial

regularity of the classification map and gaining robustness against noise. The

Potts model is used because of its analytically simple formulation, to focus

on the multiresolution-fusion properties of the proposed approach. However,

the method can be readily generalized to include more sophisticated MRF

models for L. As usual with Potts-like models λ plays the role of a spatial

smoothing parameter [84].

According to Assumption 4, the true class labels are meant to be known

for training samples at the PAN resolution. This is consistent with the goal of

generating a classification result at that resolution. Assumption 4 also implies

that whenever an MS pixel is in the training set, the class memberships are

known for all corresponding PAN pixels. This choice also supports the case

of a training set including mixed MS pixels (i.e., MS pixels such that the

corresponding PAN pixels have different class labels), provided that these

labels are known.

3.2.2 Overview of the proposed method

The goal of the proposed method is to fuse the multiresolution information

associated with the PAN-MS data set and the spatial-contextual information

modeled through an MRF to generate a classification result at the PAN

resolution. For this purpose, the key idea of the method is to iteratively

perform a MAP estimation of the virtual channels based on the linear mixture

model in (3.1) and on the current classification map to collect the estimated
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virtual channels together with the PAN channel in a unique data set. The

resulting data set is classified at the finest resolution through graph cuts. The

method is iterative and is initialized with a preliminary map generated by

applying a basic upsampling procedure to the MS channels. The estimation

of θ is integrated in the initialization. More precisely, the proposed method

performs the following processing steps, where the superscript “t” denotes

the quantities computed at the tth iteration.

• Initialization phase – The following operations are performed:

i) Estimate θ by applying EM to the training samples (see Sec-

tion 3.2.3 for details);

ii) Generate a preliminary map L0 by upsampling the MS channels to

the PAN resolution and by performing a conventional graph-cut-

based joint classification of the PAN and upsampled MS channels

with a Gaussian pixelwise class-conditional model and with λ = 1

in the Potts MRF [19,84].

• Iterative phase – The following processing steps are performed at the

tth iteration (t = 0, 1, 2, . . .):

1. For each PAN pixel p ∈ P , compute a MAP estimate vtp of vp,

given the feature vector xs of the MS pixel s � p and the current

labels in Lts (see Section 3.2.4 for details);

2. For each PAN pixel p ∈ P , collect vtp and the PAN observation yp

in a stacked vector ztp = (vtp, yp);

3. For each class ωi, compute a sample-mean estimate m̂t
i of the

class-conditional mean mt
i = E{ztp|`p = ωi} and a sample-

covariance estimate Ĉt
i of the class-conditional covariance matrix

Ct
i = Cov{ztp|`p = ωi} by using all stacked vectors ztp in the train-

ing set of ωi (i.e., such that p ≺ s for some s ∈ S∗ and `∗p = ωi);

4. Compute an estimate λt of λ by applying the technique in [121]

(see Section 3.2.5 for details);
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5. Update the classification map (i.e., compute Lt+1) by minimizing

the following energy function:

U t(L|Z t) = −
∑
p∈P

M∑
i=1

δ(`p, ωi) ln g(ztp|m̂t
i, Ĉ

t
i )+

− λt
∑
p∼q

δ(`p, `q), (3.4)

where Z t = {ztp}p∈P is the random field of the stacked vectors and

g(·|m,C) is the Gaussian density with mean m and covariance

matrix C (see Section 3.2.5 for details);

6. If the percentage of pixels whose labels are different in Lt+1 and

Lt is smaller than a predefined threshold (which is equal to 0.01%

in the performed experiments), stop; otherwise, go to step 1.

A flowchart of the method is shown in Figure 3.1. The energy in (3.4) is

implicitly related to an i.i.d. class-conditional model for the stacked vectors.

The validity of this condition will be discussed in Section 3.2.4.

3.2.3 PDF parameter estimation

The EM-based approach developed in [135] is applied to the training set to

estimate θ in step i) of the initialization phase of the proposed method. EM

is an iterative parameter-estimation technique proposed for problems charac-

terized by data incompleteness and converging, under suitable assumptions,

to maximum-likelihood estimates [114].

This approach is necessary because θ collects the parameters of the Gaus-

sian class-conditional distributions of the virtual feature vectors that are de-

fined in Assumption 1 but cannot be directly observed, i.e., the existence

of vp is postulated in the linear mixture model given in (3.1), while the MS

camera provides measurements of the multispectral data xs (s ∈ S) and not

directly of vp (p ∈ P). Therefore, well-known closed-form estimators of the

vector mean and the covariance matrix of a multivariate Gaussian distribu-

tion from a set of i.i.d. samples cannot be used because input samples of the

virtual features are not available.
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3.2. Methodology

In the initialization phase of the proposed method, EM is initialized with

preliminary estimates µ0
i and Σ0

i (i = 1, 2, . . . ,M ; comments on the choice

of this starting point are reported below). Then, denoting the estimates

computed at the nth EM iteration by a superscript n, the following update

equations hold (i = 1, 2, . . . ,M) [135]:

µn+1
i =

∑
s∈S∗ νsiη

n
si∑

s∈S∗ νsi
, (3.5)

Σn+1
i =

∑
s∈S∗ νsi[∆

n
si + (ηnsi − µn+1

i )(ηnsi − µn+1
i )T]∑

s∈S∗ νsi
,

where, for each s ∈ S∗:

ηnsi = µni + ρ−2Σn
i Φ(L∗s, θ

n)−1[xs − φ(L∗s, θ
n)]

∆n
si = Σn

i − ρ−4Σn
i Φ(L∗s, θ

n)−1Σn
i (3.6)

νsi =
∑
p≺s

δ(`∗p, ωi),

and L∗s = {`∗p}p≺s is the vector of the (known) class labels of the PAN pixels

corresponding to the MS training pixel s. The iteration is stopped when

||θn+1 − θn|| goes below a predefined threshold (which is set to 0.001). This

formulation is feasible when the training set includes either mixed or non-

mixed MS pixels. In particular, when there are no mixed training MS pixels,

a simple and intuitive closed-form expression holds for the convergence point

of EM.

As proven in the Appendix, if the training set includes no mixed MS

pixels and if µ̄i and Σ̄i are the sample-mean and sample-covariance of the

MS training samples of ωi, then: (i) the sequence {µni }∞n=1 is constant and

coincides with µ̄i; and (ii) the sequence {Σn
i }∞n=1 asymptotically converges to

ρ2Σ̄i (i = 1, 2, . . . ,M). This analytical result is intuitively quite appealing.

Indeed, if there is no mixed training MS pixel, for each s ∈ S∗, all PAN pixels

p ≺ s share the same class label, say ωi, and therefore, due to (3.3), the PDF

of xs given Ls simplifies to N (µi, ρ
−2Σi). This would suggest that µi could

be estimated as µ̄i and Σi as ρ2Σ̄i; the result proven in the Appendix states

that EM actually converges to this intuitive solution.

Therefore, when the training set includes no mixed MS pixels, no actual

iteration is needed, and the one-shot estimates µ̄i and ρ2Σ̄i (i = 1, 2, . . . ,M)
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can be used. No such simple solution is devised when there are mixed MS

pixels in the training set. In this general case, a full EM cycle is needed and

the aforementioned theorem suggests a reasonable initialization for EM, i.e.,

to compute µ0
i as the sample mean of the subset of non-mixed (i.e., pure)

MS training pixels of ωi and Σ0
i as ρ2-times the related sample-covariance.

The formulation of EM in [135] supported both supervised and unsuper-

vised classification and involved averaging in (3.5) over not the training set

but all image pixels with their labels iteratively assigned by the classifier.

This approach is necessary in the unsupervised case or in a supervised case

with a very small training set, but may provide biased estimates [84]. Here,

the focus is on the supervised classification and only use a training set in the

estimation of θ to minimize the possible estimation bias.

3.2.4 MAP estimation of the virtual feature vectors

As proven in [135], for each s ∈ S and each p ≺ s, the PDF of vp, given Ls

and xs, is Gaussian with the following mean:

E{vp|Ls, xs, θ} =
M∑
i=1

δ(`p, ωi)·

·
{
µi + ρ−2ΣiΦ(Ls, θ)

−1[xs − φ(Ls, θ)]
}
, (3.7)

and with a suitable covariance matrix. Due to this Gaussianity property,

the MAP estimate of vp, given xs and Ls coincides with the conditional

expectation in (3.7). Therefore, given the estimate θ̂ computed by EM during

the initialization phase, the estimate of the virtual feature vectors computed

at the tth iteration of the proposed method is obtained by applying (3.7) as

follows:

vtp = E{vp|Lts, xs, θ̂} =

=
M∑
i=1

δ(`tp, ωi)
{
µ̂i + ρ−2Σ̂iΦ(Lts, θ̂)

−1[xs − φ(Lts, θ̂)]
}
,

∀s ∈ S ∀p ≺ s. (3.8)
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Figure 3.2: An example classification map on a PAN lattice and multispectral

observations on an MS lattice in the MAP estimation of the virtual features.

In this example, ρ = 2. The colors in the classification map denote different

class labels.

Therefore, in each iteration of the proposed method, the virtual feature

vector of each pixel in the PAN lattice is estimated as a function of the MS

observations of the corresponding pixel on the MS lattice and of the current

classification labels on the PAN lattice (see Figure 3.2). Because the estimate

θ̂ of the parameter vector θ and, consequently, the estimates µ̂i of µi and Σ̂i

of Σi (i = 1, 2, . . . ,M) are fixed after the initialization phase of the proposed

method, the field of the estimated virtual features vtp (p ∈ P) evolves due to

the evolution of the field Lt of class labels. Conversely, Lt is updated in each

iteration based on the classification of the stacked image Z t using graph cuts,

i.e., by operating in the joint domain of the estimated virtual features and the

PAN observations. Therefore, as the proposed method iterates, the evolution

of the estimates of the virtual features is determined by the evolution of the

classification map and vice versa.

The virtual features represent the components of the linear mixture model

of the MS channels (see (3.1)). Therefore, when the method converges, the

estimated virtual features may be interpreted as estimates of how the MS

data would be if they had been acquired at the PAN spatial resolution, given

the classification map. This result is formally similar to a pansharpening

result, except for one major difference: pansharpening methods are typi-

cally unsupervised and synthesize a fused multiresolution image using signal

processing concepts, whereas the virtual features involved in the proposed
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method (and in [135]) are components of a supervised classification proce-

dure, and their estimates are conditioned to a classification result and the

corresponding training samples.

Furthermore, vtp is a linear function of xs and consequently ztp = (vtp, yp)

is a linear function of (xs, yp). Since the joint PDF of (X ,Y), given Lt, is

Gaussian (see Section 3.2.1), also Z t given Lt and θ̂ is Gaussian-distributed.

This confirms the Gaussian class-conditional model involved in the energy

function of (3.4). Conversely, the related i.i.d. condition on the stacked

vectors, given the labels, is not rigorously fulfilled. For instance, for each

s ∈ S, all vectors ztp such that p ≺ s depend on xs and Lts and therefore are

generally not independent. Similarly, for each s ∈ S and p ≺ s, the PDF of

ztp, given `tp may not be independent of the location p, since ztp depends on the

labels `tq of all other pixels q ≺ s, q 6= p. Therefore, the i.i.d. model implicit

in (3.4) and the related characterization of the PDF of ztp given `tp = ωi by

a unique mean mt
i and a unique covariance matrix Ct

i (independent of the

location p) play the role of simplifying conditions, which are accepted to favor

analytical tractability.

Under these conditions (and not those discussed above for the estimation

of θ in the initialization phase of the proposed method), sample-mean m̂t
i and

sample-covariance Ĉt
i estimators of the parameters mt

i and Ct
i of the class-

conditional Gaussian distribution of the stacked vectors ztp (p ∈ P) can be

used in step 3 of the proposed method, because, in this step, samples of the

stacked vectors are available from the input PAN observations and the MAP

estimation of the virtual features. The estimates m̂t
i and Ĉt

i are updated in

each iteration of the proposed method because the samples ztp (p ∈ P) of

the corresponding Gaussian distributions vary during the iterations because

they include the estimated virtual features vtp (p ∈ P) resulting from step 1.

3.2.5 MRF parameter estimation and energy mini-

mization

The technique in [121] is applied at each iteration of the proposed method to

estimate λ. This technique is feasible for MRF models whose energy functions

depend linearly on the parameters to be estimated, which is a condition
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that holds for the relationship between U t and λ in (3.4). The algorithm

in [121] expresses a condition of correct classification of the training set as

an overconditioned system of linear inequalities, which is numerically solved

through the Ho-Kashyap’s algorithm. Details can be found in [121]. The

Ho-Kashyap’s algorithm is iterative and, in each iteration of the proposed

method, runs separately until it converges to an updated estimate λt of the

parameter λ. Convergence is analytically guaranteed and the convergence

properties of the Ho-Kashyap numerical procedure are well-known from the

literature on supervised linear classifiers [145].

To minimize the energy function in (3.4), the swap-move graph cut algo-

rithm is applied [19]. The graph cut approach is chosen because it represents

an effective tradeoff between computational burden and classification accu-

racy. Compared to ICM, graph cuts are known to significantly improve the

energy-minimization solution, without strongly affecting computation time.

Compared to SA, they often provide comparable accuracies in remarkably

shorter times [136]. The swap-move technique expresses a multiclass energy-

minimization problem as a sequence of two-class subproblems, for which

global-energy minimum are reached through the graph cut approach [19,59].

This iterative procedure usually exhibits short convergence times, and the re-

sulting solution can be proven to be a “strong” local minimum with respect

to suitable optimality criteria [19].

In [135], the Besag’s and ICM algorithms were used to estimate the

MRF parameters and minimize the energy, respectively. Here, the tech-

nique in [121] was preferred over the Besag’s method because the latter is

an unsupervised algorithm and was found to sometimes provide significantly

biased estimates and to underestimate the strengths of spatial-contextual

interactions when applied to the supervised case [84,121].

3.3 Experimental validation

3.3.1 Data sets and experimental setup

Three data sets were used to experimentally validate the proposed technique.

The first one is a semi-simulated data set obtained from an originally single-
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resolution 3-channel 1998×1500 pixel-sized IKONOS image (with spatial res-

olution of 4 m) of the area of Itaipu (Brazil/Paraguay border; Figure 3.3(a)),

including seven classes (Table 3.1). Simulated PAN and lower-resolution MS

channels were generated by averaging the IKONOS visible channels and by

mosaic-subsampling of the IKONOS spectral channels by a factor ρ, respec-

tively. The cases ρ = 2, 3, and 4 were considered because these resolution

ratios are used by the recent spaceborne sensors mentioned in Section 3.1.

They correspond to 8, 12, and 16-m resolution for the simulated MS chan-

nels. Therefore, compared to the original single-resolution IKONOS image,

this semi-simulated data set is composed of one PAN channel with a degraded

spectral resolution and three MS channels with degraded spatial resolutions.

The training set for the seven classes comprises 176688 pixels in the PAN

lattice (Table 3.1), which correspond to 44172, 19632, and 11043 pixels on

the MS lattice (i.e., an average of 6310.3, 2804.6, or 1577.6 training samples

per class on the MS lattice) for the cases ρ = 2, 3, and 4, respectively.

Using this semi-simulated data set, a comparison between the results of

the proposed multiresolution method and those of a single-resolution clas-

sifier applied to the original (non-subsampled) 4 m resolution multispectral

image is feasible. The latter plays the role of a benchmark result because it

was generated by classifying the original data at its full (spectral and spa-

tial) resolution. This comparison assesses the possible loss in accuracy due to

the classification of MS channels with coarser spatial resolutions and a PAN

channel with coarser spectral resolution. Indeed, the aforementioned simple

approach used to generate synthetic PAN-MS data was employed to make

the comparison with the single-resolution benchmark possible without the

need for customizing to a specific sensor, and was not meant as an accurate

simulation of a PAN acquisition, which should take into account the MTF of

the sensor to be simulated, geometrical resampling issues, and the contribu-

tions to PAN data resulting from near infrared radiation [154]. To perform

a fair comparison, a conventional single-resolution graph cut classifier, based

on the Potts MRF, Gaussian class-conditional models for pixelwise statis-

tics of the original multispectral channels, and the swap-move energy min-

imization technique, was applied to the original IKONOS image. For this

benchmark classifier, the spatial-smoothing parameter of the Potts model
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was estimated using the technique described in [121]. Furthermore, the re-

sults of the proposed method were compared to those of the multiresolution

technique described in [135].

The other two data sets are real. The first one was acquired by IKONOS

over the area of Alessandria (Italy) in 2004, is composed of a 1 m resolution

3000×3000 pixel-sized PAN channel and of four 4 m resolution 750×750 pixel-

sized MS channels (Figures 3.5(a) and 3.5(b)), and presents seven classes.

The number of training pixels in the PAN lattice was 615632, which corre-

sponds to 38477 pixels in the MS lattice and an average of 5496.7 training

samples per class in the MS lattice (Table 3.3). The second one is a Landsat

ETM+ data set, collected over Pavia (Italy) in 2000, that comprises a 15

m 3000× 3000 pixel-sized PAN channel and six 1500× 1500 pixel-sized MS

channels (Figures 3.6(a) and 3.6(b)), including five classes (Table 3.4). The

size of the training set on the PAN lattice was 67124, which correspond to

16781 MS training pixels and an average of 3356.2 MS training pixels per

class.

The results of the proposed technique were compared experimentally with

those of the technique described in [135]. For the real data sets, the afore-

mentioned single-resolution benchmark is unfeasible because the image com-

posed of MS channels at the PAN spatial resolution, which was available

for the semi-simulated data set, does not exist. On the contrary, in this

case, a feasible comparison with a single-resolution classification result was

made using a traditional two-step procedure: first, a pansharpening algo-

rithm was used, and then, a single-resolution classifier was applied to the

resulting pansharpened image. The well-known Gram-Schmidt (GS) pan-

sharpening algorithm [80,154] was used in the first step. The aforementioned

single-resolution classifier based on graph cuts, the Potts model, Gaussian

class-conditional statistics, and the parameter estimation method described

in [121] was used in the second step. In particular, an MRF-based classifier

was used in this step to ensure a fair comparison with the results of the

proposed contextual classifier.

For each data set, the classification results were quantitatively evaluated

by computing accuracy parameters with respect to a test set, which was spa-

tially disjoint from the training set to minimize correlation between training
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and test samples and prevent an optimistic bias in performance assessment

(see Figures 3.3(c), 3.5(d), and 3.6(d)). McNemar’s test was applied sepa-

rately to each pair of classification maps generated for each data set using

the aforementioned methods to assess whether the differences in the accu-

racy of these maps were statistically significant. Given the classification maps

generated using the ith and jth methods, the test computes the following

standardized normal statistics:

Zij =
fij − fji√
fij + fji

, (3.9)

where fij is the number of test samples that are labeled erroneously by the

ith method and correctly by the jth method [43, 49]. Using the commonly

accepted 5% level of significance, the difference between two results is statis-

tically significant if |Zij| > 1.96 [43, 49]. If this condition is met, a negative

or positive value of Zij indicates that the ith or jth method, respectively,

has a higher overall accuracy on the test set.

From an application-oriented viewpoint, the experiments with all three

data sets were focused on land cover and not land use mapping problems.

Hence, training and test samples referred to land cover classes. The “Itaipu”

data set included spatially homogeneous classes (e.g., “water”), textured

classes (e.g., “shrub and brush rangeland”), and classes involving geomet-

rical structures (e.g., “urban”). This was also true of the “Alessandria”

and “Pavia” data sets. In addition, several groups of classes (e.g., “urban,”

“built-up land,” and “barren land” for “Itaipu”; the vegetated classes for

“Alessandria”; and “barren land” and “urban” for “Pavia”) were spectrally

overlapping in the feature space. Therefore, the overall collection of data

sets used for the experimental validation represented a complex testbed for

the multiresolution classification of PAN-MS imagery. In the cases of the

“Itaipu” and “Alessandria” data sets, “urban” was meant to be discrimi-

nated as a whole regardless of the numerous subclasses (e.g., asphalt, con-

crete, metal, glass, water, grass) that were associated with ground materials

and could be appreciated in the input very high resolution images. Accord-

ingly, the training and test areas of “urban” covered these subclasses without

distinguishing among them.

For each data set, five iterations sufficed for convergence in all runs of

78



3.3. Experimental validation

both the proposed method and the technique described in [135].

The next subsections are organized as follows. Experimental results and

comparisons using the semi-simulated and real data sets are reported in Sec-

tions 3.3.2 and 3.3.3, respectively. The behavior of the proposed method

and the algorithm described in [135] as functions of the number of input

training samples is discussed in Section 3.3.4. Specifically, in this subsection,

two aspects are analyzed experimentally: first, classification performance is

evaluated while progressively reducing the number of training samples to ap-

preciate the possible sensitivity to the total training set size. Second, as the

numbers of available training samples of the various classes in the three data

sets are rather imbalanced (see Tables 3.1, 3.3, and 3.4), a dedicated experi-

ment is performed to investigate possible sensitivity to imbalanced classes.

3.3.2 Classification results and experimental compar-

isons with the semi-simulated data set

Very accurate classification maps were generated by the proposed method

when applied to “Itaipu” in all three subsampled versions (Table 3.1). The

overall (OA) and average (AA) accuracies and κ on the test samples were in

all cases approximately 99%, 96% and 0.98. Note that, as usual in remote

sensing, test samples were not exhaustive and were located inside image

regions associated with each class and not at the spatial borders between

distinct classes (Figure 3.3(c)). Erroneously classified pixels can be noted in

the classification maps especially in such border areas (Figures 3.3(d), 3.4(b),

and 3.4(c)). Furthermore, the choice to consider “urban” as a whole class,

without distinguishing among its subclasses corresponding to ground mate-

rials and structures, implied a strong overlapping, in the feature space of the

MS and PAN channels, between “urban” and the classes associated with veg-

etation and bare soil. Pixels misclassified due to this spectral overlapping can

be visually noted in Figures 3.3(d), 3.4(b), and 3.4(c), although they are not

included in the test set. When ρ was varied in [2, 4], the results were overall

very stable, even when considering individual classes. Slight improvements

in the test-set accuracy were noted as ρ was increased. This is also explained

by the fact that increasing ρ reduces the noise in the simulated MS channels,
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(a) (b)

(c) (d)

(e) (f)

Figure 3.3: “Itaipu”: (a) RGB false-color composition of the IKONOS chan-

nels; (b) training map; (c) test map; and classification maps generated by the

proposed method (d) and by the technique in [135] (e) (both applied with

ρ = 2) as well as by a single-resolution Markovian classifier (f). The white

box in (a) highlights the detail zoomed in Figure 3.4.
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(a) (b) (c)

(d) (e)

Figure 3.4: “Itaipu”: detail of the RGB false-color composition of the

IKONOS channels (a) and of the classification maps generated by the pro-

posed method with ρ = 2 (b) and ρ = 4 (c), by the technique in [135] with

ρ = 2 (d), and by a single-resolution Markovian classifier (e).

even at the expense of a possible accuracy loss in the classification of small

details and of border areas. A visual comparison of the zoomed image areas

in Figures 3.4(b) and 3.4(c) notes a slight blocky effect with ρ = 4, but not

with ρ = 2, which is consistent with the expected spatial degradation for

larger resolution ratios.

The result of the benchmark single-resolution classification of the origi-

nal IKONOS image was very similar to that of the proposed technique (Fig-

ures 3.3(d), 3.3(f), 3.4(b), 3.4(c), and 3.4(e)) but had a slightly higher accu-

racy. The differences between the values of the OA, AA, and κ obtained in

the single-resolution run and by the proposed multiresolution method were

less than 0.7%, 0.5%, and 0.01 for all ρ ∈ [2, 4] (Table 3.1). The higher

accuracy of this result than of that of the proposed method was expected be-

cause the former was from operations on the original IKONOS image at full

spectral and spatial resolutions while the latter was obtained after degrading

81



3.3. Experimental validation

the spatial and spectral resolutions to simulate the MS and PAN data, re-

spectively. Nevertheless, the similarity between the results of the benchmark

case and the proposed method suggests that the latter effectively fuses the

multiresolution information associated with PAN-MS imagery and generates

a classification map with the finest resolution observable in the input data

set. The accuracy of the proposed method is similar to that of the ideal

situation, in which full spectral information is available at the panchromatic

resolution.

When applied to “Itaipu,” the method in [135] also generated accurate

maps that were slightly worse than the proposed technique in terms of ac-

curacy on the test set. As ρ was varied in [2, 4], the differences between the

values of OA, AA, and κ of the two approaches ranged approximately in

[1%, 3%], [2%, 5%], and [0.01, 0.05], respectively. Compared to the previous

technique, the proposed method yielded a large improvement in the accu-

racy for “urban” (+30%, 8% and 12% when ρ = 2, 3, and 4, respectively)

and very small (≤ 0.5%) reductions in the accuracies for “shrub and brush

rangeland,” “forest land” for ρ = 3 and 4, “built-up land,” and “water.” A

visual analysis of the maps in Figures 3.3(d) and 3.3(e) and of the detail in

Figure 3.4(d) confirms these comments and notes a stronger confusion be-

tween “urban,” “built-up,” and “barren land” and a more noisy classification

result for the method in [135] than for the proposed algorithm. These results

are likely caused by the improved effectiveness of the proposed formulation,

which uses graph cuts, the MRF parameter estimation algorithm in [121],

and the MAP estimation of the virtual features, compared to the technique

in [135], which is based on the ICM and Besag’s algorithms. The times taken

by both methods, when run on a 2.33-GHz 4-GB RAM hardware configura-

tion with a CPU-based non-parallelized implementation, ranged between 13

and 24 min and were overall comparable: a shorter time was required by the

proposed method when ρ = 2 and by the method in [135] when ρ = 4, while

both techniques took almost the same time when ρ = 3.

For all of the values of ρ considered, the differences among the accuracies

of the results of the proposed method, the technique described in [135], and

the single-resolution benchmark were all statistically significant according to

McNemar’s test. In particular, values of Zij larger than 35 were obtained for
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the difference between the proposed and previous multiresolution methods

for all of the resolution ratios considered (see Table 3.2).

3.3.3 Classification results and experimental compar-

isons with the real data sets

When applied to “Alessandria” and “Pavia,” the proposed method obtained

very high accuracies (i.e., above 97%) on the test samples of all classes (see

Tables 3.3 and 3.4). The aforementioned comments about the location of

test samples not at the spatial borders between different classes hold in these

cases as well. This further suggests the effectiveness of the method in fusing

multiresolution information for classification purposes in the application to

diverse sensors (ETM+ and IKONOS) and resolutions (15-30 m and 1-4 m).

The computation times, on the same hardware-software platform mentioned

above, of the proposed method in the applications to “Pavia” and “Alessan-

dria” (i.e., around 1 hour, and 1 hour and 10 min, respectively) were longer

than in the experiments with the semi-simulated data sets due to the larger

sizes of the two real data sets compared to the “Itaipu” images. However,

these times are considered acceptable in the framework of laboratory exper-

iments on land cover mapping applications. Note also that even though the

resolution ratio for “Alessandria” is 4, no blocky artifacts resulted from the

application of the proposed method (Figure 3.7(c)), possibly because of the

intrinsic spatial smoothing introduced by the multispectral sensor.

The technique described in [135] resulted in a classification map for the

“Pavia” data set (Figures 3.6(e) and 3.6(f)) that was similar to the map of

the proposed method except for slightly lower values of the OA, AA, and κ

and lower accuracies for all classes except “water.” However, a considerably

longer execution time (more than two hours; Table 3.4) was required by

this method than by the proposed technique. This computational difference

may be explained by the fact that a full cycle of EM involving all image

pixels is run by the method in [135] at each ICM iteration, whereas the

proposed algorithm performs only one EM cycle, which is incorporated in

the initialization phase and involves only the training samples.

In the case of “Alessandria,” very similar values of OA and κ were reached
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(a)

(b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.5: “Alessandria”: (a) RGB false-color composition of the MS chan-

nels, (b) PAN channel, (c) training map, (d) test map, classification maps

generated by the proposed method (e), by the technique in [135] (f), by

a single-resolution classification of the GS pansharpening result (g), by a

single-resolution classification of the BDSD pansharpening result (h), and by

a single-resolution classification of the GSA pansharpening result (i).
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Table 3.3: “Alessandria”: number of training and test samples on the PAN

lattice; classification accuracies on the test set and computation times of the

proposed method, of the previous technique in [135], and of the application

of a single-resolution graph cut classifier after pansharpening.

class training test proposed method pansharpening and single-res classification

samples samples method in [135] Gram-Schmidt BDSD GSA

urban 89248 61008 98.86% 99.05% 96.67% 98.69% 99.18%

agricultural land 186736 174352 97.54% 98.10% 97.48% 96.95% 97.41%

rangeland 235440 77328 99.55% 99.42% 95.09% 98.88% 98.97%

forest land 6160 4288 100% 81.90% 99.60% 97.97% 97.69%

water 21616 22656 99.51% 99.84% 99.72% 99.82% 99.84%

wet soil 36880 12928 100% 100% 100% 100% 100%

barren land 39552 29936 100% 100% 100% 100% 100%

overall accuracy 98.58% 98.65% 97.31% 98.14% 98.45%

average accuracy 99.35% 96.90% 98.37% 98.90% 99.01%

κ 0.9802 0.9812 0.9626 0.9742 0.9784

time [min] 70 51 14 16 16

by both methods with slightly higher values for the technique in [135].

Slightly better discrimination was obtained using this technique for the “ur-

ban,” “agricultural,” and “water” classes; the differences in accuracy were

less than 0.2% compared to the proposed method. In contrast, the value of

the AA was 2.5% higher for the proposed algorithm than for the algorithm

described in [135]. This result is due to a sharp improvement (approximately

+18%) in the accuracy of the proposed method for “forest” and is interpreted

as a consequence of the improved energy-minimization capabilities granted

by the graph cut approach, compared to ICM. The increased accuracy for

“forest” is also visually confirmed by the maps in Figures 3.5(e) and 3.5(f)

and in the zoomed area in Figure 3.7. The execution time of the algorithm

described in [135] was less than it was for the proposed algorithm but both

times were, overall, approximately one hour.

The application of a single-resolution graph cut classifier after Gram-

Schmidt pansharpening led to accurate classification results even though the

values of the OA, AA, and κ were less than those of the proposed method

for the “Pavia” and “Alessandria” data sets (see Figures 3.5(g) and 3.6(g)).

In the former case, the differences between the OAs, AAs, and κ’s of the two
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(a)

(b) (c)

(d) (e) (f)

(g)

Figure 3.6: “Pavia”: (a) RGB false-color composition of the MS channels,

(b) PAN channel, (c) training map, (d) test map, and classification maps

generated by the proposed method (e), by the technique in [135] (f), and by

a single-resolution classification of the pansharpening result (g).
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methods were approximately 0.05-0.06, and the proposed technique resulted

in improved accuracies for all of the classes, especially “barren land” (around

+7%) and “wet soil” (approximately +10%). This result is due to a reduction

in the amount of confusion between “barren land” and “urban” and between

“wet soil” and “water.” For the “Alessandria” data set, the improvement in

the OA, AA, and κ obtained using the proposed method compared to the clas-

sification of the pansharpening result was approximately 0.01-0.02. Larger

improvements were obtained in discriminating “urban” (approximately +2%)

and “rangeland” (approximately +4.5%). This is confirmed by a visual com-

parison of the corresponding classification maps in Figures 3.5(e) and 3.5(g),

which show more confusion and less regularity in the urban area detected by

single-resolution classification after pansharpening. The improved accuracy

of the proposed method compared to the single-resolution classification of

the pansharpening result is interpreted as being because the multiresolution

model used by the former is optimized using class information from the MAP

estimate of the virtual features. In contrast, pansharpening generates a fused

image on the basis of signal processing concepts without explicitly targeting

a given supervised classification problem. This improvement in accuracy was

obtained at the expense of an increased computational burden, because the

pansharpening and single-resolution classification procedures together took

approximately 14 and 9 minutes for the “Alessandria” and “Pavia” data

sets, respectively. These results suggest a tradeoff between the applications

of a single-resolution classifier after pansharpening and of the proposed mul-

tiresolution classifier. For the considered data sets, the latter option consis-

tently gave longer execution times and higher accuracies. On one hand, the

aforementioned differences in accuracy were significant, especially for certain

classes, although not dramatic. On the other hand, as previously mentioned,

the longer time required by the proposed approach, which was due to its it-

erative stage, was compatible with the usual timeline of land cover mapping

applications.

For both of the real data sets, the accuracy differences among all of the

aforementioned classification results were statistically significant based on

McNemar’s test (see Table 3.2).

Specifically for the “Alessandria” data set, an additional experimental
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session was performed with the aim to further investigate the comparison

between the performances obtained by the proposed method and the perfor-

mances resulting from the single-resolution classification of a pansharpened

image. Indeed, even though the application of the Gram-Schmidt algorithm

allows the achievement of accurate results, two different techniques based on

the component-substitution (CS) approach, namely band-dependent spatial

detail (BDSD) and adaptive Gram-Schmidt (GSA), represent the most pow-

erful approaches for pansharpening in the specific application to IKONOS

imagery [154]. The former consists in a linear injection model in which

for each multispectral band an optimal detail image is extracted from the

panchromatic channel [54]. The latter is make use of a linear regression al-

gorithm for the adaptive estimation of the coefficients for the generation of

the equivalent panchromatic image [5]. The adoption of BDSD and GSA

pansharpening techniques allowed an accuracy improvement with respect to

the application of the same single-resolution classifier to the Gram-Schmidt

pansharpened image with differences in OA, AA, and k of approximately

1% in both BDSD and GSA cases. In particular better discrimination was

obtained for the “urban” (approximately +2%) and “rangeland” classes (ap-

proximately +4% for BDSD and +3% for GSA), while a decrease of around

2% was observed for the forest land class. Very similar accuracy values were

reached by the proposed method and by the single-resolution classifier ap-

plied to the pansharpened image through BDSD and GSA. The differences

between the OAs, AAs and ks of the aforementioned approaches were less

than 1%, with slightly higher values obtained by the proposed method. A

larger improvement was reached in discriminating the “forest land” class

(more than 2%). This result can be also appreciated through a visual anal-

ysis of the corresponding classification map (see Figures 3.5(h) and 3.5(i))

which shows a more homogeneous area related to this land cover class. Simi-

larly, the classification maps obtained by the proposed approach led to more

regularity and less confusion in the detection of the “urban” area.
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Table 3.4: “Pavia”: number of training samples on the PAN lattice; clas-

sification accuracies on the test set and computation times of the proposed

method, of the previous technique in [135], and of the application of a single-

resolution graph cut classifier after pansharpening.

class training test proposed method pansharpening and single-

samples samples method in [135] resolution classification

urban 12880 11100 99.59% 97.61% 96.72%

forest land 19080 13128 99.92% 99.70% 97.88%

water 6832 4624 98.14% 99.44% 95.48%

barren land 18152 15008 99.02% 98.37% 92.10%

wet soil 10180 7840 99.87% 99.66% 89.58%

overall accuracy 99.42% 98.84% 94.48%

average accuracy 99.31% 98.96% 94.35%

κ 0.9925 0.985 0.9287

time [min] 62 139 9

3.3.4 Dependence on training set size

To assess the dependence of the performances of the proposed approach and

the method described in [135] on the total number of training samples, both

methods were applied to each of the aforementioned data sets while progres-

sively subsampling the corresponding training sets. For each data set, the

total number of training samples was iteratively reduced, first, by removing a

randomly selected 10% of the original training set for each run until only 10%

of the training samples were left. Then, denoting as N the average number

of MS training pixels per class, each training set was further iteratively re-

duced to 8%, 6%, 4%, 2%, 1%, and 0.5% of its original size by stopping when

N was approximately 30. For both the proposed technique and the algo-

rithm described in [135], Figure 3.8 shows the behavior of the OA and AA

as functions of N for the “Itaipu” with ρ = 2, “Pavia,” and “Alessandria”

data sets. The plots for κ and for the “Itaipu” data set with ρ = 3 and 4 are

similar to those shown and omitted for brevity.

Both of the multiresolution classification methods exhibited remarkable

robustness to the reduction of the training set size. Specifically, for the
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(a)

(b) (c)

(d)

Figure 3.7: “Alessandria”: detail of the RGB false-color composition of the

MS channels (a), of the PAN channel (b), and of the classification maps

generated by the proposed method (c) and by the technique in [135] (d).

The color legend is the same as in Fig 3.5.
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“Itaipu” data set with ρ = 2, the values of the OA and the AA for both

methods were almost constant as long as N was at least approximately 500.

The OA remained larger than 96% and 94.5% for the proposed and previous

methods, respectively, for all values of N . Smaller values of the AA were ob-

tained when N ≤ 126.1 because of the low accuracy of “barren land,” which

was due to its very small number of training pixels (there were, e.g., only

28 PAN training pixels of this class when N = 29.1) and its spectral over-

lapping with “urban” and “built-up land.” Nevertheless, for all values of N ,

the proposed method was more accurate than the method described in [135].

The averages over all runs of the differences between the OAs and AAs of the

two algorithms were 2.7% and 4.6%, respectively. These results are consis-

tent with those described in Section 3.3.2 and show the improvement in the

effectiveness of the energy minimization and parameter optimization stages

of the method developed here compared to the previous algorithm. Further-

more, the stability of the accuracies over a large range of values of N suggests

that the proposed approach, which is based on parametric modeling through

Gaussian processes and spatial-contextual labeling through MRFs and graph

cuts, is remarkably robust for the application with rather small sample sizes.

Similar stability was observed in the results obtained for the “Pavia” and

“Alessandria” data sets. In particular, for the “Pavia” data set, the values of

the OA and AA of the two methods ranged from 97.5% to 99.7% as N was

reduced to 33.6. Slightly higher accuracies were obtained using the proposed

method for N ≥ 671.6 and using the technique in [135] for N ≤ 134.2, but

the average over all runs of the differences between the OAs and AAs of the

two algorithms were approximately 0.2% and 0.1%. For the “Alessandria”

data set, the accuracies of both methods were quite stable for N ≥ 109.9.

For such values of N , the proposed method resulted in larger values of the

AA than the previous method, which resulted in larger values of the OA.

For smaller values of N , both methods resulted in AA < 85%. The averages

over all runs of the differences between the OAs and AAs of the proposed

and previous methods were (−0.7%) and 1.9%, respectively. Indeed, as in

Section 3.3.3 and Table 3.3, the proposed algorithm yielded a large increase

in accuracy for “forest land” (which is endowed with the smallest number

of test samples of this data set), compared to the previous technique at the
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Figure 3.8: The behavior of the overall (OA) and average (AA) accuracies of

the proposed method and the method described in [135], as functions of the

number of training samples for (a) the “Pavia” data set; (b) the “Alessandria”

data set; and (c) the “Itaipu” data set with ρ = 2. The same legend is used

for all the plots.
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Table 3.5: Behaviors of the OA, AA, and κ of the proposed method and of

the technique in [135] after subsampling, for each data set, the size of the

set of training samples of each class down to approximately the size of the

smallest class. Means and standard deviations over 10 runs are shown.
data set method OA AA κ

mean std. dev. mean std. dev. mean std. dev.

Itaipu (ρ = 2) proposed 98.86% 0.29% 95.85% 0.67% 0.9819 0.0045

[135] 94.00% 0.34% 86.60% 1.42% 0.9058 0.0053

Itaipu (ρ = 3) proposed 98.64% 0.20% 95.17% 0.48% 0.9786 0.0031

[135] 97.36% 0.36% 92.25% 0.88% 0.9583 0.0057

Itaipu (ρ = 4) proposed 98.56% 0.16% 94.86% 0.34% 0.9773 0.0025

[135] 96.48% 0.21% 90.11% 0.80% 0.9446 0.0034

Alessandria proposed 97.29% 0.64% 98.59% 0.26% 0.9626 0.0087

[135] 97.92% 0.39% 98.59% 0.14% 0.9713 0.0056

Pavia proposed 99.61% 0.02% 99.52% 0.03% 0.9949 0.0003

[135] 98.51% 0.11% 98.66% 0.09% 0.9807 0.0014

expense of small reductions in the accuracies for other classes, for which

larger sets of test pixels were available.

Furthermore, the sizes of the sets of training samples of the classes were

quite imbalanced for all three data sets (see Tables 3.1, 3.3, and 3.4). On one

hand, the use of parametric Gaussian models for parameter estimation and

training purposes is expected to make the proposed method not critically sen-

sitive to imbalanced classes, especially as compared to non-parametric clas-

sifiers such as support vector machines. On the other hand, to quantitatively

appreciate the possible sensitivity, a dedicated experiment was performed

with each data set by reducing the size of the set of training samples of each

class to approximately the size of the smallest of such sets, i.e., by balancing

all the classes to the training sample size of the smallest one. This subsam-

pling was performed randomly and repeated 10 times. Table 3.5 shows the

means and the standard deviations of the values of OA, AA, and κ over these

10 runs for all data sets and for both the proposed method and the technique

described in [135]. In the case of the proposed algorithm, the mean OA, AA,

and κ were very similar to the values obtained using the original training

set size, and the corresponding standard deviations were smaller than 0.01,
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thus confirming the limited sensitivity of the method to imbalanced classes.

Similar comments hold for the algorithm described in [135] as well, although

it obtained lower mean values of OA, AA, and κ for all data sets except

“Alessandria”. In the case of “Alessandria,” the two methods obtained the

same AA, while the technique in [135] achieved slightly higher values of OA

and κ. McNemar’s test can also be generally biased by the use of imbalanced

classes. The results (not detailed for brevity) of the application of McNe-

mar’s procedure after also balancing the test sample sizes of the classes to

the size of the smallest class confirmed again that the differences in accuracy

between the developed technique and the method in [135] were significant.

3.4 Conclusion

A novel method has been proposed for the supervised classification of mul-

tiresolution images made of a higher-resolution PAN channel and of several

coarser-resolution MS channels. The method extends and improves the ap-

proach developed in [135] by integrating the multiresolution linear-mixture

model and the formulation of EM in [135], graph-cut-based energy mini-

mization, MAP estimation, and the supervised MRF parameter optimiza-

tion algorithm in [121]. The properties of the adopted EM estimator have

also been analytically investigated by proving that in a special case, a simple

closed-form expression for the convergence point of EM can be obtained.

Experiments on semi-simulated and real data collected by two different

spaceborne multiresolution sensors showed the capability of the method to

generate accurate classification maps at the PAN resolution, thus confirming

the effectiveness of the technique in fusing the spatial detail associated with

the PAN channel and the spectral information conveyed by the MS data.

When applied to a semi-simulated data set, whose PAN and MS channels

were generated by spatially or spectrally downsampling a given multispec-

tral image, the proposed method obtained results very similar to those given

by a benchmark contextual classification of the original non-downsampled

data. Moreover, the proposed method was experimentally compared with

the previous multiresolution classification algorithm described in [135]. This

algorithm, which generally supports supervised and unsupervised classifica-
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tion and was applied in a supervised formulation here, also generated accu-

rate classification maps when applied to either semi-simulated or real data.

However, the proposed method exhibited higher average accuracies and/or

shorter computation times than the previous method for all of the data sets

considered. The overall accuracy was higher for all of the results of the pro-

posed method than for those of the method described in [135] except for the

“Alessandria” data set, for which the difference in the OA was less than 0.1%.

These results are consistent with the capabilities of graph cut techniques to

converge to either global energy minimum or local minimum satisfying strong

optimality conditions, compared to the ICM strategy adopted in [135], which

ensures convergence to a local minimum with no prescribed optimality prop-

erty.

The results of applying the proposed method to real data sets were also

compared to those obtained applying a single-resolution graph cut classifier

after pansharpening. On one hand, higher accuracies, especially for certain

classes, were obtained by the proposed method than by proceeding through

pansharpening. This result suggests the capability of the method to opti-

mize the fusion of data acquired at different spatial resolutions with respect

to the specific problem of discriminating between a given collection of the-

matic classes characterized through training samples. On the other hand, the

combination of single-resolution classification and pansharpening was con-

sistently faster than the proposed multiresolution classification technique,

which performs energy minimization through graph cuts and Bayesian esti-

mation on every iteration. However, all execution times, evaluated using a

CPU-based non-parallelized implementation, were compatible with the usual

timeline of land cover mapping applications. Substantial reductions in exe-

cution time, especially in applications to very large input images, could be

obtained by using GPU-based parallelized implementations, thanks to the

well-known parallelizability properties of MRF-based classifiers [138].

The experimental results also remarked that increasing the ratio between

the resolutions of the PAN and MS data had a minor impact on the classifi-

cation accuracy, at least when this ratio was between 2 and 4. Such ratios are

usual for current PAN-MS sensors. When dealing with the semi-simulated

data set, a larger ratio yielded slightly improved numerical accuracies due to
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the reduced impact of noise in the MS channels; however, a small number

of blocky artifacts were observed at the spatial boundaries between different

classes. Indeed, no such artifacts were remarked in the application to a real

IKONOS data set with the same resolution ratio.

When applied after reducing the training set size until only approximately

an average of 30 training samples per class were left on the MS lattice, the

accuracy of the proposed method exhibited remarkable stability. This sug-

gests that the proposed formulation based on Gaussian random fields, MRFs

and graph cuts can effectively benefit from parametric and spatial-contextual

modeling to minimize the requirements for training samples. Indeed, com-

pared to the previous technique described in [135], similar behaviors were

noted when using full and reduced training sets. For almost all of the subsam-

pled training sets, improved accuracy was obtained by the proposed method

for the semi-simulated data set, and very similar accuracies were obtained

by the two approaches when they were applied to the “Pavia” real data set.

For almost all of the training set sizes using the “Alessandria” real data set,

the proposed method significantly improved the discrimination of a spatially

textured class compared to the previous method at the expense of minor

accuracy reductions for other classes. The proposed method also exhibited

robustness to possible issues associated with imbalanced classes. For all

data sets, the sizes of the sets of training samples of the classes were quite

imbalanced. However, when applied after balancing all the classes to approx-

imately the training sample size of the smallest one, the proposed technique

obtained accuracies very similar to those achieved using the original training

set.

The proposed classifier is iterative, and the experiments have shown good

convergent behavior in a small number of iterations. As for the method

in [135], case-specific convergence properties have not been analytically

proven so far and represent an interesting issue worth being investigated.

Furthermore, the method was formalized and tested in the framework of the

classification of PAN-MS images, as this data typology represents a very typi-

cal case of multiresolution remote-sensing imagery. However, generalizing the

method to the cases in which either more than two resolutions are involved

or the finest-resolution data are multichannel is straightforward. Experimen-
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tally validating such generalizations will be an interesting extension of this

research as well. Furthermore, the proposed method is aimed at generating a

classification map at the finest observed resolution, i.e., on the PAN lattice,

but it would be interesting to extend it to generating classification results

not only at the PAN resolution but also at the MS resolution. A simple way

to accomplish this is to perform, for each pixel in the MS lattice, majority

voting using the class labels determined for the corresponding pixels in the

PAN lattice. However, more sophisticated decision fusion strategies [75] that

consider, for example, the energy contributions associated with these PAN

pixels in the adopted MRF model, are also worth investigating. A combina-

tion of the proposed method, which is based on a linear mixture model for

the multiresolution input data, and hierarchical MRF models for class labels

at multiple spatial resolutions [155] could also be an interesting extension.

Other important generalizations aimed at further increasing accuracy, espe-

cially in the discrimination of urban areas, will be to adaptively incorporate

edge (e.g., line processes [84]), segmentation [95], or texture information in

the adopted MRF model [98].

Appendix

The aforementioned analytical proof about the convergence of the consid-

ered EM formulation is provided. This proof demonstrates that, under the

assumptions and notations introduced in Section 3.2, if the training set in-

cludes no mixed MS pixels, then the following properties hold for the se-

quences {µni }∞n=1 and {Σn
i }∞n=1 of parameter estimates computed by EM dur-

ing the initialization phase of the proposed method:

• µni = µ̄i for all n = 1, 2, . . .

• Σn
i −→ ρ2Σ̄i for n −→ +∞,

where µ̄i and Σ̄i are the sample-mean and sample-covariance matrix of the

MS training pixels of ωi (i = 1, 2, . . . ,M), respectively.

Because there are no mixed MS pixels in the training set, each training

MS sample can be assigned a unique class label. This means that S∗ can be

99



3.4. Conclusion

partitioned into M subsets S∗1 ,S∗2 , . . . ,S∗M ⊂ S, such that, for all s ∈ S∗i , the

condition `∗p = ωi holds for all p ≺ s (i = 1, 2, . . . ,M). Therefore, focusing

on the nth EM iteration and the ith class ωi (i = 1, 2, . . . ,M ;n = 1, 2, . . .),

(3.3) and (3.6) imply that, for each s ∈ S∗i :

φ(L∗s, θ
n) = µni , Φ(L∗s, θ

n) = ρ−2Σn
i ,

ηnsi = xs, ∆n
si = (1− ρ−2)Σn

i .
(3.10)

Similarly, we have:

νsi =

ρ2 for s ∈ S∗i
0 for s ∈ S∗ − S∗i .

(3.11)

Plugging these relationships into (3.5), we obtain:

µn+1
i = µ̄i, Σn+1

i = (1− ρ−2)Σn
i + Σ̄i, (3.12)

where:

µ̄i =
1

Ni

∑
s∈S∗i

xs, Σ̄i =
1

Ni

∑
s∈S∗i

(xs − µ̄i)(xs − µ̄i)T (3.13)

are the sample-mean and sample-covariance matrix of the training MS pixels

of ωi, respectively, and Ni is the number of such pixels (i.e., the cardinality

of S∗i ). Eq. (3.12) implies that the sequence {µni }∞n=1 is constant with the

value µ̄i and that the sequence {Σn
i }∞n=1 satisfies a first-order linear difference

equation. It is easily proven by induction that the solution of this equation

is (n = 1, 2, . . . ,):

Σn
i = (1− ρ−2)nΣ0

i + Σ̄i

n−1∑
k=0

(1− ρ−2)k, (3.14)

where Σ0
i is the initialization matrix. By the definition of the resolution ratio,

we have ρ > 1, which implies 1−ρ−2 ∈ (0, 1). Therefore, for all initialization

matrices, the EM sequence of covariance-matrix estimates converges to:

lim
n→+∞

Σn
i = Σ̄i

∞∑
k=0

(1− ρ−2)k = Σ̄i ·
1

1− (1− ρ−2)
= ρ2Σ̄i. (3.15)

This concludes the proof.
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Chapter 4

Supervised classification of

thermal infrared hyperspectral

images

4.1 Introduction

The work presented in this chapter differs with respect to the previously

introduced innovative classification approach. Indeed, here the aim is to ex-

plore the potential of pattern recognition approaches in the application to

long-wave infrared (LWIR) hyperspectral image classification. Although in

literature this innovative kind of remote sensing data has rarely been taken

into account for the generation of land covers maps, the interest for thermal

infrared hyperspectral images is considerably growing in the remote sensing

community. The reasons of the increasing attentions lies in the appealing

properties characterizing LWIR data, i.e. insensitivity to Sun illumination

(day and night operations), reduced sensitivity to smoke and mist as com-

pared to visible sensors, and complementarity with respect to visible and

near infrared (VNIR) imagery. While VNIR images has been intensely stud-

ied for long in the literature [81], only a few recent works address the clas-

sification problem related to LWIR hyperspectral data. Specifically, in [125]

a LWIR image composed of 32 bands was used jointly with emissivity based

information in order to develop a clustering method for man-made object.
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The halo effect, which characterize very hot or cold object in the image, is

exploited for the development of a segmentation algorithm. Then, consid-

ering foreground pixels containing only man-made object, vegetation in the

background is clustered through statistics of emissivity vectors and stochas-

tic expectation maximization is trained on the obtained segmented data.

In [124] the aim is to perform change detection taking advantage of a novel

”Normalized Difference Thermal Index”. The index proposed in the paper

is developed in order to favor the discrimination between man-made object

and other structures. In this work, four methodological approaches (three

classification and one feature reduction methods) have been considered and

validated through experiments with a real high-resolution LWIR hyperspec-

tral data set acquired over a complex urban and vegetated scene. The main

interest of this work lies in the validation of powerful image classification

approaches [98] [81] [122], which were previously found accurate in the case

of VNIR hyperspectral images, in the application to this innovative type of

remote sensing data. Here, a pattern recognition and image processing per-

spective is taken to experimentally discuss the potential and limitations in

the application to LWIR hyperspectral data. As discussed in [125] [124], the

alternate approach of physically-based methods, which incorporate prior in-

formation on LWIR image formation and may involve temperature-emissivity

separation [37], usually demonstrate effective for the classification of LWIR

hyperspectral data. Specifically, the considered classifiers are:

• a well-known non-contextual Bayesian classifier with Gaussian class-

conditional distributions [81];

• a contextual classifier based on a Markov random field (MRF) model

for the spatial neighborhood information [98] [72];

• a Markovian multiscale region-based classifier [98].

Since LWIR hyperspectral sensors are normally airborne and the result-

ing spatial resolutions can be very high, special focus has been put to inte-

grating spatial information into the classification process by including MRF

models (methods (ii) and (iii)) and region-based processing (method (iii)).

Furthermore, the application of Bayesian classifiers to hyperspectral images
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is generally sensitive to the Hughes’ phenomenon, which occurs when the

training set size is not large enough to ensure a reliable estimation of the

classifier parameters [81]. Therefore, methods (i) and (ii) have also been

applied in conjunction with a feature reduction technique [81] [122]. The

considered approach is the sequential forward band extraction (SFBE) [122],

which projects the original feature space onto a lower dimensional subspace

by computing, from the original hyperspectral bands, a collection of synthetic

multispectral bands optimized with respect to the considered classification

problem.

4.2 Methodology

4.2.1 Sequential forward band extraction

Let a LWIR hyperspectral image containing n channels (h-bands) be avail-

able along with a training map associated with a set Ω of C information

classes. SFBE was proposed and validated in the case of VNIR hyperspec-

tral images [122]. Here, its possible relevance for feature reduction from

LWIR hyperspectral data is experimentally discussed. SFBE computes a

set X of m transformed features (m ≤ n), that emulate the spectral bands

(s-bands) of a synthetic multispectral sensor and are optimized in order to

maximize an interclass distance measure J (X) [122]. Specifically, the Jeffries-

Matusita distance is used because of its relationship to the error probability

of Bayesian non-contextual classifiers [23]. The distance is computed using a

Gaussian model for each class-conditional distribution, a well-known model

for the statistics of image data collected by passive sensors [81]. The class

parameters are estimated as sample means and sample covariance matrices

on the training samples. The solution X obtained by SFBE is sub-optimal

with respect to the maximization of J (·) but generally identifies a set of

s-bands that well discriminate the considered classes. Further details can be

found in [122].
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4.2.2 Contextual and non-contextual classifiers

Let I be the pixel lattice of a LWIR hyperspectral image, X be the set of m

s-bands extracted by SFBE, xi ∈ Rm be the vector of the s-bands (feature

vector) of the ith pixel (i ∈ I), yi ∈ Ω be its class label, X = {xi}i∈I and

Y = {yi}i∈I be the random fields of the feature vectors and class labels,

respectively.

The first considered classification method is a pixelwise Bayesian maxi-

mum a-posteriori (MAP) classifier with Gaussian class-conditional distribu-

tions, chosen as a well-known and consolidated non-contextual classifier for

hyperspectral data in conjunction with feature reduction [81]. It is equivalent

to minimizing the following energy function:

U (Y | X ) = −
∑
i∈I

lnp (xi | yi) −
∑
i∈I

lnP (yi) , (4.1)

where the prior probability P (yi = ω) of each class ω and the parameters

of the Gaussian ω-conditional density p (xi | yi = ω) (ω ∈ Ω) are estimated

as the related relative frequency, sample mean, and sample covariance matrix

on the training samples.

The second classifier incorporates local contextual information through

an MRF model. MRFs characterize, in a mathematically rigorous way, the

relationships between spatially local and global properties of the image statis-

tics [72]. Thanks to the Hammersley-Clifford theorem, it is possible to prove

that, if Y is an MRF, then the global (image-wise) MAP rule is equivalent to

minimizing an energy function defined locally according to a neighborhood

system [72]. Here, the Potts MRF is used to characterize spatial information,

and the following energy is minimized:

U (Y | X ) = −
∑
i∈I

lnp(xi|yi) − β
∑
i∼j

δ(yi, yj), (4.2)

where δ (·) is the Kronecker symbol, the pixelwise (unary) term is associ-

ated with the same Gaussian multivariate class-conditional distributions as

in (4.1), i ∼ j indicates that the ith and jth pixels are neighbors (i, j ∈ I),

and β is a positive parameter weighting the contextual (binary) and unary

terms.
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The third considered classifier is the MRF- and region-based method

in [98] [95]. Given a set of K segmentation maps, generated on the basis

of the input image and associated with different spatial scales, the method

minimizes the following Markovian energy function:

U (Y | X ) = −
∑
i∈I

K∑
k=1

αklnP (sik | yi) − β
∑
i∼j

δ(yi, yj), (4.3)

where P (sik | yi) is the class-conditional distribution of the segment labels

sik of the pixels in the segmentation map at the kth scale (k = 1, 2, . . . , K; i ∈
I), the last additive term corresponds again to the Potts model, αk and

β are positive weight parameters. The method is aimed at fusing spatial

information related to both the local neighborhood of each pixel and to its

membership to homogeneous regions. A multiscale approach is adopted,

i.e., multiple segmentation maps, ranging from a few coarse-scale regions to

many fine-scale regions, are used jointly. The graph-based region-growing

method in [48] is used to generate these maps. Additional details can be

found in [98] [95].

Both energies (4.2) and (4.3) are minimized using iterated conditional

mode (ICM), a deterministic method that usually exhibits short execution

times and converges to a local minimum. The weight parameters (i.e., αk, k =

1, 2, . . . , K, and β) are optimized using the technique in [121], which is based

on the Ho-Kashyap numerical algorithm.

4.3 Experimental validation

The data used for experiments are obtained from the grss dfc 2014 data set

of the 2014 IEEE GRSS Data Fusion Contest [85]. It includes an 84-channel

LWIR hyperspectral image with 1-m spatial resolution (see Figure 4.1), ac-

quired using the Hyper-Cam imager, which is based on a Fourier-transform

spectrometer. The grss dfc 2014 data set was composed of both this im-

age and of a visible RGB image at finer spatial resolution: the latter was

not used in the present experimental analysis to focus entirely on the LWIR

hyperspectral component. This experimental protocol made the land cover

mapping problem especially challenging because the 7 classes of this data set
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(see Table 4.1), which included three roof classes (“red,” “grey,” and “con-

crete roof”) and two vegetated classes (“low vegetation” and “trees”), were

drawn mostly on the basis of visible data and can hardly be discriminated

when only thermal data are used. Accordingly, experiments with both this

set of 7 classes and a set of 4 classes obtained by merging “low vegetation”

and “trees” into one “vegetation” class and the three roof types into one

“roof” class, were performed.

SFBE was applied to extract m s-bands with 2 ≤ m ≤ 82. Figure 4.2

shows the behavior, as a function of m, of the overall accuracy (OA) of the

Gaussian Bayesian classifier of (4.1) and of the MRF-Based Gaussian classi-

fier of (4.2) on the test set, when applied to classify within the aforementioned

4 classes in the resulting m-dimensional feature space. As m increased, first a

sharp increase in OA was obtained by both classifiers, and then, a saturating

behavior was remarked. This is consistent with the results that are usually

obtained when feature reduction and Bayesian classifiers are applied to VNIR

hyperspectral images [72]. For this data set, both classifiers obtained their

maximum values of OA on the test set when they were applied to the original

84-dimensional space. This result may not hold in general and suggests that

the number of training samples of this specific data set was enough to com-

pute accurate estimates of the class parameters without a severe impact of

the Hughes’ phenomenon. Higher values of OA were obtained for all values

of m by the MRF-based than by the non-contextual classifier. This is con-

sistent with the capability of the former to incorporate spatial neighborhood

information in the classification of a high spatial resolution image. The be-

havior of OA as a function of m in the case of 7 classes was similar (although

with lower values of OA; see also below), and is omitted for brevity.

The confusion matrices obtained on the test set by the MRF-based Gaus-

sian classifier in the cases of 7 and 4 classes are reported in Tables 4.1 and

4.2, respectively. In either case, the confusion matrix obtained using the

number m of s-bands corresponding to the maximum value of OA is shown.

When all the 7 classes in the grss dfc 2014 data set were used, substantial

confusion among the three classes describing different kinds of roof was re-

marked (see Table 4.1). Indeed, these classes correspond to similarly shaped

objects that differ in VNIR reflectance but may generally not exhibit large
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(a) (b) (c)

(d) (e) (f)

Figure 4.1: False color composite of bands no. 1, 40, and 75 of the LWIR

hyperspectral image (a), training map drawn mostly on the basis of visible

data (b), classification map obtained by the MRF-based Gaussian classifier

(c), non-contextual Gaussian Bayesian classifier (d), contextual SVM classi-

fier (e), and non-contextual SVM classifier (f). See Tables 4.2 and 4.3 for the

color legend.
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Figure 4.2: Behavior of the OA of the non-contextual Gaussian Bayesian and

of the MRF-based Gaussian classifiers as a function of the number of s-bands

extracted by SFBE (4 classes).

(a) (b)

(c) (d)

Figure 4.3: Feature reduction effects on the MRF-based Gaussian classifier

(c), non-contextual Gaussian Bayesian classifier (d), contextual SVM classi-

fier (e), and non-contextual SVM classifier (f).
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differences in emissivity or temperature, a scenario that makes it hard to

distinguish among them, even though local spatial context is used through

an MRF model. Similar comments hold with regard to the two vegetated

classes. Discrimination between “bare soil” and “low vegetation” was also

poor in the case of the pixel-based classifiers of (4.1) and (4.2). The com-

parison between the confusion matrices in the cases of 7 and 4 classes (see

Tables 4.1 and 4.2) confirms that, when operating with 7 classes, a substan-

tial amount of labeling errors was due to confusions within roof and vegetated

cover types, whereas a unique roof class and a unique vegetated class could

be more accurately discriminated using the considered LWIR hyperspectral

image although no VNIR data were employed (see also Figure (4.1)).

In Table 4.3, the accuracies of all the three considered classifiers, when

applied to the 4-class case, are shown (the results with 7 classes are again

omitted for brevity). The segmentation method in [48] was applied to the

original 84-band LWIR image to generate 5 segmentation maps correspond-

ing to different spatial scales. As discussed in [95], the Markovian region-

based classifier of (4.3) is usually not critically sensitive to the number of

scales considered, provided that at least one very fine scale and one coarse

scale segmentation results are employed. Increased values of OA and of the

average accuracy (AA) were obtained by the MRF-based classifier of (4.2)

as compared to the non-contextual method of (4.1) and by the multiscale

region-based technique of (4.3) as compared to both pixel-based methods.

This is consistent with the capability of the method in [98] [95] to integrate

spatial information associated with both the local neighborhood of each pixel

and homogeneous regions in the input image. When region-based processing

was used, the accuracies in the discrimination of “bare soil” and “vegeta-

tion” increased of 37.4% and 8.4%, respectively, as compared to the use of

the pixelwise MRF-based classifier, thus suggesting that confusion between

bare and vegetated covers was reduced. However, less precise discrimination

was obtained for “roof” by the classifier in (4.3) than by the one in (4.2),

although still maintaining a satisfactory accuracy.
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Table 4.1: Confusion matrix of the MRF-based Gaussian classifier on the

test set, in the application to 7 classes.

Classification map

Test map
road red roof grey roof

concrete

roof

low

vegetation
trees bare soil

road 10220 6 8 26 5 5 0

red roof 347 898 612 37 31 0 0

grey roof 173 905 1191 58 25 0 0

concrete roof 191 157 365 96 0 0 0

low vegetation 164 49 22 179 1311 8 0

trees 65 92 272 219 613 2 0

bare soil 16 0 0 45 971 0 918

Table 4.2: Confusion matrix of the MRF-based Gaussian classifier on the

test set, in the application to 4 classes.

Classification map
Test map

urban vegetation roof bare soil

road 10137 3 130 0

vegetation 179 1836 981 0

roof 423 36 4627 0

bare soil 15 956 83 896
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Table 4.3: Classification accuracies of the considered classifiers on the test

set.

Classification map

Test map Non-contextual

Gaussian Bayesian

MRF-based

Gaussian

Markovian region-

based multiscale

road 97.9% 98.7% 98.7%

vegetation 53.8% 61.3% 69.7%

roof 85.0% 91.0% 80.0%

bare soil 45.5% 46.0% 83.3%

OA 83.1% 86.2% 88.3%

AA 70.6% 74.2% 82.9%

4.4 Conclusion

The potential and limitations of three approaches to supervised classification,

including pixel-based, region-based, Markovian, and multiscale processing,

have been experimentally analyzed in the application to thermal infrared hy-

perspectral data. Experimental results with a challenging data set pointed

out that rather high accuracy was obtained when considering “high level”

thematic classes associated with roads, vegetation, bare soil, and roofs. On

one hand, it is worth noting that the input image was collected during day-

time [85], thus making temperature relevant in the discrimination of the-

matic classes whose emissivities could be hardly distinguished otherwise. On

the other hand, it was not possible to effectively discriminate more detailed

classes, such as different types of vegetation or roofs made of different ma-

terials, due to the strong spectral overlapping in the feature space of the

thermal hyperspectral channels. Significantly higher accuracies could be ob-

tained through the fusion of LWIR and visible higher resolution imagery [85],

although the latter was not used in the present study. Furthermore, in the

case of the considered data set, the use of feature reduction, which is gener-

ally a major tool in the analysis of hyperspectral data, did not allow gains in
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labeling performance to be achieved as compared to classifying in the original

feature space directly. Further experiments, based on support vector classi-

fiers and not reported for brevity, did not provide improved classification as

compared to the aforementioned methods.

On one hand, the conducted experiments overall suggested the effective-

ness of the pattern recognition approach in the application to LWIR hyper-

spectral image classification. On the other hand, the combination of this

approach and of physically-based models describing the behaviors of tem-

perature and emissivity [37] could allow the information brought about by

LWIR hyperspectral data to be further and more accurately exploited.
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Chapter 5

Parameter optimization for

Markov random field models

for remote sensing image

classification

5.1 Introduction

As mentioned in the Introduction of this thesis, the most proposed method

here for remote sensing application are rooted in the theory of Markov ran-

dom fields models (MRFs). However, the objective of the research presented

in this chapter is not to propose a classification approach but rather to deal

with a key aspect related to the application of MRFs in the classification

process, namely the energy minimization task. Indeed MRFs, owing to the

Hammersley-Clifford theorem, allow formalizing Bayesian decision rules as

the minimization of suitable energy functions [72]. On one hand, the ap-

plication of the maximum a-posteriori decision rule to a global probabilistic

model associated with an entire image would be computationally intractable

due to the huge number of unknown variables. On the other hand, un-

der Markovian assumptions, the minimum-energy reformulation, which is

linked to a spatial neighborhood system defined on the pixel lattice, turns

out to be computationally affordable thanks to efficient algorithms such as
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graph cuts or iterated conditional mode (ICM) [72] [98]. Indeed, the en-

ergy function of an MRF model generally includes parameters, whose values

may critically affect the performances of the resulting classification schemes

in terms of accuracy, spatial smoothing and anisotropy, and sensitivity to

small-scale details and thin structures [66] [121]. The choice of appropri-

ate values for these parameters is often accomplished through manual trial-

and-error procedures that are usually time-consuming and possibly affected

by empirical choices performed by the user/operator. Therefore, automatic

techniques to optimize the parameters of MRF models represent important

tools for image classification. This problem has been addressed mostly in

the case of unsupervised classification and more scarcely in the case of su-

pervised image classification. Direct maximum likelihood estimation of MRF

model parameters is usually computationally unfeasible except for very spe-

cific MRF models [66]. Alternate approaches for unsupervised classification

include pseudo-likelihood functions, which represent computationally feasible

approximations of the log-likelihood but often lead to underestimating the

strengths of spatial inter-pixel interactions [66] [121]; stochastic gradient and

Monte Carlo techniques, which incorporate stochastic sampling processing

steps [66]; and mean square error (MSE) approaches, which use least squares

fitting to address suitable sets of linear algebraic conditions on the unknown

parameters [42]. In the case of supervised classification, MSE, genetic, and

case-specific heuristic algorithms have been proposed [72] [121]. Here, a novel

parameter optimization method is proposed for MRF models for supervised

classification. The method is focused on MRFs such that the energy func-

tions can be expressed as linear combinations of different contributions (e.g.,

resulting from multiple information sources in a multisource fusion scheme)

and the unknown parameters are the weights of these linear combinations.

This methodological assumption is quite general and encompasses many well-

known models developed for spatial-contextual [72], multisensor [121], and

multitemporal image classification [91]. The proposed technique is based on

the MSE approach and on the sequential minimal optimization (SMO) algo-

rithm for the resolution of a suitable quadratic programming (QP) problem.

The original SMO algorithm in [105] and its variants (e.g., [47]) have gained

substantial popularity in recent years due to their successful applications to
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the QP problems involved in the training of support vector machines (SVMs).

An approach based on MSE and on the Ho-Kashyap algorithm was proposed

in [121] for the same supervised classification task. Drawbacks of that ap-

proach included long computation time, unpredictable number of iterations

to reach convergence, and non-guaranteed positivity of the solution. The

method proposed here overcomes these limitations taking advantage of the

combination with the SMO algorithm and of an improved MSE formulation.

5.2 Methodology

An image data set is assumed to be available together with a collection of

training samples to be used for learning and parameter optimization. The

data set may include single-date or multitemporal, single-sensor or multisen-

sor imagery [72] [121] [98]. Given a pixel lattice I and a neighborhood system

on I, an MRF model is postulated for the joint posterior distribution of the

class labels {yi}i∈I of the pixels, conditioned to the corresponding satellite

observations {xi}i∈I , i.e.;.

P (yi|yj, j 6= i,xi) = P (yi|yj, j ∼ i,xi) ∝ e−U(yi|y∂i,xi), (5.1)

where i ∼ j denotes that pixels i and j are neighbors, y∂i is the vector of

the labels of the neighbors of pixel i (i, j ∈ I), and U(·) is the (local posterior)

energy function of the considered MRF model [72] [121] [98]. Real-valued pa-

rameters λ1, λ2, . . . , λL are generally included in this function. Here, a linear

relationship between U(·) and the vector λ ∈ RL of these parameters [121]

is assumed to hold. In this case, λ` is usually the weight of the `th term in

a linear combination of L energy terms (` = 1, 2, . . . , L). As proven in [121],

if this linear relationship holds, then the condition of correct classification of

the training samples can be written as an overconditioned system of linear

inequalities, i.e.:

Eλ ≥ 0, (5.2)

where the R× L matrix E (R� L) is derived from U(·) using an initial

classification map and the training map. Details on the computation of E
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can be found in [121].

The approximate solution of this overconditioned linear system is ad-

dressed through the MSE criterion and reformulated as a constrained QP

problem to take benefit from the computationally efficient SMO algorithms

that have been recently developed in the framework of SVM. SMO belongs

to the family of active-set methods that decompose a QP problem involving

many variables into an appropriate sequence of subproblems, each focused

on a subset of the variables. In particular, SMO generates a sequence of sub-

problems, which operate with pairs of variables and for which closed-form

solutions can be computed [105] [47].

In the proposed method, the combination of the MSE approach to MRF

parameter estimation and of SMO is accomplished by proving that a case-

specific QP formulation exists that satisfies the following two conditions:

• it is consistent with the aforementioned system of linear inequalities

associated with the correct classification of the training set;

• it belongs to the family of QP problems to which the SMO formulation

in [47] is applicable.

On one hand, the second condition is operatively relevant because it al-

lows taking benefit from the computational efficiency of the QP algorithm

in [47], which was originally developed for SVM learning and is incorporated

here within the proposed MRF parameter optimization scheme. On the other

hand, it is a non-trivial condition because the family of QPs addressed by the

algorithm in [47] does not encompass the numerical solution of an arbitrary

MSE problem.

The system (5.2) of linear inequalities is reformulated as the following

system of linear equalities involving a vector b ∈ RR of non-negative “margin”

variables, i.e.:

Eλ = b, b ≥ 0. (5.3)

If E# =
(
ETE

)−1
ET denotes the (left) pseudo-inverse of E, then a nec-

essary condition for this system to be satisfied is:
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E# (Eλ− b) = 0⇒ λ = E#b. (5.4)

According to their meaning as weights of energy terms, it is generally

desirable that the λ` parameters (` = 1, 2, . . . , L) are strictly positive. The

following MSE formulation is proposed to integrate the aforementioned linear

condition and this positivity constraint: min
a∈RL, b∈RR

∥∥a+ ε1L − E#b
∥∥ 2

a ≥ 0, b ≥ 0
(5.5)

where a is an auxiliary unknown vector such that λ = a + ε1L, ε is

a positive tolerance representing the smallest admissible value of each un-

known parameter, and 1L denotes the vector in RL comprising L unitary

components. After some algebraic manipulations, (5.5) can be written as:
min
α∈RN

(
1
2
αTQα+ pTα

)
α ≥ 0

1TNα = 1− Lε

(5.6)

where N = R + L, p ∈ RN , Q is an N ×N matrix,

α =
[ a
b

]
, Qhk = eThek, pk = εeTk 1L, (5.7)

IL denotes the L×L identity matrix, and ek ∈ RL is the kth column of the

L×N block matrix [IL|−E#] (k = 1, 2, . . . , N). Indeed this problem belongs

to the family of QPs that can be addressed using the SMO formulation in [47].

The constraint 1TNα = 1−Lε is acceptable because parameters and margins

are determined only up to some arbitrary positive multiplicative coefficient.

So the condition 1TLλ+ 1TRb = 1 yields no loss of generality. It implies:

1TLa+ ε1TL1L + 1TRb = 1TNα+ Lε = 1, (5.8)

which results in the equality constraint of (5.6), provided that 1−Lε > 0,

i.e., ε < 1/L. Furthermore, it is also possible to prove that this constraint

also implies that (`, h = 1, 2 . . . , L):
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1

ρ
≤ λ`
λh
≤ ρ =

1

ε
− (L− 1) , (5.9)

i.e., ε is related not only to the minimum admissible value of each pa-

rameter but also to the maximum admissible ratio ρ between two distinct

parameters.

5.3 Experimental validation

The proposed method was experimentally validated with three distinct MRF

models, associated with both single-date and multitemporal image classifi-

cation, and with five data sets. The data sets included:

• a multipolarization and multifrequency SIR-C/XSAR image (700 ×
280 pixels) acquired over an agricultural area near Pavia (Italy) and

including the “dry soil” and “wet soil” thematic classes;

• a Landsat-5 TM data set (494 × 882 pixels) acquired over an agricul-

tural area near Alessandria (Italy) and presenting four classes (“bare

soil”, “wet soil”, “wood”, and “cereals”);

• an airborne data set (250 × 350 pixels) composed of 6 optical bands

and 9 multipolarization and multifrequency SAR channels, acquired

over Feltwell (UK) and presenting five agricultural classes;

• a 4 m resolution IKONOS data set (1999 × 1501 pixels) acquired over

Itaipu (Brazil/Paraguay border) and presenting seven classes, including

vegetated and urban/built-up land covers;

• a multitemporal pair of 10-m resolution SPOT-5 HRG images (1500

× 1160 pixels) acquired near Beijing (China) in 2003 and 2005 and

presenting five urban and vegetated classes.

The three considered MRFs included:

• a single-date model based on the well-known Potts spatial MRF and

on pixelwise Gaussian class-conditional statistics [72];
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• a single-date model based on the Potts MRF and on the characteri-

zation of pixelwise statistics through the k-nearest neighbors (k-NN)

algorithm [72];

• the multitemporal model in [91] that fuses the information associated

with pixelwise statistics, spatial context, and temporal context through

temporal transition probabilities.

In all experiments, energy minimization was addressed using ICM, which

is usually an acceptable tradeoff between classification accuracy and compu-

tational burden. The results of the proposed method were compared with

those given by:

• the previous method in [121], named HK-MSE in the following, which

formulates the correct classification of the training pixels as the linear

system (5.2) and, as compared to the proposed technique, uses a simpler

quadratic formulation and the Ho-Kashyap numerical procedure;

• the application of the Goldfard-Idnani (GI) method, which is a general-

purpose active-set technique for convex QPs [56], to a QP problem

resulting from the same linear system.

Preliminary experiments, not reported for brevity, confirmed limited sensi-

tivity to the choice of the maximum ratio ρ between distinct parameters. In

the following ρ ' 25 was used.

As a preliminary analysis, Table 5.1 shows, for each data set, the numbers

of violated inequalities in the approximate solutions provided by the proposed

method and HK-MSE for the system (5.2). Fewer inequalities turned out to

be violated by the proposed method than by the previous one, which sug-

gests an improved capability to identify parameter configurations that favor

reduced errors on the training set. Table 5.1 also summarizes the accura-

cies on the test sets and the execution times of the proposed method and

of the previous one in [121]. The proposed algorithm identified parameter

configurations that ensured rather high classification accuracies on the test

samples of all considered data sets. Especially accurate results were obtained

with the Pavia, Alessandria, and Itaipu data sets, thus suggesting the effec-

tiveness of the method when applied to diverse spatial resolutions and MRF
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5.3. Experimental validation

Table 5.2: Classification accuracies and comparison of the execution times

of the proposed method and the Goldfard-Idnani approach (OA = overall

accuracy; AA = average accuracy
Goldfarb-Idnani Proposed

Dataset OA AA Time: GI/HK-MSE OA AA Time: Proposed/HK-MSE

Alessandria 94.20% 86.49% >>1000 94.99% 86.20% 0.14

Fetwell 82.87% 80.33% 422 83.80% 81.01% 0.50

models. Lower accuracies were obtained for Feltwell due to the small equiv-

alent number of looks of the related SAR channels and to the substantial

overlapping among the related agricultural classes in the feature space. In

the case of the multitemporal Beijing data set, more accurate maps were ob-

tained for the image collected in 2003 than for that acquired in 2005, due to

the stronger spectral overlapping among the classes in the latter than in the

former. The comparison between the results of the proposed and HK-MSE

algorithms pointed out that very similar accuracies were obtained by the two

methods, which was an expected result due to the similarity between the

corresponding MSE criteria. However, significantly shorter execution times

were necessary to the proposed algorithm to identify appropriate parameter

configurations for most data sets. An additional advantage of the developed

method over HK-MSE is that the former analytically guarantees positivity

of the parameters while the latter may converge to negative solutions. In the

three MRFs considered for experiments, the parameters represent the weights

of various energy contributions, so negative solutions are not analytically for-

bidden but are strongly undesired as they can affect classification accuracy.

It is also worth recalling that, in [121], it was experimentally demonstrated

that more accurate classification results were generally obtained by using

the parameter values provided by HK-MSE than by the pseudo-likelihood

approach. A second experimental comparison, focused on the Alessandria

and Feltwell data sets, was performed between the developed technique and

the GI method. In both cases, the two methods exhibited a strong simi-

larity in the accuracy values on the test set with slightly higher OA values

for the proposed method witch allowed an increase in OA of less than 1%.

This was an expected result because both approaches adopt the same energy
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5.4. Conclusion

(a) (b)

(c) (d)

Figure 5.1: “Feltwell”: color composition of the image channels (a) and clas-

sification maps generated by the proposed method (b) and by the technique

in [121] (c).

minimization algorithm (ICM) and the same MSE criterion for parameter

estimation. Nevertheless, the computational time was significantly shorter

for the proposed method with differences of several orders of magnitude com-

pared to the GI one (Table 5.2). The experimental results and comparisons

overall suggested that the proposed method is effective in identifying param-

eter configurations that favor high classification accuracy on test samples

with reduced computational burden as compared to alternate and previous

approaches. This is interpreted as due to the effective combination of SMO

and of training information to appropriately characterize the correct labeling

of the training data and derive effective parameter values.

5.4 Conclusion

In this chapter, a novel parameter optimization method has been proposed for

MRF models for contextual supervised classification problems. The proposed

technique generalizes a quadratic formulation and maps the parameter opti-
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5.4. Conclusion

(a) (b)

(c) (d)

Figure 5.2: “Alessandria”: RGB false-color composition of the Landsat-5

TM channels (a) and classification maps generated by the proposed method

(b) and by the technique in [121] (c).

mization problem to an appropriate quadratic programming problem feasible

for the resolution through the SMO algorithm. The method has been tested

with five different data sets which differ in type of sensor, spectral and spatial

resolution, number of classes and number of channels, and has been compared

with two previous techniques, the first one based on a similar QP formulation

and on the Ho-Kashyap numerical method, and the second one based on the

application of the Goldfard-Idnani method. As expected, the proposed ap-

proach reached the same or slightly higher overall accuracy values than these

approaches because all considered methods share similar objective functions

and use the same ICM algorithm for the classification task. However, the

proposed method overcomes the limitations of the previous ones showing a

remarkable reduction of computation time and allowing the positivity of the

MRF parameters to be encoded as a constraint. This result validates the

effectiveness of the proposed approach and the capability of Platts algorithm

in terms of both computational time and memory occupation. Possible fu-

ture extensions could be the validation of the proposed approach with other

MRF models, including, for instance, multiscale or multiresolution modeling,

texture components, or edge-preserving processing [98].
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Chapter 6

Fault diagnosis for power

generation plants based on

solid oxide fuel cell

6.1 Introduction

Fuel cells (FCs) are electrochemical reactors that convert hydrogen energy

into electrical energy through a reaction that uses oxygen [132] [11]. They

are similar to flow batteries but can continuously produce electricity as long

as the reaction is fed with fuel and oxygen. Power generation plants based

on FCs represent one of the most promising and strategic technologies de-

veloped in recent decades because of their high energy conversion efficiency

and environmental compatibility.

Proton exchange membrane FCs (PEMFCs) and solid oxide FCs (SOFCs)

are the most widely used types of FCs [132] [11], and they have distinc-

tive features, potential applications, and specific advantages and disadvan-

tages. These two types of FCs are actually different electrochemical systems:

PEMFCs are developed primarily for vehicular applications because they are

lightweight systems that operate at approximately 80 ◦C, whereas SOFCs

are preferred for distributed electricity generation because they operate at

approximately 850 ◦C, providing high-quality waste heat to recover in cogen-

eration and bottoming cycles.

124



6.1. Introduction

Unfortunately, FC-based power generation plants suffer from low relia-

bility and limited lifetimes; thus, the development of specific methods for

automatic on-line fault diagnosis is of paramount importance for their com-

mercial diffusion and constitutes an active field of research [104] [130]. The

differences between PEMFCs and SOFCs, as well as the differences between

the related power generation plants, result in significantly different malfunc-

tioning mechanisms and fault typologies. Although numerous fault detection

and isolation (FDI) methods have been developed for PEMFCs and related

plants, as reviewed in [104], SOFCs and related plants have received insuf-

ficient attention until now [131] [9] [134] [103] [108]. The aforementioned

differences make it impossible to directly apply the FDI methods developed

for PEMFC plants to SOFC plants.

In this chapter, we focus on SOFC-based power generation plants. Al-

though these plants are not expected to perform load following, they should

work both at the design point and in several off-design operating conditions,

i.e., in numerous steady-state operating conditions. In addition, the faults

that affect these plants are not binary events; rather, their size or extent can

take on values in wide continuous intervals. Thus, to avoid efficiency losses

and irreversible damages in SOFC plants, it is particularly important to

rapidly detect and identify possible faults as soon as they occur irrespective

of their size or extent and of the current operating condition.

Despite these needs, the vast majority of the FDI methods proposed for

SOFC-based power generation plants [131] [9] [134] [108] are designed to

function under a single steady-state operating condition (or under a very

restricted number of operating conditions) and for a small set of discrete

sizes or extents of the considered faults. The reason for this limitation is

that these FDI methods implement a conventional model-based FDI scheme

in which the residuals (i.e., the differences between the measurements per-

formed on the plant and the model predictions) are used for fault identifi-

cation through an inference approach [68] [153] [69], namely, the fault sig-

nature matrix (FSM). This matrix associates each considered fault with a

binary vector that has a number of elements equal to the number of residu-

als. If a given residual exceeds its threshold, then the corresponding vector

element is equal to one; otherwise, it is equal to zero. As discussed in [46]
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6.1. Introduction

for PEMFC plants and in [108] for SOFC plants, the use of binary codifica-

tion of the residuals loses valuable information, and the strict association of

each fault with a single vector does not allow all the possible combinations

of fault sizes and operating conditions to be encompassed. Nevertheless, if

the SOFC plant is operated in many operating conditions and different fault

sizes can occur (relevant assumptions in the application to real-world SOFC

systems), then each fault can generate multiple binary vectors. Vice versa,

there are specific binary vectors that can be obtained as the result of two or

more faults. Therefore, the relationship between binary vectors and faults is

many-to-many, which implies an intrinsic ambiguity, i.e., one cannot univo-

cally determine the fault from the observation of the binary vector. Further-

more, from a pattern-recognition perspective, residuals are used as features

for the detection and classification of faults, and thresholding a feature im-

plies partitioning the feature space with a hyperplane orthogonal to one of

its axes. Therefore, the decision regions corresponding to any decision rule

that operates only on binarized features are constrained to be aligned with

these hyperplanes. This is severely restrictive, especially as compared to a

classifier that can operate with the original features and their joint statistics,

and is allowed to determine arbitrarily shaped decision regions to maximize

classification accuracy. Finally, the design of the threshold values is a critical

task that significantly affects FDI performance [108].

During the Ph.D. program, two different contribution to FDI method-

ologies has been developed with the aim to overcome the aforementioned

limitations in SOFC plants.In the proposed approaches the dataset is col-

lected through an SOFC plant model in which the capability of simulat-

ing faulty conditions has been implanted and the residuals are processed

through a statistical classifier that detects and identifies the faults in place

of the thresholds and FSM. The introduction of a classifier and of a wide

dataset to train such a classifier is typical of the data-driven FDI strategy

(also called history- or knowledge-based strategy) [153] [89] [164] [158] [53].

This combination between the conventional formulations of model-based and

data-driven FDI strategies constitutes another FDI approach, named hybrid

or integrated strategy [164] [53] [127] [87]. Specifically, in the first proposed

FDI solution the statistical classifier is implemented through a support vector
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6.2. Fault detection and isolation

machine (SVM). Furthermore, the problem of determine, among the variables

that can be measured in the SOFC system, those which play the most crit-

ical role for the fault detection task is also addressed. For this purpose, a

feature selection technique is integrated with the optimization of the param-

eter of the SVM classifier in a unique novel method. In the second proposed

FDI solution, for the first time in FC field, random forest (RFs), a powerful

supervised non-parametric classification approach, has been chosen as the

pattern recognition technique to be used to develop an hybrid FDI approach

for SOFC-based generation plant. Moreover, a data-driven strategy based

again on RFs is developed and an experimental comparison between the pro-

posed hybrid approach, the purely data driven strategy and a model-based

FDI schemes adopting the FSM is carried out.

6.2 Fault detection and isolation

6.2.1 Model-based approach

Although the model-based FDI theory includes several schemes for the in-

teraction between the real plant and the plant model [68] [153], the parity

equation scheme with output errors [69] is the preferred option for SOFC

plants [131] [9] [134], [108]. As shown in Figure 6.1, the plant and model re-

ceive the same inputs (which determine the plant operating conditions), and

when no fault occurs, they are expected to produce the same outputs (which

represent the monitored physical variables). In this condition, the residuals

are zeros for less than the modeling and measurement errors. In the strategy

commonly adopted for SOFC plants, the residuals are used to detect any

possible fault through (absolute or relative) thresholds. Subsequently, the

binarized residuals are used to identify the fault through an FSM, arranged

based on a fault tree analysis, which is a deductive top-down tool and is

typically used in safety and reliability engineering [9] [134] [108]. Because

fault identification is performed using an inference approach, pattern recog-

nition techniques are not involved in this task, and no dataset is necessary

for training purposes. In this classical model-based FDI strategy for SOFC

plants, the only possible use of pattern recognition techniques is to arrange a
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6.2. Fault detection and isolation

Figure 6.1: Schematic of the classical model-based FDI strategy for FC plants

based on parity equations with output errors [69], residual binarization, and

FSM.

qualitative model for the plant, in case a quantitative model is not available

or viable, as reviewed in [157] [90].

6.2.2 Data-driven approach

To the best of the author knowledge, a purely data-driven FDI strategy [153]

[89] [164] [53] has not yet been proposed for SOFC plants. However, some

data-driven schemes have been considered for PEMFCs and related plants,

as reviewed in [167]. As shown in Figure 6.2, in the general data-driven

scheme, both plant inputs and outputs feed the FDI system. The latter is

implemented by pattern recognition or artificial intelligence techniques and

should be adequately trained through statistically representative datasets

or a priori knowledge. SVMs, neural networks and expert systems are the

preferred tools for the fault diagnosis [53] [117] [101] [118]. Unlike in the

previous FDI strategy, a plant model is not required, and the fault detection

and fault identification are potentially two undistinguished tasks (i.e., the

plant healthy status represents a given class, such as each considered fault).

Here, a data-driven FDI system is developed and tested by using the RFs to

assemble a non-parametric supervised classifier.
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6.2. Fault detection and isolation

Figure 6.2: Schematic of the data-driven FDI strategy applied to FC plants.

6.2.3 Hybrid approach

A possible combination of the two previous strategies leads to a hybrid FDI

strategy in which, as illustrated in Figure 6.3, a plant model that receives the

same inputs of the real SOFC plant is used to predict the monitored variables.

The residuals generated by the parity equations with output errors [69] are

used to detect and identify faults through a statistical classifier, such as that

used in data-driven approaches, adequately trained offline using statistically

representative datasets. Additionally, in this case, the fault detection and

fault identification are two undistinguished tasks, preventing the need to

set detection thresholds. Moreover, the classifier exploits the original values

of the residuals without any binarization. The strategies proposed in this

chapter fall within this FDI family. In the former a quantitative model for

an SOFC plant is used together an SVM classifier and a joint model and

feature selection technique is developed. In the latter the introduction of

RFs as a powerful, flexible and time inexpensive technique for assembling

the statistical classifier allows the adoption of a rapid training and testing

procedure for the FDI system in many different configurations.

6.2.4 Plant models simulating healthy and faulty con-

ditions

The requirement of a large amount of data for training the statistical clas-

sifier used in the data-driven and hybrid FDI strategies (i.e., a collection of
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6.2. Fault detection and isolation

Figure 6.3: Schematic of the hybrid FDI strategy for FC plants, where residu-

als generated by the parity equations are processed by an adequately trained

statistical classifier.

Figure 6.4: Replacement of the real FC plant and related sensors (see Figures

1 to 3) by a plant model, which simulates healthy and faulty conditions and

whose output variables are subject to random errors.
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6.2. Fault detection and isolation

the monitored variables or their residuals obtained under different healthy

and faulty operating conditions and with various fault sizes) represents a

practical problem. Not only is the collection of these data exceptionally

time-consuming but the implanting of real faults in real systems also often

produces irreparable damage with related economic loss. A similar prob-

lem occurs when the functioning of a conventional model-based FDI system

should be assessed. Model-based FDI potentially offers a solution to this

problem: if the model enables fictitious faults to be implanted inside it, such

a model can be used to simulate a real plant operating under faulty condi-

tions [103] [108] [94] [30] [99]. However, to also introduce model uncertainty

and measurement tolerance, it is necessary to include random errors in the

values of the physical variables simulated for the real plant. Each simulated

variable can be multiplied by a random independent variable γε, uniformly

distributed in [1− ε, 1 + ε], where 100ε represents the maximum percentage

error. In other words, the two grey blocks in Figures 6.1 6.2 6.3 can be re-

placed by the blocks depicted in Figure 6.4, devoted to generating a realistic

simulation of the monitored variables also in faulty conditions. The data ob-

tained due to this replacement can be used to train the classifier (if any) and

evaluate the performance of the FDI system. Therefore, the availability of

a plant model that simulates healthy and faulty conditions is important not

only for model-based but also for data-driven strategies, particularly during

offline training and testing operations.

The replacement of the real plant by a model is effective if the model is

reliable and accurate. This requirement is typically satisfied when a quanti-

tative mathematical model is deployed and has been validated with experi-

mental trials that encompass several operating conditions. In addition, the

inclusion of the physical equations that govern the real plant makes the quan-

titative model well suited for implanting fictitious faults with the required

reliability and accuracy [130] [58].
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6.3. Measurements and faults in solid oxide fuel cell plant

Figure 6.5: Schematic of the SOFC plant.

6.3 Measurements and faults in solid oxide

fuel cell plant

6.3.1 Plant structure and operating conditions

The considered laboratory-scale power generation plant is composed of a

reformer, an SOFC stack, and a post burner, as schematically illustrated in

Figure 6.5. The reformer is fed with a mixture of methane and steam and

converts the methane into hydrogen and carbon monoxide. These compounds

are fed into the anode compartment of an SOFC stack while air is fed into

the cathode compartment. The SOFC stack is composed of a number of

rectangular planar cells superimposed onto each other. The electrochemical

reaction produces steam and carbon dioxide along with electrical power and

heat. The anode exhaust is mixed with the cathode exhaust and burned

in the off-gas burner to reduce the release of pollutants and increase the

temperature of the flue gas for further utilization.

The considered power generation plant is typically operated under

two control strategies (i.e., constant-current and constant-voltage) and is

equipped with an inverter. In addition to its primary task of converting the

DC electric power produced by the plant into AC electric power, the inverter

controls the power supplied by the plant and the operational mode of the

stack. The flow rates of the fuel, air and water entering the power generation

plant are regulated by the controller to maintain the average temperature of

the stack and the fuel utilization factor as close as possible to the desired

values. These values determine which voltage-current characteristic curve for

the SOFC stack is used. When the stack temperature and fuel utilization

factor are maintained constant, different operating conditions can be defined

moving along the characteristic curve. A potential fault affecting the SOFC
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6.3. Measurements and faults in solid oxide fuel cell plant

stack is expected to distort such a curve, whereas faults affecting other plant

components can modify the parameters that identify the characteristic curve.

In both cases, the characteristic curve changes, and the inverter should con-

trol the plant in such a way to keep the generated current or the generated

voltage constant.

In the considered experiments, the inverter controls the plant to maintain

the average temperature of the SOFC stack equal to 850 ◦C and the fuel uti-

lization factor equal to 0.75. Under the design operating condition, the plant

generates a voltage of 42.5 V and a current of 26 A (i.e., an electrical power

of approximately 1.1 kW). Starting from this reference point ten different

operating condition are defined by tuning the values imposed for constant

voltage (or constant current) Additional details regarding the structure and

control of the considered SOFC generation plant are described in [130].

6.3.2 Monitored variables and measurement difficul-

ties

The monitored variables considered in this chapter for the fault diagnosis are

the physical quantities listed in Table 6.1. The fist five physiochemical vari-

ables are initially selected due to the ease with which they can be measured by

a standard sensory suite deployed in the real plant. In addition to these vari-

ables, the adoption of a quantitative model in place of a real plant allows to

consider five additional variables related to internal parameters of the SOFC

(numbered from 6 to 10). Although they can potentially play an important

role in understanding the plant health condition, they are typically difficult

to measure in a real plant because of the difficulty in developing sensors that

can operate in the harsh conditions encountered inside the FC (in the case of

SOFC, the high temperature) and without significantly affecting the chem-

ical reactions that occur. Even though the experimental phase in the next

sections is mainly focused on the usage of the first five variable, the intended

goal in considering the additional five variable is to analyze their potentiality

for improving FDI performance. Moreover, despite these difficulties, some

recent papers propose and test sensor technologies for measuring the internal

parameters of FCs during their operation. In particular, the measurement of

133



6.3. Measurements and faults in solid oxide fuel cell plant

Table 6.1: Monitored variables used for the FDI in the considered SOFC

plant.

N. Physical quantity Measurement difficulty

1 Generated electric power Easy

2 Air flow rate entering the plant Easy

3 Reformate fuel flow rate entering the SOFC stack Easy

4 Air pressure loss between the inlet and outlet of the SOFC stack Easy

5 Temperature at the burner outlet Easy

6 Maximum temperature gradient Moderate

7 Anodic activation losses Difficult

8 Cathodic activation losses Moderate

9 Ohmnic losses Difficult

10 Nerst voltage Difficult

the temperature and temperature gradient in SOFCs [93] [60] [64] has been

proposed by adopting thin thermocouples, the measurement of temperature

and humidity in PEMFCs [77] [83] using multi-functional micro sensors, and

the measurement of the losses due to the impedance increase inside the SOFC

electrodes [3] [82] [33] [92] using the electrochemical impedance spectroscopy.

6.3.3 Fault classes

Concerning possible plant malfunctioning conditions, the following four fault

classes are considered [130]:

1. SOFC stack degradation, i.e., a performance reduction due to the in-

crease of the overall stack voltage loss due to internal problems, i.e.,

activation, ohmic and diffusion losses. It has been simulated by in-

creasing the overall stack loss to between 105% and 160% of its nominal

value.

2. Air leakage, i.e., a potential air leak between the air flow meter and the

SOFC stack, reducing the flow that enters the stack to between 50%

and 95% of the nominal rate.

3. Fuel leakage, i.e., a leak between the exit of the reformer and the en-

134



6.3. Measurements and faults in solid oxide fuel cell plant

trance of the SOFC stack, which reduces the flow to between 30% and

95% of the nominal rate.

4. Reformer degradation, i.e., a lower conversion of methane due to cata-

lyst degradation or carbon deposition, simulated by reducing the reac-

tion to between 30% and 95% of the nominal rate.

As shown in Figure 6.5, the SOFC plant under consideration includes

an SOFC stack, a methane steam reformer, a burner, a fuel feeding system

and an air feeding system. Because the burner is a well-tested and mature

technology, its faults are not taken into account. The faults of the other

four plant components are all considered, with one fault for each component.

Because the different faults that can occur inside the SOFC stack provide

similar effects [130], they have been combined into a single fault class. Sim-

ilar considerations hold for the steam reforming reactor. Consequently, the

FDI procedures discussed here cannot be used to distinguish among the dif-

ferent types of faults that occur inside the SOFC stack or in the methane

steam reformer. If necessary, further investigations (for example, chemical or

electrochemical tests) must be conducted to identify in detail the microscopic

cause of the failure, as suggested in [130].

For each of the above faults, ten different sizes are considered by setting

ten values that span the previously described ranges. Because each fault

size is applied to each of the ten operating conditions, 100 combinations of

operating conditions and fault sizes are identified for each fault. Overall, 400

combinations between the fault status (which includes the class and size of

the fault) and operating conditions are considered in our investigation.

6.3.4 Quantitative plant model

The functioning of an SOFC-based power generation plant can be effectively

simulated using a quantitative mathematical model, i.e., a model that is

based on the physical equations ruling all the processes governing the plant,

also called the “first-principle” or “white-box” model [157]. It can be ob-

tained by coupling the models of the three main components (i.e., the FC

stack, the reformer, and the burner). For the specific plant considered here,
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6.3. Measurements and faults in solid oxide fuel cell plant

the adopted model is the one extensively described in [130]. The reliability

of the model predictions is assured by the model validation that has been

performed with the experimental data collected during the operation of a

real SOFC plant identical to the assumed one [130]. The plant was manufac-

tured by Staxera GmbH (D) [2] and was tested by EBZ GmbH (D) within

the project Genius [1]. Five different steady-state operating conditions were

considered, observing a maximum difference between the measured and pre-

dicted variables that was approximately 3% [130].

As previously mentioned, to preserve the experimental plant, the fault

data can be obtained from a second version of the plant model that is mod-

ified to also simulate faulty conditions. To make the investigation more re-

liable, the model for the simulation of faulty conditions was also adequately

validated. The validation exploited real data collected from the Staxera’s

SOFC plant in which a limited number of faulty conditions were experimen-

tally mimicked, as described in [58] and similar to [99].

Finally, although the quantitative models are generally considered to be

computationally heavy, the described plant model is perfectly suited for work-

ing online in the configurations shown in Figures 6.1 and 6.3. In fact, the

considered FDI system is designed for steady-state operating conditions. This

does not represent a limitation because transitions between operating con-

ditions rarely occur in SOFC plants due to the slow transient response with

characteristic times on the order of hours. SOFC systems are currently be-

ing studied primarily for applications as distributed power generation plants,

where they are expected to work optimally at a given design point or other-

wise in off-design operating conditions, which are still steady-state operating

conditions. When the operating conditions change, it is only required that

the plant model generate the prediction of the monitored variables before

the real plant reaches the new steady-state condition. The adopted quanti-

tative model satisfies this requirement. This model can potentially extend the

functionality of the FDI to include transient conditions because the model is

inherently dynamic [130], and its running times are significantly faster than

those of the real system. For example, an experimental transient that is

2.104 s in duration that occurs in various operating conditions is simulated

in less than 103s on an Intel Xeon CPU operating at 2.93 GHz with 6 GB of
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RAM [34].

6.4 Support vector for fault diagnosis

6.4.1 Proposed hybrid approach, parameter optimiza-

tion and feature selection

In order to overcame the limited generality of the inference approach for

fault identification in model-based FDI schemes, the concept of combining a

pattern recognition approach, specifically a SVM, with physiochemical mod-

eling is developed in the context of SOFC plants. In the proposed hybrid

approach the residuals between the measured and the predicted values of the

variables taken on the SOFC are used as feature for the SVM classifier. As

previously mentioned, the classify-before-detect paradigm is applied, namely

detection and classification are not a sequence of distinct tasks but are per-

formed jointly because the non-faulty state is a class of the problem. The

fully non-parametric formulation of SVMs favor their effective application to

physically heterogeneous input variables, such as those generally involved in

FDI system. Recent examples of this formulation can be found in [1, 148].

Moreover, a review of SVM deployments for fault diagnosis in FDI field is

reported in [161]. In the considered problem five classes are involved in the

classification task (four faulty and the non-faulty class) and the one-against-

one (OAO) approach is used because of its good property in term of tradeoff

between accuracy and computational burden. First, a SVM binary discrim-

inant function fhk(·) is separately determined to discriminate between the

hth and kth classes when hk using only the training samples of these two

classes. Then, to label an unknown vector x, each function fhk(·) is applied

to x, and a vote is cast in favor of either the hth or kth class depending

on the sign of fhk(x). Finally, x is assigned to the class that received the

most votes. Detail on SVM classification approach can be found in Chapter

1 and in [152]. A relevant issue in the FDI method is to determine which of

the residuals are the most informative with respect to the discrimination of

the considered classes to minimize both the number of measurements taken

in the SOFC plant and the memory and computational requirements of the
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FDI system. At the same time, the SVM classifier involves parameters (i.e.,

the regularization parameter C [152] and possible additional parameters in

the kernel), whose values generally affect the classification accuracy. For ex-

ample, in the experimental validation of the proposed method, a Gaussian

radial basis function kernel is used:

k(x,x′) = exp(−||x− x
′||2

2σ2
),

which includes the positive parameter σ. Here, a novel method is developed

and embedded into the proposed FDI procedure to jointly perform feature

selection and parameter optimization with the aim to achieve a full automa-

tion of the FDI procedure. The key idea is to identify the feature subset

and the parameter configuration that minimize an analytical error bound,

i.e., the so-called span bound. Under mild assumptions, the span bound can

be proven to be a tight upper bound on the leave-one-out error rate [150].

It also exhibits a usually high correlation with the error rate on test sam-

ples disjointed from the training samples, provided that they are drawn from

the same distribution [96,97]. However, its computation remarkably involves

only training samples and no additional validation data. To minimize the

span bound, the proposed method combines the approaches introduced in [97]

and [119] for SVM parameter optimization and feature selection, respectively.

Let R, S, and θ be the set of all d features (i.e., the residuals), a subset

of m features (S ⊂ R), and a vector collecting the input SVM parameters,

respectively. Focusing first on a binary classification problem, l samples asso-

ciated with faulty and non-faulty condition are generated though the quan-

titative model and a vector x (i = 1, 2, ..., l) is defined. The dependence on

S and θ can be explicitly stressed by denoting as αi(S,θ) (i = 1, 2, ..., l) and

f(·|S,θ) the solution of the quadratic programming (QP) problem in [152]

and the discriminant function related to the SVM algorithm, respectively,

when the SVM is trained using the m features in S and the input parameter

vector θ. The span bound is defined as the fraction J (S,θ) of the training

samples such that αi(S,θ) > 0 and:

αi(S,θ)S2
i (S,θ) ≥ yif(xi|S,θ),

where yi is a label that takes on the value +1 or value −1 depending on th
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membership of the ith sample to either one of the two classes, and the coeffi-

cient S2
i (S,θ) (named span) can be obtained as a by-product of the training

phase by solving a further QP problem [150] or through a fast linear algebra

argument [61]. In the multiclass case, J (S,θ) is computed through OAO as

a weighted average of the span bound values obtained separately for each pair

of distinct classes, the weights being proportional to the relative frequencies

of the classes in the training set [97]. Further details on this point can be

found in [61, 97]. Indeed, J (S,θ) is a non-differentiable function of θ [150].

According to the definition recalled above for the binary case, J (S,θ) is

integer-valued and J (S,θ) proves to be piecewise constant on the space of

the admissible parameter vectors θ. Similar comments hold in the multiclass

case as well. This prevents applying numerical minimization algorithms that

make use of derivatives (e.g., the gradient or the Newton-Raphsons meth-

ods) [28]. In general, suitable numerical gradients and difference quotients

might be used to replace gradients and derivatives, but ad hoc convergence

theorems would be necessary for their specific application to the span bound.

In [28], a regularized differentiable version of the span bound is introduced

to allow gradient descent to be applied, but an additional regularization pa-

rameter, which has to be manually tuned, is necessary. Here, similar to [97],

the Powell’s algorithm is used to minimize J (S,θ) with respect to θ. Pow-

ell’s method is an unconstrained minimization technique that emulates the

behavior of the conjugate gradient method without using derivatives and

converges, under mild assumptions, to a local minimum [120]. To minimize

the resulting functional:

J∗(S) = min
θ
J (S,θ)

with respect to S, the steepest ascent algorithm in [119] is adapted and

extended. It is an iterative algorithm, initialized with a preliminary subset

of m features, which has been demonstrated effective when applied to the

maximization of Bayesian interclass distance measures in problems of remote

sensing image classification [119, 120]. Here, it is extended to the minimiza-

tion (steepest descent) of the span bound functional, combined with the

Powell’s algorithm, and integrated in the proposed FDI procedure. Specif-

ically, given a subset S of m features, the proposed feature selection and
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parameter optimization method evaluates each possible replacement of one

of the m features in S by one of the (d−m) features outside S (i.e., in R−S)

by computing the corresponding value of J∗(·), i.e., by running Powell’s algo-

rithm until convergence. Let J ′∗ be the minimum span bound obtained across

all these m(d−m) possible replacements. If J ′∗ < J∗(S), the replacement is

performed, and S is correspondingly updated. This procedure is iteratively

repeated, while reductions in the span bound are feasible through some re-

placement of a feature inside by a feature outside the current subset. The

collection of the subsets of m features is finite, so finite-time termination is

guaranteed. As discussed in [119], convergence to a local minimum of J∗(·) is

also guaranteed, whereby the notion of the local minimum is interpreted by

endowing the discrete space of the subsets of R with a metric-space topology

through the well-known Hamming distance. This property, together with

the aforementioned convergence behavior of the Powell’s algorithm, suggests

that, at the least, local minimum of the span bound functional are identi-

fied by the proposed method in the searches for both a feature subset and a

parameter vector.

Initialization of the method is performed through the sequential forward

selection (SFS) algorithm, that is, a well-known suboptimal approach to fea-

ture selection [160]. First, SFS starts from an empty subset of features, sep-

arately computes the values of J∗(·) associated with the d subsets composed

of one feature each, and selects the feature corresponding to the smallest

value of J∗(·). Then, it evaluates J∗(·) for all the (d − 1) subsets of two

features, which are obtained by separately pairing the previously selected

feature with each other feature. Again, the resulting feature pair with the

smallest value of J∗(·) is selected. Then, the procedure is repeated itera-

tively, progressively adding one feature at a time until the desired number

m of features is reached. Further details on the SFS and steepest descent

(ascent) algorithms can be found in [119,120].

6.4.2 Experimental validation

During the experimental validation of the model, an accuracy of approxi-

mately 3% was reported in predicting the variables of interest. Provided
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that accurate sensors are used, the maximum measurement error can be as-

sumed considerably smaller. Therefore, the random errors to be introduced

when the measurement of the ten monitored variables is simulated, should

have a magnitude of approximately 3%. Thus, in the performance evaluation

of the proposed SVM-based hybrid FDI system three values for the maximum

percentage error are considered: 2%, 4%, and 6%. As previously mentioned,

after setting the error magnitude, a dataset is composed by considering the

100 possible combinations of the operating condition and fault size for each

fault. If independent, random errors were introduced for each monitored

variable of each combination, a dataset of approximately 500 feature vec-

tors would be generated (i.e., 5 classes are considered: four faulty classes

and the non-faulty class). The one hundred vectors for the non-faulty class

are generated by repeating the random errors for each operating condition

ten times. Successive independent random errors allow the generation of an

arbitrary number of datasets. Thus, we have produced a pool of datasets

for each control strategy (i.e., constant voltage and constant current) and

for each maximum percentage error (i.e., 2%, 4%, and 6%). Each dataset is

composed of approximately 500 feature vectors, and each feature vector is

composed of ten features. All of the features in a given dataset have been

preliminarily normalized to ensure that each has a zero mean and unitary

variance. This normalization is necessary due to the significantly different

ranges of the measured residuals. It also helps to prevent overflowing and

favors numerical stability in the solution of the QP problems for SVM train-

ing.

Optimal performance versus error magnitude

The first goal is to assess the classification performance as a function of the

error magnitude for each possible subset of features. In this first phase of the

experimental validation ten features are considered and 1023 possible sub-

sets should be tested; the empty subset is clearly irrelevant. To increase the

confidence in the achieved performance for each control strategy and error

magnitude, the related pool of independent datasets is used as follows: one

dataset is used as a training set for the SVM classifier, and the remaining
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datasets are used as test sets of the trained SVM classifier. This operation

is repeated for each possible feature subset. The parameters of the SVM

classifier are first automatically optimized using the algorithm described in

Section 6.4.1. Conversely, the choice of the kernel function is held constant

within the experimental validation, and the isotropic Gaussian RBF kernel

is used. This kernel includes only one real-valued parameter (i.e., σ), which

makes parameter optimization more computationally advantageous than in

the case of other well-known examples of kernels, including the polynomial,

sigmoid tanh, and anisotropic Gaussian RBF kernels [152]. The adopted ker-

nel was found to be effective in numerous applications [97,152]; therefore, it

is used here as a tradeoff between generality and computational burden. For

each test set, the performance of the SVM classifier is evaluated by the over-

all accuracy (OA) (i.e., the fraction of the correctly classified test samples,

which is an estimate of the probability of correct classification). Because the

trained classifier is tested using numerous test sets, the average, best, and

worst OA values have been recorded for each feature subset. For each control

strategy and error magnitude, the subset of the features that provides the

highest average OA is selected. Table 6.2 shows these feature subsets and the

associated optimal performance. The processing chain, including parameter

optimization and SVM classification, that uses this subset will be referred

to as the optimal classifier. For both control strategies, the classification

performance decreases as the error magnitude increases. The OA values ob-

tained during constant-voltage control are higher than those obtained during

constant-current control, and the difference between them is approximately

0.06. The OA decreases by approximately 0.12 during constant-voltage con-

trol and 0.15 during constant-current control when the error magnitude is

increased from 2% to 6%. The classification results are stable with respect

to the choice of input training samples, as the difference between the best

and worst probabilities for a given error magnitude does not exceed 0.04;

these results demonstrate desirable behavior that suggests that the proposed

approach to the FDI process is robust to overfitting issues. The feature

subsets that achieve the best performances under different conditions (i.e.,

voltage/current, error magnitudes) differ and include a number of residuals

ranging from 4 to 8. Three residuals are present in all of the subsets re-
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Table 6.2: Performance of the optimal classifier for a given control strategy

and error magnitude.

Overall Accuracy (OA)

Control Max. Error Average Worst Best Residual Subset

Constant voltage 2% 0.979 0.974 0.981 2,3,4,7,8

4% 0.925 0.916 0.938 1,2,3,4,6,7,8,10

6% 0.858 0.837 0.869 1,2,3,4,5,6,7,8

Constant current 2% 0.919 0.913 0.926 1,2,3,4,7,8,9

4% 0.868 0.850 0.886 1,2,3,4,9

6% 0.769 0.761 0.778 2,3,4,9

ported in 6.2: the residuals numbered with 2, 3, and 4 (see Table 6.1 for

their physical meaning). These residuals are easy to measure.

Automatic feature selection

For a given control strategy, the design of a classifier that works with a specific

feature subset that is composed of easy-to-measure residuals and provides a

good performance when tested using datasets generated with different error

magnitudes has significant practical relevance. The aim of second phase of

the experimental validation is to search for a robust classifier and related

feature subset that can ensure satisfactory performance when the error mag-

nitude is not known accurately and potentially varies over time. To investi-

gate this topic, a training set is created for each control strategy by merging

three datasets together: one dataset for each maximum percentage error

(e.g., 2%, 4%, and 6%). This training set is used with the automatic feature

selection and parameter optimization technique described in Section 6.4.1

to determine the optimal feature subset when the number of the adopted,

easy-to-measure residuals is increased from 1 to 5. For each control strategy

and optimal feature subset, the classifier trained using the aforementioned

mixture of error magnitudes is tested with several datasets that are charac-

terized by a given error magnitude. To find the feature subset that yields

the optimal performance, an average OA, which is referred to as OAavg, is in-
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troduced by averaging the OAs obtained for several datasets associated with

the same error magnitude and then averaging the three resulting average

values obtained for the 2%, 4%, and 6% error magnitudes. The OAavg of the

classifiers trained with the mixture of error magnitudes when the number of

adopted features increases is reported in 6.3. The subset of features adopted

by the feature selection technique and the OA for each error magnitude are

also listed. For both control strategies, the highest OAavg is achieved when

the SVM trained with the mixture of error magnitudes uses the optimal fea-

ture subset composed of 4 residuals. The feature subset is the same for the

two control strategies, including residuals no. 1, 2, 3, and 4 (see Table 6.1 for

their physical meanings). OAavg values of approximately 89% and 82% are

obtained during constant-voltage control and constant-current control, re-

spectively. Although the SVM trained with the mixture of error magnitudes

performed worse than the classifiers optimized for a specific error magnitude

using all residuals in Table 6.1, the decrease in OA does not exceed 0.05.

Using the 4 optimal residuals, the classifier trained with the mixture of error

magnitudes during constant-voltage control achieves OA values higher than

those of the corresponding classifier during constant-current control. Com-

pared to the case reported in Table 6.2, the difference is a marginal increase

from approximately 0.06 to approximately 0.075. In Table 6.3, the addition

of the last easy-to-measure residual (i.e., residual no. 5) reduces the per-

formance marginally. Using only two features that are different for the two

control strategies produces a high level of performance, with OAavg ∼= 86%

during constant-voltage control and OAavg ∼= 75% during constant-current

control.

Fault detection performance

The OA does not quantify the fault detection performance, as it represents

an estimation of the probability of correct classification and the healthy sta-

tus is just one of the five classes considered. To assess the fault detection

performance, the probabilities of correct detection, Pd, and of false alarm,

Pfa, (i.e., the probabilities of detecting a fault when the plant is faulty and

when the plant is healthy, respectively) have been estimated through their

144



6.4. Support vector for fault diagnosis

Table 6.3: Feature selection results and performance of the classifier trained

with a mixture of error magnitude.

Overall Accuracy (OA)

Test-set max. error

Control No. of features 2% 4% 6% OAavg Residual Subset

Constant voltage 1 0.688 0.678 0.654 0.673 2

2 0.902 0.876 0.817 0.865 1,2

3 0.940 0.871 0.779 0.863 1,2,3

4 0.967 0.889 0.825 0.894 1,2,3,4

5 0.961 0.866 0.783 0.870 1,2,3,4,5

Constant current 1 0.609 0.592 0.582 0.594 2

2 0.763 0.759 0.724 0.749 2,3

3 0.834 0.829 0.792 0.818 2,3,4

4 0.896 0.817 0.743 0.819 1,2,3,4

5 0.900 0.819 0.730 0.816 1,2,3,4,5

relative frequencies. Figure 6.6 shows such a probability pair for the three

maximum errors, considering a classifier trained with a mixture of error mag-

nitudes and using only the five easy-to-measure residuals. As expected, Pd

decreases and Pfa increases when the error magnitude increases. Pfa is less

than 0.01 for a maximum error of 2% and equal to approximately 0.1 for a

maximum error of 4%. If Pfa must not exceed 0.1 in a given application, we

can derive from Figure 6.6 that the model must predict the monitored plant

variables with an accuracy of better than 4%. Correspondingly, the Pd will

be higher than 0.95 for the constant-voltage control and higher than 0.85 for

the constant-current control. The OA (i.e., the probability of correct identi-

fication of the fault class) will be higher than 0.86 for the constant-voltage

control and higher than 0.81 for the constant-current control (as reported in

Table 6.3).
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Figure 6.6: Probabilities of detection and false alarm of a classifier using

the five easy-to-measure residuals and trained with a mixture of error mag-

nitudes: constant-voltage case (diamonds and dashed line) and constant-

current case (squares and dotted line). The probability pair is estimated for

the 2%, 4%, and 6% error magnitudes.
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6.5 Random forests for fault diagnosis

6.5.1 Proposed fault diagnosis approach

Following the same approach proposed in the previous section, the FDI task

for a given SOFC-based plant is again formalized as a supervised classification

problem in which the set C of classes includes a finite number of distinct types

of faults that can affect the plant and the non-faulty condition. Specifically,

the potentiality of the hybrid approach that combines supervised pattern

recognition and physicochemical modeling is demonstrated in Section 6.4 us-

ing a support vector classifier. Here, a different opportunity, based on the

RF approach to classification, is investigated. RF is well known as a topical

and effective approach to supervised classification and regression [20]. It is

rooted in the theory of multiple classifiers, which make use of ensembles of

individual classifiers to exploit the complementarity among several (possi-

bly numerous, simple, and weak) learning machines to determine powerful

discriminant functions through decision fusion [75]. In particular, here RF

is chosen as the pattern recognition technique to be used within a hybrid

FDI approach. In order to extensively test the proposed approach and to

compare the different FDI strategies, a data-driven FDI method is devel-

oped by deploying RF as statistical classifier. Furthermore, the performance

reached by a classic model-based scheme with fault signature matrix as infer-

ence approach is investigated. Concerning the proposed hybrid approaches,

from a black-box perspective, SVM and RF, although they stem from differ-

ent methodological approaches (kernel-based vs. ensemble learning), exhibit

several common characteristics, including the fully non-parametric formula-

tion and the applicability to data with arbitrary probability distributions.

Their performances have often been compared [163] [129] [133] [100] with

each other and with those of alternate non-parametric supervised methods,

such as artificial neural networks, with opposite conclusions on different spe-

cific applications but with overall comparable classification accuracies. RFs

are adopted here because, while they are expected to obtain accuracies sim-

ilar to those of SVMs and other non-parametric techniques, they offer some

advantages that are particularly relevant in operationally devising, develop-
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ing and testing FDI systems for FC-based plants. These advantages consist

of the small number of input parameters, the possibility of generally tuning

these parameters in an efficient way, the generally short computation times,

and the possible scalability and parallelizability.

An RF is a suitable ensemble of tree classifiers, and a tree classifier is in

turn defined by a set of decision rules sequentially interconnected by a tree

topology [75] [21]. Each node of each tree in the forest implies a decision rule

that “splits” the classification process into two or more branches. The ratio-

nale is that although the rule associated with each node is often very simple

(e.g., thresholding one of the features), the combination of many individually

simple rules within each tree and the fusion of the outputs of an ensemble of

trees within the forest allows a flexible and possibly complex overall decision

criterion to be determined in the feature space [75].

Specifically, in an RF classifier, T trees are parameterized and trained

in an independent and identically distributed (i.i.d.) manner. Denoting as

θ a vector of parameters that characterize a generic tree classifier, any set

of T trees whose parameter configurations θ1,θ2, . . . ,θT are i.i.d. random

vectors generally defines an RF [20]. Consistent with the well-known results

of ensemble learning [75], the accuracy of the forest generally benefits from

maximizing the diversity among the corresponding trees. To randomly gen-

erate the trees of an RF, a typical strategy, which has been found effective in

numerous applications, is to use random sampling of both training data and

features. For each tth tree, a set Lt of training data, including as many train-

ing samples as L, is randomly drawn from L uniformly and with replacement

(bagging) and is used for training the tree itself (t = 1, 2, . . . , T ). Denoting

as Nt the set of nodes of the tth tree, for each nth node (n ∈ N t), a subset

Xnt ⊂ X of F features (1 ≤ F ≤ d; t = 1, 2, . . . , T ) is randomly drawn from

X with a uniform distribution and is used in the decision rule of that node

(random input selection) [20] [75].

With regard to each individual tree classifier, the decomposition of the

classification problem into the tree and the decision rule associated with

each node may be defined, in principle, either heuristically, according to the

user/operator’s prior knowledge about the addressed problem, or automati-

cally on the basis of a training set. The latter approach is typically used in
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RF [21]. Here, binary trees are considered, the decision rule of each node con-

sists of thresholding one of the features, and among the numerous supervised

tree-based methods introduced in the literature (e.g., ID3, C4.5) [75], the

CART (classification and regression tree) framework is used together with

the aforementioned random sampling procedures. To construct the tth tree

in the forest, CART is applied to the corresponding subset Lt of training sam-

ples to hierarchically determine the set Nt of nodes, the feature xnt ∈ Xnt to

be thresholded for each node n ∈ N t, and the corresponding threshold value

(t = 1, 2, . . . , T ). This is accomplished by minimizing an index of the impu-

rity, in terms of class membership, of the two regions of the feature space

determined by the decision rule on the node. More details can be found

in [75] and [21].

Given an unknown d-dimensional feature vector x to be classified, first,

each tth tree is used to compute an estimate yt ∈ C of the class membership

of x by applying the related sequence of decision rules to x while the tree is

traversed from its root to its leaves (t = 1, 2, . . . , T ). Then, majority voting

is used to fuse the decisions expressed by the trees in the forest, i.e., yt is

interpreted as a vote in favour of one of the classes, and x is assigned to the

class with the most votes out of the T trees.

The number F of features to be drawn on each node and the number T

of trees are the parameters of the method. The accuracy of RF is generally

not critically sensitive to their values. T clearly impacts the execution time

[20] [75]. More details on the RF approach can be found in [20] along with

the discussion of the generalization properties of the method.

6.5.2 Experimental validation

In this section the performance of the proposed RFs-based hybrid FDI strat-

egy, the data-driven FDI with RF classifier and the model-based FDI with

FSM are compared and assessed when the same operating conditions and

faults are considered. The features used to discriminate between the four

faulty classes and the non-faulty class may be either measurements of physi-

cal or chemical variables taken on the SOFC (data-driven approach) or resid-

uals between the measured and predicted values of these variables (hybrid
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approach). As discussed in Sections 6.2 and 6.3, the set of training sam-

ples to be used to discriminates among the classes is generated through the

physicochemical model in [130]. Here, the experimental validation is focused

on the constant-voltage control and ten steady-state operating condition are

considered (ten design point and nine off-design points. Initially the first

five variable in Table 6.1 are taken into account and the value for the max-

imum percentage error affecting each of the simulated variables (see Figure

6.4) is fixed to 4%. The procedure for the generation of the dataset is the

same adopted for the previously described hybrid FDI approach based on

SVM classifier, i.e, 400 possible combinations are identified between the ten

operating conditions and the ten sizes for each of the four faults considered.

If independent, random errors are introduced for each simulated variable of

each combination; then, a set of 400 vectors of simulated measurements (see

Figure 6.4) can be generated. Because each fault is represented by 100 vec-

tors, 100 additional vectors can be added for the healthy status. They can

be obtained by repeating the random errors for each operating condition ten

times. Thus, a complete dataset is composed of 500 vectors of simulated mea-

surements. Successive independent random errors allow for the generation of

an arbitrary number of these datasets.

For the FDI strategies that use a vector of residuals for the online diag-

nosis, such as those depicted in Figures 6.1 and 6.3, the interaction between

the model that replaces the real plant and the model that simulates the plant

in healthy conditions enables the 500 vectors of simulated measurements to

be transformed into just as many vectors of residuals. These residuals can

be used to test the performance of a classical model-based FDI system, such

as that depicted in Figure 1. However, the hybrid FDI system depicted in

Figure 3 also needs an initial training phase. The residuals generated by

some datasets can be used for this purpose, whereas the residuals generated

by other datasets can be used for the performance test.

The residual generation is not necessary for the data-driven FDI system

depicted in Figure 6.2: some datasets of simulated measurements can be used

for the training phase (assuming that a supervised classifier is adopted), and

other datasets can be used for testing the diagnostic performance.
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Model-based strategy with fault signature matrix

The FSM expresses the association between each fault and a binary vector

whose elements represent the residuals after the thresholding procedure. This

matrix is typically arranged using a fault tree analysis, which is a deductive

top-down tool used at the component level and based on the knowledge of

the components’ interactions at the system level [9] [134] [108]. Thus, in

principle, the creation of the FSM does not require any collection of data

or any plant model. However, when a statistically representative dataset

is available, the FSM can be arranged from the analysis of the binarized

residuals by associating to each fault the binary vector that is the most

frequent when such a fault occurs. In this study, this option is followed.

To investigate the binary vectors produced by the considered faults, a

relative threshold [104] [108] is set for each residual: the corresponding vector

element is equal to one if the residual absolute value exceeds a percentage Ω

of the predicted absolute value for that monitored variable; otherwise, it is

equal to zero. Because the first five monitored variables listed in Table 6.1

are taken into account, 32 different binary vectors can be defined, ranging

from [00000] to [11111]. In the considered vectors, the most significant bit is

related to the residual of the variable n. 1 in Table 6.1, and so on. Figure

6.7 shows the binary vectors obtained for the healthy status and for every

faulty status when the 500 vectors of a dataset are used, and the relative

threshold Ω is initially set to be equal to 4.5%. This figure shows that each

fault produces more than one binary vector; two or three primary vectors

can be identified for each fault. Additionally, the figure shows that different

faults can yield the same binary vector.

An accurate fault identification through the FSM is surely problematic in

this situation, but this does not prevent achieving high performance in fault

detection. If a fault is detected each time that the binary vector is different

from [00000] (see Figure 6.1), Figure 6.7 clearly shows that missed alarms

(i.e., the fault is not detected when a fault is actually present) are very rare

events.

To maximize the fault identification performance, the FSM can be com-

posed by associating each fault with the binary vector that has the maximum
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Figure 6.7: Binary vectors, from [0 0 0 0 0] to [1 1 1 1 1], produced by

the model-based FDI system (see Figure 6.1) for the SOFC plant operating

under healthy and faulty conditions. For a given fault, each asterisk indicates

the binary vector produced by a given combination between the operating

condition and fault size. The constant-voltage control for the SOFC plant is

considered, the maximum percentage error is 4%, and the relative threshold

Ω is 4.5% .
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Table 6.4: FSM of the model-based FDI system for the SOFC plant operating

in constant-voltage conditions. The binary digits from R1 to R5 represent

the residuals of the variables listed in Table 6.1 after the threshold operation.

Status R1 R2 R3 R4 R5

No fault 0 0 0 0 0

Fault n. 1 1 1 1 1 0

Fault n. 2 0 1 0 1 0

Fault n. 3 1 1 1 1 1

Fault n. 4 0 1 1 1 0

relative frequency for such a fault. Working in this way, the FSM presented

in Table 6.4 is obtained.

The definition of the FSM enables the assessment of the FDI system

performance. All the datasets that have not been exploited to arrange the

FSM can be used. Note that if a vector of residuals generates a binary

vector that does not correspond to any of the five vectors inside the FSM,

the identification of the related status (i.e., no fault, fault n. 1, . . . , fault

n. 4) is not possible. Therefore, a fault is detected but is not classified.

The relative threshold value is not necessarily equal to the value Ω used for

arranging the FSM. Let Ξ be the percentage used as the relative threshold

during the testing phase. Globally, the performance can be evaluated through

the overall accuracy (OA), i.e., the fraction of test vectors whose status is

correctly identified. We observed that the best OA is obtained when Ξ is

between 4% and 5%. For Ξ belonging to this interval, an OA equal to 67%

is obtained.

Clearly, the performance strictly depends on the FSM and in turn on the

value Ω used to arrange such a matrix. If Ω ranges between 4% and 6%,

then the association between faults and binary vectors is slightly different

from that shown in Figure 6.7, but the maximum relative frequency occurs

for the same binary vectors selected when Ω = 4.5%. Consequently, the FSM

of Table 6.4 does not change and the OA is unaltered.

In contrast, if the relative threshold Ω is set significantly higher than the

maximum percentage error due to modelling and measurement inaccuracies
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(e.g., Ω = 9%), then the number of missed alarms dramatically increases and

the problem due to the association of different faults with the same binary

vector worsens. Conversely, if Ω is set slightly lower than the maximum

percentage error (e.g., Ω = 3%), then a considerable number of false alarms

(i.e., a fault is detected when a fault is not actually present) occurs and

the number of binary vectors produced by each fault dramatically increases.

In both cases, an FSM different from that of Table 6.4 is obtained, and

irrespective of the value of Ξ, the OA is definitely lower than that obtained

for the case of Ω = 4.5%, 4% ≤ Ξ ≤ 5%.

After many experiments are performed with different FSMs (i.e., differ-

ent values for Ω) and using the value Ξ that maximizes the performance, the

result is that the best OA that is attainable for the datasets described in

Section 6.5.2 does not exceed 67%. The adoption of the fault tree analysis

to arrange the FSM has no actual possibility of improving this performance

because the FSM has been composed in such a way to maximize the OA

for a given dataset. Although the latter is independent from the datasets

used for the testing phase, it has the same statistical distribution of these

datasets. Thus, the adopted FSM also represents the optimum choice for the

test datasets. Instead, a performance improvement is potentially achievable

by setting a specific threshold value for each residual. However, this opti-

mization requires knowledge of the residuals’ statistics in both normal and

faulty states, encompassing all the operating conditions, which is difficult to

reach.

Data-driven strategy with random forest

In this study, the data-driven FDI strategy depicted in Figure 6.2 was imple-

mented by deploying a statistical supervised classifier assembled through RF.

This classifier operates by receiving the measurements of the monitored vari-

ables as input features. The training of the RF classifier can be performed

using a dataset composed as described in the first part of Section 6.5.2. The

remaining independent datasets are used for testing of the data-driven FDI

system.

The parameters used in the RF classifier are set as follows: T = 10, F = 3.
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Preliminary experiments, which are not reported for brevity, confirmed that

these values allow for rather high accuracies to be obtained and that, most

importantly, the accuracy of the classifier on the test set does not significantly

change as T and F vary. For example, the accuracy remains remarkably

stable as T varies from 10 to 100.

The obtained OA on the test set is equal to 72%. Although this value

is 5% higher than that obtained with the FSM, this outcome cannot be

considered a satisfactory result for the fault diagnosis task. Additionally, the

performance for the basic fault detection task is poor: the relative frequency

of correct fault detection is 91%, and the relative frequency of false alarms

is approximately 27%. In particular, the last value is unacceptably high.

Hybrid strategy with plant model and random forest

In the FDI strategy depicted in Figure 6.3, the statistical classifier operates

by receiving vectors of residuals as input features. The pool of independent

datasets is used as follows: one dataset is used for training of the RF classifier,

and the remaining datasets are used for testing of the hybrid FDI system.

The parameters used in the RF classifier are set as in the previous exper-

iment with the data-driven approach (see Section 6.5.2).

In this case, the obtained OA is equal to 86%. The relative frequency of

correct fault detection is 96%, and the relative frequency of false alarms is ap-

proximately 7%. Therefore, valuable performance is obtained for both fault

detection and fault identification. Actually, the higher accuracy obtained by

this hybrid approach than by the model-based and data-driven approaches

in Sections 6.5.2 and 6.5.2 is an expected result because the former makes

use of both supervised learning and physicochemical modeling whereas the

other approaches can only benefit from one of these two contributions.

Because this strategy provides the highest OA (19% higher than the tra-

ditional model-based OA and 14% higher than the data-driven OA), an addi-

tional investigation is performed. To evaluate the FDI performance for each

specific status of the SOFC plant (i.e., no fault, fault n. 1, . . . , fault n. 4),

the producer accuracy (PA) is introduced, i.e., the fraction of test vectors

belonging to a given status that are correctly classified. Table 6.5 reports
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Table 6.5: OA and PA obtained by the hybrid FDI system when the five

monitored variables of Table 6.1 are used, when the maximum temperature

gradient (MTG) inside the SOFC stack is added, and when the cathodic

activation losses (CAL) inside the SOFC stack are additionally introduced.

Status
Variables 1-5 Var. 1-5, MTG Var. 1-5, MTG, CAL

PA OA PA OA PA OA

No fault 93%

86%

93%

92%

96%

96%

Fault n. 1 87% 93% 95%

Fault n. 2 94% 94% 96%

Fault n. 3 82% 85% 99%

Fault n. 4 75% 95% 96%

the PA of each considered status, showing that no fault, faults n. 1 and 2

obtain a PA greater than or equal to the OA, whereas faults n. 3 and 4

obtain a PA lower than the OA. These faults are primarily confused with

fault n. 1, which occurs with a relative frequency of 12% for fault n. 3 and a

relative frequency of 19% for fault n. 4. This phenomenon is in accordance

with Figure 6.7, where it can be observed that faults n. 3 and 4 occasionally

produce the same binary vector associated with fault n. 1.

Hybrid strategy adding variables measured inside the fuel cell stack

To achieve a potential improvement in the PA of the hybrid FDI system, the

introduction of an additional monitored variable, which is measured inside

the SOFC stack, is proposed. As hypothesized in Section 6.3, it is assume

that the temperature gradient inside the SOFC stack can be measured and

introduce the maximum temperature gradient as a monitored variable in

addition to the first five variables listed in Table 6.1. Because here the real

plant is replaced by a quantitative model (see Figure 6.4), this operation is

easy. The generation of a pool of residual datasets is repeated (Section 6.5.2)

and training of the RF classifier (Section 6.5.2) by considering six monitored

variables in place of the previous five variables. The datasets not used for
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the training are used for testing of the FDI system. The achieved OA and

PAs are summarized in Table 6.5: the OA value reaches 92%, showing a

6% increase with respect to the previous case, and the PA values are equal

to or greater than those of the previous case. In particular, only for fault

n. 3 is the PA lower than the OA, being equal to 85%. The inclusion of

the maximum temperature gradient significantly improved both the OA and

PAs, pushing their values above 92%, except the PA for fault n. 3 that was

only marginally increased, from 82% to 85%. This problem holds because

fault n. 3 is still confused with fault n. 1.

To investigate whether the introduction of another physical quantity mea-

sured inside the FC stack can improve performance, particularly the PA of

fault n. 3, the measurement of the cathodic activation losses is assumed

to be possible and is included as an additional variable. As in the previ-

ous case, the quantitative model used in place of the real plant makes it

possible to implement this measurement, the generation of a pool of residual

datasets, and the training of the RF classifier by considering seven monitored

variables. The OA and PAs obtained by also using the cathodic activation

losses are summarized in Table 6.5: the OA value is now 96%, and all the

PA values are greater than or equal to 95%. The high performance reached

in this configuration for the fault diagnosis task is associated with the like-

wise high performance for the fault detection task: the relative frequency of

correct fault detection is 97%, and the relative frequency of false alarms is

approximately 4%.

6.6 Conclusion

In this chapter, two different hybrid FDI strategies have been developed for

fault diagnosis in an SOFC power-generation plants. Specifically, RFS and

SVM have been investigates as the pattern recognition techniques used in the

FDI systems with the aim to find a solution that functions correctly in typical

working conditions when several types of faults can occur with random sizes

under several operating condition. Furthermore, an experimental compari-

son with other two classical FDI strategies (model-based with fault signature

matrix and data-driven with RF classifier) has been carried out. The tests
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performed point out that the model-based FDI schemes that adopt the FSM

and purely data-driven FDI schemes do not provide satisfactory performance

when numerous operating conditions for the SOFC plant and many sizes for

each fault are considered. Rather, the hybrid FDI approaches in which super-

vised classifiers are used to analyze residuals generated through a quantitative

plant model can reach a high rate of fault detection and identification and

a low rate of false alarms. In particular, the SVM-based approach provides

an OA that is generally higher than 0.8, even if the maximum percentage

error reaches 6%. The SVM classifier performs better for constant-voltage

control than for constant-current control, and the OA difference is approxi-

mately 0.075. The hypothetical inclusion of the residuals that are difficult to

measure and the exact knowledge of the error magnitude do not significantly

improve the performance: the increase in OA does not exceed 0.05. The

experimental validation of the FDI scheme based on the RF classification ap-

proach was focused on the constant-voltage control strategy and even though

this approach can obviously obtain different accuracies with respect to the

SVM-based method on specific individual data sets on a case-by-case basis,

the performance evaluation confirms that the adoption of supervised pattern

recognition method in conjunction with physicochemical modeling turns out

to be innovative and effective in the application of FDI in SOFC plant. The

performance of the hybrid RF-based FDI strategy could be also further im-

proved by including, among the monitored variables, two physical quantities

measured inside the SOFC stack, namely, the maximum temperature gradi-

ent and cathodic activation losses. Although the practical measurement of

these quantities during the FC functioning is currently extremely difficult,

recent research results provide the opportunity to achieve future solutions.

In the context of SOFC-based power generation, the following advantages

of RFs have proved to be particularly important: (i) RF is a fully non-

parametric classifier, a property that makes it possible to jointly exploit the

multisensor information associated with measurements of highly heteroge-

neous physical and chemical variables; (ii) in addition to the aforementioned

high classification accuracy, RF has demonstrated remarkable computational

efficiency with execution times of a few seconds to complete the training and

testing tasks in all experiments; (iii) the method includes only two parame-
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ters, which do not typically affect accuracy significantly and for which tuning

is quite straightforward. Although this study primarily investigated experi-

mental, laboratory-scale SOFC generation plants, no conceptual changes are

required to apply the proposed FDI approach to plants of greater size and

complexity. Although the level of complexity certainly increases, previous

experiences with the modeling of plants and the development of classifiers

suggest that the increased complexity does not prevent the possibility of

successfully updating the FDI system.
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Voice recognition, fingerprint identification, diagnostic support through

biomedical images, optical character recognition, genomic or proteomic se-

quences analysis are just a few of the many examples that fall within pattern

recognition applications with the aim to identify regularities (or pattern)

in data belonging to heterogeneous sources. The pattern recognition field

has experienced remarkable growth in the last decades and aims at realiz-

ing decision-making processes typically carried out by human brain, such

as classification, by using computer algorithms. This thesis is focused on

two thematic areas belonging to different application fields which have been

tackled with a common pattern-recognition perspective. In particular in the

first part of the manuscript several supervised classification methodologies

have been developed in order to deal with land-use or land-cover mapping,

forest inventory, urban planning and resource management. Within this

framework the proposed approaches have been design in order to exploit the

huge amount of information provided by last-generation VHR image sensors.

First, the challenging problem of the integration of spatial-contextual infor-

mation into kernel machines has been addressed by developing two novel

integrated frameworks. The first one fuses together kernel-based SVM and

Markov random fields along with efficient energy minimization techniques.

The experimental validation has been carried out on hyperspectral images

and multisensor optical/SAR datasets. The high values of classification ac-

curacy pointed out the flexibility of the proposed methodology along with

the effectiveness of graph cut and message passing technique for MRF energy

minimization. In the second framework, spatial information is characterized

using segmentation algorithms and a region-based kernel for VHR optical

data is proposed using a Gaussian process model for each region of a seg-
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mentation map and a suitable Hilbert space. Experiments on both simulated

and real data were conducted showing high classification accuracy. The two

approaches provided different and somewhat complementary insights on the

capability to integrate spatial information into kernel-based learning and

classification. It is worth noting that the two approaches are not mutually

exclusive: the region-based kernel of the second proposed approach can be

incorporated into arbitrary kernel machines, including the Markovian SVM

of the first proposed approach.

Again with regard to the challenging task of extracting thematic infor-

mation from VHR satellite imagery, a second addressed problem was the

classification of data collected at multiple spatial resolutions. This is cus-

tomary in the case of panchromatic and multispectral sensors associated

with most current VHR satellite missions. The proposed methodological

approach combines MRF, graph cuts, and Bayesian estimation into a mul-

tiresolution classifier that benefits from both panchromatic and multispec-

tral observation to label at the panchromatic resolution. The experiments

pointed out high accuracies and remarkable multiresolution fusion capabil-

ities. The formalization and experimental validation were conducted with

panchromatic/multispectral data. However, generalizing the method taking

to take into account finest-resolution data and images with more than two

resolutions is straightforward.

In supervised classification methods based on MRFs a key point also

concerns the impact of MRF model parameter optimization on the classifica-

tion performances. Therefore, this problem has been addressed in the thesis

through the development of a parameter optimization technique that benefits

of the effectiveness of the SMO algorithm in both memory occupation and

computational time. The method evaluation was performed on a multiple

datasets, which included multipolarization and multifrequency SAR, multi-

spectral high-resolution, single date and multitemporal imagery. The method

was compared with two previous techniques based on the Ho-Kashyap and

Goldfard-Idnani numerical algorithms. Experiments showed a remarkable

reduction in computational time along with high accuracy results.

As a last contribution on EO image analysis, an exploratory study was

conducted on a rather new typology of data for the remote sensing field,
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namely hyperspectral images in the thermal infrared range. Three supervised

classification approaches and one feature reduction technique were tested

on a 84-channel LWIR hyperspectral image with 1-m spatial resolution. In

this case, the goal was essentially application-oriented: to investigate the

capability to use this data modality, which has become of prominence only

lately, for land cover mapping purposes. Experimental results pointed out

that rather high classification accuracies could be reached only when the

goal was to discriminate between ”high-level” classes. The strong spectral

overlapping of more detailed classes, clearly separable using data from the

visible and near-infrared ranges but more similar in the thermal range feature

space, does not allow a clear distinction among them. The results suggest

that an improvement in the classification performance could be achieved by

combining the pattern recognition approach with physically-based models for

temperature and emissivity.

In the application to remote sensing image classification, the developed

approaches have explored a variety of methodological and applicative prob-

lems with several common traits including the focus on VHR imagery and

the role of Markov modeling. The future developments of these approaches,

and more generally of the field of probabilistic graphical models, will face

the challenging task of dealing with progressively further increasing spatial

resolutions. Indeed, although the last generation satellite sensors is able to

reach a spatial resolution of 30 cm, the adoption in this field of unmanned

aerial vehicles, commonly known as drones, is already overcoming the current

resolution limits of spaceborne sensors. The novel acquired imagery shows

extremely high correlation between pixels belonging to extended neighbor-

hoods, thus requiring for suitable methodological approaches able to exploit

the consequent huge amount of information. In this context, MRF and MRF-

type methods are expected to play a key role again. On one hand, they have

proven to be effective tools to describe and include spatial information in the

classification process. On the other hand, MRF-based classifiers are char-

acterized by well-known parallelizability properties. Looking forward, this

aspect is of paramount importance because, although the amount of infor-

mation grows exponentially, a GPU-based parallelized implementation of the

classification task is able to mitigate this challenging problem.
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The second application field addressed in the manuscript was related to

the development of fault detection and isolation techniques for power gen-

eration plants based on solid-oxide fuel cells. Automatic on-line diagnosis

for FC power generation plants is of crucial importance for the progression

of this technology. In particular, here this monitoring problem has been

formalized with a pattern recognition approach and two different strategies

have been proposed through the combination of statistical classifiers with a

quantitative model of the SOFC plant. The dataset was collected through

a physico-chemical considered model in which the capability of simulating

faulty condition has been implanted. The high performances reached proved

that the proposed FDI solutions are able to properly function in several op-

eration condition of an SOFC plant and for many sizes of each possible fault.

These results were of remarkable importance as compared to the current lit-

erature of FDI for fuel cells, which previously took benefit of the potential of

pattern recognition approaches only marginally. Besides confirming the ef-

fectiveness of kernel machines and tree ensembles as flexible non-parametric

classifiers, the results of the proposed FDI methods demonstrated the ca-

pability of current advanced learning methods in this topical application to

sustainable energy as well. In this framework, a challenging task that could

be tackled in the future will consist in the adoption of a new variable that

has not been taken into account in the literature for the considered appli-

cation, i.e the dynamics of the time evolution of the fuel cell. As a further

connection point between the two macro-themes addressed in this Ph.D. the-

sis EO image classification and FDI in fuel cells , Markov modeling could

be a valuable tool in this case as well. The theory of one-dimensional hidden

Markov models could be properly applied in this field to model the time se-

ries of measurements taken on the fuel cell, further increase the correct fault

detection probability, and reduce the relative frequency of false alarms.
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[100] Nef, T., Urwyler, P., Büchler, M., Tarnanas, I., Stucki, R.,
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