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#### Abstract

We propose and analyze a high-order Discontinuous Galerkin Finite Element Method for the approximate solution of wave propagation problems modeled by the elastodynamics equations on computational meshes made by polygonal and polyhedral elements. We analyze the well posedness of the resulting formulation, prove $h p$-version error $a$-priori estimates, and present a dispersion analysis, showing that polygonal meshes behave as classical simplicial/quadrilateral grids in terms of dispersion properties. The theoretical estimates are confirmed through various two-dimensional numerical verifications.
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## 1. Introduction

The study of direct and inverse wave propagation phenomena is an intensive research area, stimulated by geophysical, aeroacoustic, acoustics, and electromagnetics applications. One important field of application includes large-scale seismological problems and ground-motion induced by seismic events. Seismic waves are elastic waves propagating within the earth and along its surface as a result of an earthquake or an explosion, and induce a vibratory ground-motion in the area surrounding the seismic source. From the mathematical perspective, the propagation of seismic waves in an elastic material can be modeled by means of the elastodynamics equation. From the numerical viewpoint, a number of distinguishing challenges arise when tackling such kind of problems, and reflect onto the following features required to the numerical schemes: accuracy, geometric flexibility and scalability. High-order accuracy is mandatory in order to keep numerical dissipation and dispersion low. Geometric flexibility is required since the computational domain

[^0]usually features complicated geometric details as well as sharp contrasts in the media. Additionally, for real earthquake models the size of the excited body is very large compared to the wave allow for such kind of decompositions. Beside DG methods on polytopic meshes, in the conforming setting we also mention, for example, the Virtual Element Method ( $29,30,31,32,33,34$ ), the Mimetic Finite Difference Method ([35, 36, 37, 38, 39, 40]), the Composite Finite Element Method ([41, 42, [18]), the Extended Finite Element Method ([43, 44), the Polygonal Finite Element ${ }_{35}$ Method (45), and the Hybrid High-Order method (46, 47, 48, 49]). The aim of this paper is to approximate the elastodynamics equations with a the high-order Discontinuous Galerkin method on polygonal/polyhedral decompositions, providing both a rigorous stability and error estimates, a dispersion analysis as well as numerical simulations. We show that the resulting formulation satisfies $h p$-version error estimates in a suitable mesh-dependent energy norm, and show that the present formulation guarantees lower dispersion errors compared to classical DG schemes on simplicial/quadrilateral grids of comparable granularity. The theoretical results are supported by numerical experiments on both benchmark and real test cases.
To the best of our knowledge, even if some techniques used to prove our main theorems can be found in previous works, as for instance [10, 13], the results shown in this paper have not appeared ${ }_{45}$ elsewhere in its present form. Moreover it is the first time that such a discretization is applied in the framework of elastic wave propagation problems.

The remaining part of the paper is organized as follows. In Section 2 we introduce the equilibrium equations for an elastic medium and its high-order DG approximation on polygo-
nal/polyhedral grids. Section 3 is devoted to the proof of the stability bounds as well as of $h p$-version error estimates for the semidiscrete scheme. The algebraic formulation and time integration is discussed in Section 4 whereas the dispersion analysis in presented in Section 5 . Finally, some numerical results are shown in Section 6. In Section 7 we draw some conclusions.

## 2. Model problem and its discretization

We use standard notation for the Sobolev spaces $H^{m}(\Omega), m \geq 0$, endowed with the usual norm $\|\cdot\|_{H^{m}(\Omega)}$ and seminorm $|\cdot|_{H^{m}(\Omega)}$, cf. [50]. For $m=0$ we denote the corresponding space by $L^{2}(\Omega)$ and the associated norm by $\|\cdot\|_{0, \Omega}$. We denote the corresponding Sobolev spaces of vectorvalued functions and symmetric tensors by $\boldsymbol{H}^{m}(\Omega)=\left[H^{m}(\Omega)\right]^{d}, \mathcal{H}^{m}(\Omega)=\left[H^{m}(\Omega)\right]_{\text {sym }}^{d \times d}, d=2,3$, respectively. We consider an elastic body occupying an open, bounded convex polyhedral domain $\Omega \subset \mathbb{R}^{d}, d=2,3$, and denote by $\Gamma=\partial \Omega$ its boundary with outward normal unit vector $\mathbf{n}$. The boundary is assumed to be composed of two disjoint portions $\Gamma_{D} \neq \emptyset$ and $\Gamma_{N}$, i.e., $\Gamma_{D} \cap \Gamma_{N}=\emptyset$. Given a suitable external load $\mathbf{f} \in L^{2}\left((0, T] ; \mathbf{L}^{2}(\Omega)\right)$, and suitable initial/boundary data $\mathbf{g} \in$ $C^{1}\left((0, T] ; \mathbf{H}^{\frac{1}{2}}\left(\Gamma_{N}\right)\right), \mathbf{u}_{0} \in \mathbf{H}_{0, \Gamma_{D}}^{1}(\Omega)$ and $\mathbf{u}_{1} \in \mathbf{L}^{2}(\Omega)$, the equations of (linear) elastodynamics are given by

$$
\left\{\begin{align*}
\rho \ddot{\mathbf{u}}-\nabla \cdot \boldsymbol{\sigma} & =\mathbf{f}, & & \text { in } \Omega \times(0, T]  \tag{1}\\
\mathbf{u} & =\mathbf{0}, & & \text { on } \Gamma_{D} \times(0, T] \\
\boldsymbol{\sigma} \mathbf{n} & =\mathbf{g}, & & \text { on } \Gamma_{N} \times(0, T] \\
\mathbf{u} & =\mathbf{u}_{0}, & & \text { in } \Omega \times\{0\} \\
\dot{\mathbf{u}} & =\mathbf{u}_{1}, & & \text { in } \Omega \times\{0\}
\end{align*}\right.
$$

where the displacement vector is denoted by $\mathbf{u}: \Omega \times[0, T] \rightarrow \mathbb{R}^{d}$, being $[0, T]$ the time interval with $T>0$. Denoting by $\mathbb{S}$ the space of symmetric, $d \times d$, real-valued tensorial functions, $d=2,3$, we assume the generalized Hooke's law for the stress tensor $\boldsymbol{\sigma}: \Omega \times[0, T] \rightarrow \mathbb{S}$, i.e., $\boldsymbol{\sigma}(\mathbf{u})=\mathcal{D} \boldsymbol{\varepsilon}(\mathbf{u})$, where the fourth order stiffness tensor $\mathcal{D}: \mathbb{S} \rightarrow \mathbb{S}$ is defined as

$$
\begin{equation*}
\mathcal{D} \boldsymbol{\tau}=2 \mu \boldsymbol{\tau}+\lambda \operatorname{tr}(\boldsymbol{\tau}) \mathbf{I} \quad \forall \boldsymbol{\tau} \in \mathbb{S}, \tag{2}
\end{equation*}
$$

and $\varepsilon(\mathbf{u})$ is the symmetric gradient of $\mathbf{u}$, i.e., $\varepsilon(\mathbf{u})=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)$. In 22, I is the identity tensor, $\operatorname{tr}(\cdot)$ represents the trace operator, while $\lambda, \mu \in L^{\infty}(\Omega)$ are the first and the second Lamé parameters, respectively. We assume that $\mathcal{D}$ is symmetric, positive definite and uniformly bounded over $\Omega$. The compressional (P) and shear (S) wave velocities of the medium are obtained through the relations $c_{P}=\sqrt{(\lambda+2 \mu) / \rho}$ and $c_{S}=\sqrt{\mu / \rho}$, respectively.

The weak formulation of problem (1) reads as follows: for all $t \in(0, T]$ find $\mathbf{u}=\mathbf{u}(t) \in \mathbf{H}_{0, \Gamma_{D}}^{1}(\Omega)$
such that:

$$
\left\{\begin{array}{l}
\int_{\Omega} \rho \ddot{\mathbf{u}} \cdot \mathbf{v} d \mathbf{x}+\int_{\Omega} \mathcal{D} \varepsilon(\mathbf{u}): \varepsilon(\mathbf{v}) d \mathbf{x}=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d \mathbf{x}+\int_{\Gamma_{N}} \mathbf{g} \cdot \mathbf{v} d \mathbf{s} \quad \forall \mathbf{v} \in \mathbf{H}_{0, \Gamma_{D}}^{1}(\Omega)  \tag{3}\\
\mathbf{u}(0)=\mathbf{u}_{0} \quad \dot{\mathbf{u}}(0)=\mathbf{u}_{1} .
\end{array}\right.
$$

[51, Theorem 8-3.1].

## 2.1. $D G$ formulation

In the following we introduce the high-order DG approximation of problem (3).

Polygonal and polyhedral meshes. Let $\mathcal{T}$ be a non-overlapping partition of the domain $\Omega$ made by open disjoint polygonal/polyhedral elements $\kappa$ of diameter $h_{\kappa}$ such that $\bar{\Omega}=\bigcup_{\kappa \in \mathcal{T}} \bar{\kappa}$. We define the faces of the mesh $\mathcal{T}$ as the planar/straight intersection of the ( $d-1$ )-dimensional facets of neighboring elements. This implies that, for $d=2$, a face always consists of a line segment, while for $d=3$, the faces of $\mathcal{T}$ are general shaped polygons, which we assume can be further subdivided into a set of co-planar triangles. In three-dimension, with a slightly abuse of notation, we then use the terminology face to refer to a ( $d-1$ )-dimensional simplex which forms part of the interface of an element. Let $\mathcal{F}=\mathcal{F}_{I} \cup \mathcal{F}_{B}$ be the union of all interior and boundary faces. Moreover, we set $\mathcal{F}_{B}=\mathcal{F}_{D} \cup \mathcal{F}_{N}$ where $\mathcal{F}_{D}=\left\{F \in \mathcal{F}_{B}: F \subseteq \Gamma_{D}\right\}$ and $\mathcal{F}_{N}=\left\{F \in \mathcal{F}_{B}: F \subseteq \Gamma_{N}\right\}$. Implicit in this definition is the assumption that $\mathcal{T}$ respects the decomposition of $\partial \Omega$, that is, any $\gamma \in \mathcal{F}_{B}$ belongs to the interior of exactly one of $\mathcal{F}_{D}$ or $\mathcal{F}_{N}$.

Finite element spaces. Denoting by $\mathcal{P}_{p_{\kappa}}(\kappa)$ the space of polynomials of total degree at most $p_{\kappa} \geq 1$ on $\kappa \in \mathcal{T}$, we define the finite element spaces $\mathrm{V}_{h p}, \mathbf{V}_{h p}$ and $\mathcal{V}_{h p}$ as

$$
\mathrm{V}_{h p}=\left\{v \in L^{2}(\Omega):\left.v\right|_{\kappa} \in \mathcal{P}_{p_{\kappa}}(\kappa) \quad \forall \kappa \in \mathcal{T}\right\}, \quad \mathbf{V}_{h p}=\left[\mathrm{V}_{h p}\right]^{d}, \quad \mathcal{V}_{h p}=\left[\mathrm{V}_{h p}\right]_{\mathrm{sym}}^{d \times d}, \quad d=2,3
$$ respectively.

Trace operators. For (regular enough) vector-valued and tensor-valued functions $\mathbf{v}$ and $\boldsymbol{\tau}$, respectively, on each interior face $\gamma \in \mathcal{F}_{I}$ shared by two adjacent elements $\kappa^{ \pm} \in \mathcal{T}$ with outward
unit normal vectors $\mathbf{n}_{\kappa}^{ \pm}$, we define the average and jump operators

$$
\begin{array}{ll}
\{\mathbf{v}\}=\frac{1}{2}\left(\mathbf{v}^{+}+\mathbf{v}^{-}\right), & \llbracket \mathbf{v} \rrbracket=\mathbf{v}^{+} \odot \mathbf{n}_{\kappa}^{+}+\mathbf{v}^{-} \odot \mathbf{n}_{\kappa}^{-}, \\
\{\boldsymbol{\tau}\}=\frac{1}{2}\left(\boldsymbol{\tau}^{+}+\boldsymbol{\tau}^{-}\right), & \llbracket \boldsymbol{\tau} \rrbracket=\boldsymbol{\tau}^{+} \mathbf{n}_{\kappa}^{+}+\boldsymbol{\tau}^{-} \mathbf{n}_{\kappa}^{-},
\end{array}
$$

${ }_{80} \quad$ where $\mathbf{v} \odot \mathbf{n}_{\kappa}=\left(\mathbf{v} \mathbf{n}_{\kappa}^{T}+\mathbf{n}_{\kappa} \mathbf{v}^{T}\right) / 2$. On a boundary face $\gamma \in \mathcal{F}_{B}$ we set analogously $\{\mathbf{v}\}=\mathbf{v}^{+}$, $\llbracket \mathbf{v} \rrbracket=\mathbf{v}^{+} \odot \mathbf{n},\{\boldsymbol{\tau}\}=\boldsymbol{\tau}^{+}$, and $\llbracket \boldsymbol{\tau} \rrbracket=\boldsymbol{\tau}^{+} \mathbf{n}$, cf. [52, 53]. Notice that with the above definitions $\llbracket \mathbf{v} \rrbracket$ is a $d \times d$ symmetric tensor.

Semidiscrete DG formulation. The semidiscrete DG formulation reads as: $\forall t \in(0, T]$ find $\mathbf{u}_{h}=\mathbf{u}_{h}(t) \in \mathbf{V}_{h p}$ such that

$$
\begin{equation*}
\int_{\Omega} \rho \ddot{\mathbf{u}}_{h} \cdot \mathbf{v} d \mathbf{x}+\mathcal{B}\left(\mathbf{u}_{h}, \mathbf{v}\right)=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d \mathbf{x}+\int_{\mathcal{F}_{N}} \mathbf{g} \cdot \mathbf{v} d \mathbf{s} \quad \forall \mathbf{v} \in \mathbf{V}_{h p} \tag{4}
\end{equation*}
$$

supplemented with the initial conditions $\mathbf{u}_{h}(0)=\mathbf{u}_{h}^{0}$ and $\dot{\mathbf{u}}_{h}(0)=\mathbf{u}_{h}^{1}, \mathbf{u}_{h}^{0}, \mathbf{u}_{h}^{1} \in \mathbf{V}_{h p}$ being suitable approximations of $\mathbf{u}_{0}$ and $\mathbf{u}_{1}$, respectively. The bilinear form $\mathcal{B}(\cdot, \cdot): \mathbf{V}_{h p} \times \mathbf{V}_{h p} \rightarrow \mathbb{R}$ is defined as

$$
\begin{align*}
& \mathcal{B}(\mathbf{u}, \mathbf{v})=\sum_{\kappa \in \mathcal{T}} \int_{\kappa} \boldsymbol{\sigma}(\mathbf{u}): \varepsilon(\mathbf{v}) d \mathbf{x}-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}}\{\boldsymbol{\sigma}(\mathbf{u})\}: \llbracket \mathbf{v} \rrbracket d \mathbf{s} \\
&-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}} \llbracket \mathbf{u} \rrbracket:\{\boldsymbol{\sigma}(\mathbf{v})\} d \mathbf{s}+\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}} \eta \llbracket \mathbf{u} \rrbracket: \llbracket \mathbf{v} \rrbracket d \mathbf{s} \quad \forall \mathbf{u}, \mathbf{v} \in \mathbf{V}_{h p}, \tag{5}
\end{align*}
$$

with the short-hand notation $\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}} \psi d \mathbf{s}=\sum_{\gamma \in \mathcal{F}_{I} \cup \mathcal{F}_{D}} \int_{\gamma} \psi d \mathbf{s}$. For the sake of the analysis, we write problem (4) in the following equivalent form: given $\mathbf{u}_{h}^{0}, \mathbf{u}_{h}^{1} \in \mathbf{V}_{h p}, \forall t \in(0, T]$ find $\mathbf{u}_{h}=\mathbf{u}_{h}(t) \in \mathbf{V}_{h p}$ such that

$$
\begin{equation*}
\int_{\Omega} \rho \ddot{\mathbf{u}}_{h} \cdot \mathbf{v} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{u}_{h}, \mathbf{v}\right)=\int_{\Omega} \mathbf{f} \cdot \mathbf{v} d \mathbf{x}+\int_{\mathcal{F}_{N}} \mathbf{g} \cdot \mathbf{v} d \mathbf{s} \tag{6}
\end{equation*}
$$

for all $\mathbf{v} \in \mathbf{V}_{h p}$, where

$$
\begin{align*}
\widetilde{\mathcal{B}}(\mathbf{u}, \mathbf{v})=\sum_{\kappa \in \mathcal{T}} \int_{\kappa} \boldsymbol{\sigma}(\mathbf{u}): \varepsilon(\mathbf{v}) d \mathbf{x}+\int_{\Omega} \boldsymbol{\sigma}(\mathbf{u}): & \mathcal{R}(\llbracket \mathbf{v} \rrbracket) d \mathbf{x} \\
& +\int_{\Omega} \mathcal{R}(\llbracket \mathbf{u} \rrbracket): \boldsymbol{\sigma}(\mathbf{v}) d \mathbf{x}+\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}} \eta \llbracket \mathbf{u} \rrbracket: \llbracket \mathbf{v} \rrbracket d \mathbf{s}, \tag{7}
\end{align*}
$$

for all $\mathbf{u}, \mathbf{v} \in \mathbf{V}_{h p}$. Here, $\mathcal{R}(\cdot): \mathcal{L}^{2}\left(\mathcal{F}_{I} \cup \mathcal{F}_{D}\right) \rightarrow \mathcal{V}_{h p}$ is the lifting operator of the traces of $d \times d$
symmetric tensors defined as

$$
\begin{equation*}
\int_{\Omega} \mathcal{R}(\llbracket \mathbf{w} \rrbracket): \boldsymbol{\sigma}(\mathbf{v}) d \mathbf{x}=-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}} \llbracket \mathbf{w} \rrbracket:\{\boldsymbol{\sigma}(\mathbf{v})\} d \mathbf{s} \quad \forall \mathbf{v} \in \mathcal{V}_{h p} \tag{8}
\end{equation*}
$$

We note that, despite formulations (4) and (6) are equivalent at the discrete level, formulation (6) is not strongly consistent with the continuous problem due to the discrete nature of the lifting operator (8).

Supposing that $\mathcal{D}$ is piecewise constant over mesh-elements, in (5) and (7), the penalization parameter $\eta: \mathcal{F} \rightarrow \mathbb{R}_{+}$is defined as

$$
\eta(\mathbf{x})= \begin{cases}C_{\eta} \max _{\kappa \in\left\{\kappa^{+}, \kappa^{-}\right\}}\left(\overline{\mathcal{D}}_{\kappa} \frac{p_{\kappa}^{2}}{h_{\kappa}}\right), & \mathbf{x} \in \gamma, \gamma \in \mathcal{F}_{I}, \gamma \subset \partial \kappa^{+} \cap \partial \kappa^{-}  \tag{9}\\ C_{\eta} \overline{\mathcal{D}}_{\kappa} \frac{p_{\kappa}^{2}}{h_{\kappa}}, & \mathbf{x} \in \gamma, \gamma \in \mathcal{F}_{D}, \gamma \subset \partial \kappa^{+} \cap \Gamma_{D}\end{cases}
$$

where $\overline{\mathcal{D}}_{\kappa}=\left(\left|\mathcal{D}^{\frac{1}{2}}\right|_{2}^{2}\right)_{\left.\right|_{\kappa}}^{\frac{1}{2}}$ and $|\cdot|_{2}$ is the operator norm induced by the $\ell^{2}$-norm on $\mathbb{R}^{d}, d=2,3$. Here $C_{\eta}$ is a positive constant at our disposal. 1 below, but is independent of the discretization parameters, as well as the number of faces per mesh element and the relative measure of the face compared to element diameter. We first recall some preliminary results that will be needed in our theoretical analysis.

### 3.1. Preliminary results

We first introduce the following assumptions on the partition $\mathcal{T}$ that will be needed for the following analysis, see [22] and also [26].

Assumption 1. We assume that the partition $\mathcal{T}$ satisfies
11a) For any $\kappa \in \mathcal{T}$, there exists a set of nonoverlapping (not-necessary shape regular) d-dimensional simplices $T_{\ell} \subseteq \kappa, \ell=1,2, \ldots, n_{\kappa}$, such that, for any face $\gamma \subset \partial \kappa, \bar{\gamma}=\partial \bar{\kappa} \cap \partial \bar{T}_{\ell}$, for some $\ell$, it holds

$$
\bigcup_{\ell=1}^{n_{\kappa}} \bar{T}_{\ell} \subseteq \bar{\kappa}
$$

and the diameter $h_{\kappa}$ of $\kappa$ can be bounded by

$$
h_{\kappa} \lesssim \frac{d\left|T_{\ell}\right|}{|\gamma|}, \quad \ell=1,2, \ldots, n_{\kappa} .
$$

1b) Let $\mathcal{T}^{\sharp}=\{\mathcal{K}\}$ denotes a covering of $\Omega$ consisting of shape-regular d-dimensional simplices $\mathcal{K}$. We assume that, for any $\kappa \in \mathcal{T}$, there exists $\mathcal{K} \in \mathcal{T}^{\sharp}$ such that $\kappa \subset \mathcal{K}$, $\operatorname{diam}(\mathcal{K}) \lesssim h_{\kappa}$ and

$$
\max _{\kappa \in \mathcal{T}} \operatorname{card}\left\{\kappa^{\prime} \in \mathcal{T}: \kappa^{\prime} \cap \mathcal{K} \neq \emptyset, \mathcal{K} \in \mathcal{T}^{\sharp} \quad \text { such that } \kappa \subset \mathcal{K}\right\} \lesssim 1 .
$$

We remark that Assumption 1 does not put any restriction on either the number of faces that an element possesses, or the measure of a face of an element $\kappa \in \mathcal{T}$, relative to the measure of the element itself, cf. [22]. Assumption 12) will be required to prove the trace-inverse estimates presented in Lemma 3.1. cf. also [26], whereas Assumption 1b) is needed in view of the approximation result that will be presented in the next section, cf. 22.

We next recall the following trace-inverse inequality for polygonal/polyhedral elements, which is the vectorial counterpart of the analogous one shown in [22], cf. also 20, 26.

Lemma 3.1. Assume that $\mathcal{T}$ satisfies Assumption 11a), and let $\kappa \in \mathcal{T}$ be a polygonal/polyhedral element. Then, it holds

$$
\begin{equation*}
\|\boldsymbol{v}\|_{L^{2}(\partial \kappa)}^{2} \lesssim \frac{p_{\kappa}{ }^{2}}{h_{\kappa}}\|\boldsymbol{v}\|_{L^{2}(\kappa)}^{2} \quad \forall \boldsymbol{v} \in\left[\mathcal{P}_{p_{\kappa}}(\kappa)\right]^{d} \tag{10}
\end{equation*}
$$

From the above lemma we immediately have the following
Lemma 3.2. Let $C_{\eta}$ be the constant appearing in the definition of the penalty function, cf. (9). Then, it holds

$$
\begin{equation*}
\left\|\eta^{-1 / 2}\{\boldsymbol{w}\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2} \lesssim \frac{1}{C_{\eta}}\|\boldsymbol{w}\|_{0, \Omega} \quad \forall \boldsymbol{w} \in \mathcal{V}_{h p} \tag{11}
\end{equation*}
$$

Proof. From the definitions of the average operator and of the penalty parameter $\eta$ given in (9), we have

$$
\eta \geq C_{\eta} \mathcal{D}_{*} \frac{p_{\kappa}^{2}}{h_{\kappa}} \quad \forall \mathbf{x} \in \partial \kappa, \kappa \in \mathcal{T}
$$

where $\mathcal{D}_{*}$ is the lower bound on $\mathcal{D}$, and therefore

$$
\eta^{-1} \leq \frac{1}{\mathcal{D}_{*} C_{\eta}} \frac{h_{\kappa}}{p_{\kappa}^{2}} \quad \forall \mathbf{x} \in \partial \kappa, \kappa \in \mathcal{T}
$$

Then, using Lemma 3.1, we have

$$
\left\|\eta^{-1 / 2}\{\mathbf{w}\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2} \lesssim \sum_{\kappa \in \mathcal{T}}\left\|\eta^{-1 / 2} \mathbf{w}\right\|_{0, \partial \kappa}^{2} \lesssim \frac{1}{C_{\eta}} \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}}{p_{\kappa}^{2}}\|\mathbf{w}\|_{0, \partial \kappa}^{2} \lesssim \frac{1}{C_{\eta}}\|\mathbf{w}\|_{0, \Omega}^{2}
$$

where the hidden constants depends on $\mathcal{D}_{*}$.
We endow the space $\widetilde{\mathbf{V}}_{h p}=\mathbf{V}_{h p} \oplus \mathbf{H}_{0, \Gamma_{D}}^{1}(\Omega)$ with the following DG norm

$$
\begin{equation*}
\|\mathbf{v}\|_{\mathrm{DG}}^{2}=\sum_{\kappa \in \mathcal{T}}\left\|\mathcal{D}^{\frac{1}{2}} \varepsilon(\mathbf{v})\right\|_{0, \kappa}^{2}+\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2} \quad \forall \mathbf{v} \in \widetilde{\mathbf{V}}_{h p} \tag{12}
\end{equation*}
$$

and prove the following bound.
Lemma 3.3. For any $\boldsymbol{v} \in \widetilde{\boldsymbol{V}}_{h p}$ it holds

$$
\|\mathcal{R}(\llbracket \boldsymbol{v} \rrbracket)\|_{0, \Omega}^{2} \lesssim \frac{1}{C_{\eta}}\left\|\eta^{\frac{1}{2}} \llbracket \boldsymbol{v} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}
$$

where $C_{\eta}$ is the constant appearing in the definition of the penalty function, cf. (9).
Proof. If $\mathbf{v} \in \mathbf{H}_{0, \Gamma_{D}}^{1}(\Omega)$, then $\llbracket \mathbf{v} \rrbracket=\mathbf{0}$ and the estimate is trivial. If $\mathbf{v} \in \mathbf{V}_{h p}$, from the definition of the lifting operator (8) we have

$$
\begin{aligned}
\|\mathcal{R}(\llbracket \mathbf{v} \rrbracket)\|_{0, \Omega}^{2} & =\int_{\Omega} \mathcal{R}(\llbracket \mathbf{v} \rrbracket): \mathcal{R}(\llbracket \mathbf{v} \rrbracket) d \mathbf{x} \\
& =-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}}\{\mathcal{R}(\llbracket \mathbf{v} \rrbracket)\}: \llbracket \mathbf{v} \rrbracket d \mathbf{s} \\
& \leq\left(\left\|\eta^{-1 / 2}\{\mathcal{R}(\llbracket \mathbf{v} \rrbracket)\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}\right)^{1 / 2}\left(\left\|\eta^{1 / 2} \llbracket \mathbf{v} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}\right)^{1 / 2} \\
& \lesssim\left(\frac{1}{C_{\eta}}\|\mathcal{R}(\llbracket \mathbf{v} \rrbracket)\|_{0, \Omega}^{2}\right)^{1 / 2}\left(\left\|\eta^{1 / 2} \llbracket \mathbf{v} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}\right)^{1 / 2}
\end{aligned}
$$

where the last step follows from Lemma (3.2).

The well-posedness of the DG formulation (6) is established in the following lemma. The proof follows based on employing standard arguments together with Lemma 3.3

Lemma 3.4. Assume that $\mathcal{T}$ satisfies Assumption 1a). Then,

$$
\begin{aligned}
\widetilde{\mathcal{B}}(\boldsymbol{v}, \boldsymbol{v}) & \gtrsim\|\boldsymbol{v}\|_{D G}^{2}, \\
\widetilde{\mathcal{B}}(\boldsymbol{v}, \boldsymbol{w}) & \lesssim\|\boldsymbol{v}\|_{D G}\|\boldsymbol{w}\|_{D G}
\end{aligned}
$$

for all $\boldsymbol{v}, \boldsymbol{w} \in \widetilde{\boldsymbol{V}}_{h p}$. The first bound holds provided that the constant $C_{\eta}$ appearing in definition (9) of the stabilization function is chosen sufficiently large.

### 3.2. Stability of the semidiscrete formulation

The aim of this section is to show that the semidiscrete approximation depends continuously on the data. The stability result of the semidiscrete DG formulation (6) in the energy norm

$$
\begin{equation*}
\left\|\mathbf{u}_{h}(t)\right\|_{\mathrm{E}}^{2}=\left\|\rho^{\frac{1}{2}} \dot{\mathbf{u}}_{h}(t)\right\|_{0, \Omega}^{2}+\left\|\mathbf{u}_{h}(t)\right\|_{\mathrm{DG}}^{2} \quad \forall t \in(0, T] \tag{13}
\end{equation*}
$$

is established in the following result.
Proposition 3.1. Let $\mathbf{f} \in L^{2}\left((0, T] ; \boldsymbol{L}^{2}(\Omega)\right)$ and let $\mathbf{u}_{h} \in \mathcal{C}^{2}\left((0, T] ; \boldsymbol{V}_{h p}\right)$ be the approximate solution of (6) obtained with the stability constant $C_{\eta}$ defined in (9) chosen sufficiently large, so that Lemma 3.4 holds. Then,

$$
\begin{equation*}
\left\|\mathbf{u}_{h}(t)\right\|_{E} \lesssim\left\|\mathbf{u}_{h}^{0}\right\|_{E}+\int_{0}^{t}\|\mathbf{f}(\tau)\|_{0, \Omega} d \tau, \quad 0<t \leq T \tag{14}
\end{equation*}
$$

Before proving Proposition 3.1, we recall the integration by parts formula

$$
\begin{equation*}
\int_{0}^{t}(\mathbf{w}, \dot{\mathbf{v}})_{*} d \tau=(\mathbf{w}(t), \mathbf{v}(t))_{*}-(\mathbf{w}(0), \mathbf{v}(0))_{*}-\int_{0}^{t}(\dot{\mathbf{w}}, \mathbf{v})_{*} d \tau \tag{15}
\end{equation*}
$$

that holds for $\mathbf{w}, \mathbf{v}$ regular enough and for any scalar product $(\cdot, \cdot)_{*}$
Proof. We take $\mathbf{v}=\dot{\mathbf{u}}_{h} \in \mathbf{V}_{h p}$ in the variational formulation (6) and integrate it in time between 0 and $t$ getting

$$
\begin{align*}
\left\|\mathbf{u}_{h}\right\|_{\mathrm{E}}^{2}+2 \int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{u}_{h} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{u}_{h}\right) d \mathbf{x}= & \left\|\mathbf{u}_{h}^{0}\right\|_{\mathrm{E}}^{2} \\
& +2 \int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{u}_{h}^{0} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{u}_{h}^{0}\right) d \mathbf{x}+2 \int_{0}^{t}\left(\int_{\Omega} \mathbf{f} \cdot \dot{\mathbf{u}}_{h} d \mathbf{x}\right) d \tau \tag{16}
\end{align*}
$$

From Lemma 3.2 we have

$$
2\left|\int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{u}_{h} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{u}_{h}\right) d \mathbf{x}\right| \lesssim \frac{1}{\sqrt{C_{\eta}}}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{u}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}\left\|\boldsymbol{\sigma}\left(\mathbf{u}_{h}\right)\right\|_{0, \Omega}
$$

from which it follows

$$
\left\|\mathbf{u}_{h}\right\|_{\mathrm{E}}^{2}+2 \int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{u}_{h} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{u}_{h}\right) d \mathbf{x} \gtrsim\left\|\mathbf{u}_{h}\right\|_{\mathrm{E}}^{2}
$$

based on employing the arithmetic-geometric inequality and choosing $C_{\eta}$ large enough. Moreover, from Lemma 3.2 it also follows

$$
2\left|\int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{u}_{h} \rrbracket^{0}\right): \boldsymbol{\sigma}\left(\mathbf{u}_{h}^{0}\right) d \mathbf{x}\right| \lesssim \frac{1}{\sqrt{C_{\eta}}}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{u}_{h}^{0} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}\left\|\boldsymbol{\sigma}\left(\mathbf{u}_{h}^{0}\right)\right\|_{0, \Omega} \lesssim \frac{1}{\sqrt{C_{\eta}}}\left\|\mathbf{u}_{h}^{0}\right\|_{\mathrm{E}}^{2}
$$

Therefore, substituting the latter inequalities in (16) and applying the Cauchy-Schwarz inequality to the last term on the right hand side we obtain

$$
\left\|\mathbf{u}_{h}\right\|_{\mathrm{E}}^{2} \lesssim\left\|\mathbf{u}_{h}^{0}\right\|_{\mathrm{E}}^{2}+2 \int_{0}^{t}\left\|\mathbf{u}_{h}\right\|_{\mathrm{E}}\|\mathbf{f}\|_{0, \Omega} d \tau
$$

The thesis follows by employing the Gronwall's lemma 54 .

### 3.3. A-priori error bounds in the energy norm

In order to derive $a$-priori error bounds for the semidiscrete scheme, we define the extension operators $\mathcal{E}: \mathcal{H}^{s}(\Omega) \rightarrow \mathcal{H}^{s}\left(\mathbb{R}^{d \times d}\right), s \in \mathbb{N}_{0}$, such that $\left.\mathcal{E} \boldsymbol{\tau}\right|_{\Omega}=\boldsymbol{\tau}$ and $\boldsymbol{\varepsilon}: \boldsymbol{H}^{s}(\Omega) \rightarrow \boldsymbol{H}^{s}\left(\mathbb{R}^{d}\right)$, $s \in \mathbb{N}_{0}$, such that $\left.\varepsilon \mathbf{v}\right|_{\Omega}=\mathbf{v}$, cf. [55], and recall the following approximation estimates, which are the tensorial and vectorial counterpart, respectively, of the analogous ones shown in 22].

Lemma 3.5. Assume that Assumption 1 holds. Let $\left.\mathbf{v}\right|_{\kappa} \in \mathbf{H}^{m_{\kappa}}(\kappa)$ and $\left.\boldsymbol{\tau}\right|_{\kappa} \in \mathcal{H}^{m_{\kappa}}(\kappa), m_{\kappa}>d / 2$, such that $\left.\varepsilon \mathbf{v}\right|_{\mathcal{K}} \in \mathbf{H}^{m_{k}}(\mathcal{K})$ and $\left.\mathcal{E} \tau\right|_{\mathcal{K}} \in \mathcal{H}^{m_{k}}(\mathcal{K})$, for each $\kappa \in \mathcal{T}$, where $\kappa \subset \mathcal{K}$, $\mathcal{K} \in \mathcal{T}^{\sharp}$. Then, there exists projection operators $\boldsymbol{\pi}: \mathbf{L}^{2}(\Omega) \rightarrow \boldsymbol{V}_{h p}$ and $\boldsymbol{\Pi}: \mathcal{L}^{2}(\Omega) \longrightarrow \mathcal{V}_{h p}$ such that

$$
\begin{array}{rlr}
\|\mathbf{v}-\boldsymbol{\pi} \mathbf{v}\|_{\mathbf{H}^{q}(\kappa)} & \lesssim \frac{h_{\kappa}^{s_{\kappa}}-q}{p_{\kappa}^{m_{\kappa}-q}}\|\boldsymbol{\varepsilon} \mathbf{v}\|_{\mathbf{H}^{m_{\kappa}(\mathcal{K})}} & 0 \leq q \leq m_{\kappa} \\
\|\mathbf{v}-\boldsymbol{\pi} \mathbf{v}\|_{\mathbf{L}^{2}(\partial \kappa)} & \lesssim \frac{h_{\kappa}^{s_{\kappa}-1 / 2}}{p_{\kappa}^{m_{\kappa}-1 / 2}}\|\boldsymbol{\varepsilon} \mathbf{v}\|_{\mathbf{H}^{m_{\kappa}}(\mathcal{K})}, & 0 \leq q \leq m_{\kappa} \\
\|\boldsymbol{\tau}-\boldsymbol{\Pi} \boldsymbol{\tau}\|_{\mathcal{H}^{q}(\kappa)} & \lesssim \frac{h_{\kappa}^{s_{\kappa}-q}}{p_{\kappa}^{m_{\kappa}-q}}\|\mathcal{E} \boldsymbol{\tau}\|_{\boldsymbol{\mathcal { H }}^{m_{\kappa}}(\mathcal{K})} & \\
\|\boldsymbol{\tau}-\boldsymbol{\Pi} \boldsymbol{\tau}\|_{\mathcal{L}^{2}(\partial \kappa)} & \lesssim \frac{h_{\kappa}^{s_{\kappa}-1 / 2}}{p_{\kappa}^{m_{\kappa}-1 / 2}}\|\mathcal{E} \boldsymbol{\tau}\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})} & \tag{20}
\end{array}
$$

with $s_{\kappa}=\min \left\{p_{\kappa}+1, m_{\kappa}\right\}$. The hidden constants depend on the material properties and the shape regularity constant of the covering $\mathcal{T}^{\sharp}$, cf. Assumption 1, but are independent of the discretization parameters, as well as the number of faces of $\kappa$ and the relative measure of the faces of $\kappa$ compared to the diameter $h_{\kappa}$.

From Lemma 3.5, we obtain the following bounds

$$
\begin{gather*}
\|\mathbf{u}-\boldsymbol{\pi} \mathbf{u}\|_{\mathrm{DG}}^{2} \lesssim \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2\left(s_{\kappa}-1\right)}}{p_{\kappa}^{2\left(m_{\kappa}-3 / 2\right)}}\|\varepsilon \mathbf{u}\|_{\mathbf{H}^{m_{k}}(\mathcal{K})}^{2},  \tag{21}\\
\|\mathbf{u}-\boldsymbol{\pi} \mathbf{u}\|_{\mathrm{E}}^{2} \lesssim \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2\left(s_{\kappa}-1\right)}}{p_{\kappa}^{2\left(m_{\kappa}-3 / 2\right)}}\left(\|\varepsilon \mathbf{u}\|_{\mathbf{H}^{m_{k}(\mathcal{K})}}^{2}+\frac{h_{\kappa}^{2}}{p_{\kappa}^{3}}\|\varepsilon \dot{\mathbf{u}}\|_{\mathbf{H}^{m_{k}}(\mathcal{K})}^{2}\right), \tag{22}
\end{gather*}
$$

that will be needed in the following analysis.

Since formulation (6) is not strongly-consistent, we next deal with the consistency error. It is easy to see that the exact solution $\mathbf{u}$ of problem (3) satisfies

$$
\begin{equation*}
\int_{\Omega} \rho \ddot{\mathbf{u}} \cdot \mathbf{v}_{h} d \mathbf{x}+\mathcal{B}\left(\mathbf{u}, \mathbf{v}_{h}\right)=\int_{\Omega} \mathbf{f} \cdot \mathbf{v}_{h} d \mathbf{x} \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h p} \tag{23}
\end{equation*}
$$

cf. (4). Defining the residual $\mathcal{R}_{h}(\cdot, \cdot): \widetilde{\mathbf{V}}_{h p} \times \mathbf{V}_{h p} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
\mathcal{R}_{h}\left(\mathbf{w}, \mathbf{v}_{h}\right)=\mathcal{B}\left(\mathbf{w}, \mathbf{v}_{h}\right)-\widetilde{\mathcal{B}}\left(\mathbf{w}, \mathbf{v}_{h}\right) \quad \forall \mathbf{w} \in \widetilde{\mathbf{V}}_{h p}, \forall \mathbf{v}_{h} \in \mathbf{V}_{h p} \tag{24}
\end{equation*}
$$

from (6), we get the following error equation

$$
\begin{equation*}
\int_{\Omega} \rho\left(\ddot{\mathbf{u}}-\ddot{\mathbf{u}}_{h}\right) \cdot \mathbf{v}_{h} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{u}-\mathbf{u}_{h}, \mathbf{v}_{h}\right)+\mathcal{R}_{h}\left(\mathbf{u}-\mathbf{u}_{h}, \mathbf{v}_{h}\right)=0 \quad \forall \mathbf{v}_{h} \in \mathbf{V}_{h p} \tag{25}
\end{equation*}
$$

where we have also used that $\mathcal{R}_{h}\left(\mathbf{w}_{h}, \mathbf{v}_{h}\right)=0$ whenever $\mathbf{w}_{h} \in \mathbf{V}_{h p}$. We also have the following
Lemma 3.6. For any $\boldsymbol{\psi}$ such that $\left.\boldsymbol{\sigma}(\boldsymbol{\psi})\right|_{\kappa} \in \mathcal{H}^{m_{k}}(\kappa)$ and $\left.\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\right|_{\mathcal{K}} \in \mathcal{H}^{m_{k}}(\mathcal{K})$, $m_{k} \geq 1$, for each $\kappa \in \mathcal{T}$, where $\kappa \subset \mathcal{K}, \mathcal{K} \in \mathcal{T}^{\sharp}$, then

$$
\begin{equation*}
\left|\mathcal{R}_{h}\left(\boldsymbol{\psi}, \boldsymbol{v}_{h}\right)\right| \lesssim \mathcal{I}(\boldsymbol{\psi})\left\|\eta^{\frac{1}{2}} \llbracket \boldsymbol{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}} \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{h p} \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}^{2}(\boldsymbol{\psi})=\sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2} \tag{27}
\end{equation*}
$$

with $s_{\kappa}=\min \left\{p_{\kappa}+1, m_{\kappa}\right\}$.
Proof. From the definition of the lifting operator $\mathcal{R}$ in (8) and denoting by $\boldsymbol{\Pi}_{0}: \mathcal{L}^{2}(\Omega) \longrightarrow \mathcal{V}_{h p}$ the $L^{2}$-orthogonal projection onto $\mathcal{V}_{h p}$, we can write the residual $\mathcal{R}_{h}(\cdot, \cdot)$ as

$$
\begin{aligned}
\mathcal{R}_{h}\left(\boldsymbol{\psi}, \mathbf{v}_{h}\right) & =-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}}\{\boldsymbol{\sigma}(\boldsymbol{\psi})\}: \llbracket \mathbf{v}_{h} \rrbracket d \mathbf{s}-\int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{v}_{h} \rrbracket\right): \boldsymbol{\sigma}(\boldsymbol{\psi}) d \mathbf{x} \\
& =-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}}\{\boldsymbol{\sigma}(\boldsymbol{\psi})\}: \llbracket \mathbf{v}_{h} \rrbracket d \mathbf{s}-\int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{v}_{h} \rrbracket\right): \boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi})) d \mathbf{x} \\
& =-\int_{\mathcal{F}_{I} \cup \mathcal{F}_{D}}\left\{\boldsymbol{\sigma}(\boldsymbol{\psi})-\boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\}: \llbracket \mathbf{v}_{h} \rrbracket d \mathbf{s} .
\end{aligned}
$$

From the Cauchy-Schwarz inequality we have

$$
\left|\mathcal{R}_{h}\left(\boldsymbol{\psi}, \mathbf{v}_{h}\right)\right| \leq\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}\left\|\eta^{-\frac{1}{2}}\left\{\boldsymbol{\sigma}(\boldsymbol{\psi})-\boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}
$$

where $\eta$ is the penalty parameter function defined ad in (9). By adding and subtracting $\{\boldsymbol{\Pi} \boldsymbol{\sigma}(\boldsymbol{\psi})\}$,
where $\boldsymbol{\Pi}$ is defined as in Lemma 3.5, we obtain

$$
\begin{aligned}
\left|\mathcal{R}_{h}\left(\boldsymbol{\psi}, \mathbf{v}_{h}\right)\right| & \leq\left(\left\|\eta^{-\frac{1}{2}}\{\boldsymbol{\sigma}(\boldsymbol{\psi})-\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}+\left\|\eta^{-\frac{1}{2}}\left\{\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))-\boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\}\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}^{2}\right)^{1 / 2}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}} \\
& =\left(T_{1}+T_{2}\right)^{1 / 2}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}} .
\end{aligned}
$$

The term $T_{1}$ can be bounded based on employing the interpolation estimates of Lemma 3.5

$$
T_{1} \lesssim \sum_{\kappa \in \mathcal{T}}\left\|\eta^{-1 / 2}(\boldsymbol{\sigma}(\boldsymbol{\psi})-\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi})))\right\|_{\mathcal{L}^{2}(\partial \kappa)}^{2} \lesssim \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}+1}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2}
$$

For $T_{2}$, from Lemma 3.2, the definition of the $L^{2}-$ projection operator together with its continuity, and the interpolation estimates of Lemma 3.5 we have

$$
\begin{aligned}
T_{2} & \lesssim \sum_{\kappa \in \mathcal{T}}\left\|\eta^{-1 / 2}\left\{\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))-\boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\}\right\|_{0, \partial \kappa}^{2} \lesssim \frac{1}{C_{\eta}} \sum_{\kappa \in \mathcal{T}}\left\|\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))-\boldsymbol{\Pi}_{0}(\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\|_{0, \kappa}^{2} \\
& =\frac{1}{C_{\eta}} \sum_{\kappa \in \mathcal{T}}\left\|\boldsymbol{\Pi}_{0}(\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))-\boldsymbol{\sigma}(\boldsymbol{\psi}))\right\|_{0, \kappa}^{2} \leq \frac{1}{C_{\eta}} \sum_{\kappa \in \mathcal{T}}\|\boldsymbol{\Pi}(\boldsymbol{\sigma}(\boldsymbol{\psi}))-\boldsymbol{\sigma}(\boldsymbol{\psi})\|_{0, \kappa}^{2} \\
& \lesssim \frac{1}{C_{\eta}} \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\left.\mathcal{H}^{m_{\kappa}(\mathcal{K}}\right)}^{2} .
\end{aligned}
$$

Summing up the two contributions we get

$$
\begin{aligned}
\left|\mathcal{R}_{h}\left(\boldsymbol{\psi}, \mathbf{v}_{h}\right)\right| & \lesssim\left(\sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}+1}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2}+\sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2}\right)^{1 / 2}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}} \\
& \lesssim\left(\sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2 s_{\kappa}}}{p_{\kappa}^{2 m_{\kappa}}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2}\right)^{1 / 2}\left\|\eta^{\frac{1}{2}} \llbracket \mathbf{v}_{h} \rrbracket\right\|_{0, \mathcal{F}_{I} \cup \mathcal{F}_{D}}
\end{aligned}
$$

and the proof is complete.

Remark 1. If the mesh $\mathcal{T}$ is quasi uniform, $p_{\kappa}=p$ and $m_{\kappa}=m \forall \kappa \in \mathcal{T}$, then

$$
\begin{equation*}
\mathcal{I}^{2}(\boldsymbol{\psi})=\frac{h^{2 s}}{p^{2 m}} \sum_{\kappa \in \mathcal{T}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m_{\kappa}}(\mathcal{K})}^{2} \lesssim \frac{h^{2 s}}{p^{2 m}}\|\boldsymbol{\sigma}(\boldsymbol{\psi})\|_{\mathcal{H}^{m}(\Omega)}^{2} \tag{28}
\end{equation*}
$$

with $s=\min \{p+1, m\}$, provided that $\boldsymbol{\psi}$ is regular enough. We notice that the last step follows based on employing the finite covering assumption (1b) and the continuity of the extension operator, cf. also [20, Remark 5.4].

We have now all the technical tools and can state the main result for the error analysis.

Theorem 3.2. Assume that Assumption 1 holds and that the exact solution $\mathbf{u}$ of (11) is sufficiently regular. For any time $t \in[0, T]$, let $\mathbf{u}_{h} \in \boldsymbol{V}_{h p}$ be the $D G$ solution of problem (4) obtained with a penalty parameter $C_{\eta}$ appearing in (9) sufficiently large. Then, the following bound holds

$$
\begin{align*}
\sup _{0<t \leq T}\left\|\mathbf{u}(t)-\mathbf{u}_{h}(t)\right\|_{E}^{2} \lesssim & \sum_{\kappa \in \mathcal{T}} \frac{h_{\kappa}^{2\left(s_{k}-1\right)}}{p_{\kappa}^{2\left(m_{k}-3 / 2\right)}}\left(\|\varepsilon \mathbf{u}\|_{\mathbf{H}^{m_{k}(\mathcal{K})}}^{2}+\frac{h_{\kappa}^{2}}{p_{\kappa}^{3}}\|\varepsilon \dot{\mathbf{u}}\|_{\mathbf{H}^{m_{k}}(\mathcal{K})}^{2}+\frac{h_{\kappa}^{2}}{p_{\kappa}^{3}}\|\mathcal{E} \boldsymbol{\sigma}(\boldsymbol{u})\|_{\mathcal{H}^{m_{k}}(\mathcal{K})}^{2}\right) \\
& +\frac{h_{\kappa}^{2\left(s_{\kappa}-1\right)}}{p_{\kappa}^{2\left(m_{k}-3 / 2\right)}} \int_{0}^{t}\left(\|\varepsilon \dot{\mathbf{u}}\|_{\mathbf{H}^{m_{k}(\mathcal{K})}}^{2}+\frac{h_{\kappa}^{2}}{p_{\kappa}^{3}}\|\varepsilon \ddot{\mathbf{u}}\|_{\mathbf{H}^{m_{k}}(\mathcal{K})}^{2}+\frac{h_{\kappa}^{2}}{p_{\kappa}^{3}}\|\mathcal{E} \boldsymbol{\sigma}(\dot{\boldsymbol{u}})\|_{\boldsymbol{\mathcal { H }}^{m_{k}}(\mathcal{K})}^{2}\right) d \tau, \tag{29}
\end{align*}
$$

with $s_{\kappa}=\min \left(p_{\kappa}+1, m_{k}\right)$ for all $\kappa \in \mathcal{T}$.
Proof. Let $\boldsymbol{\pi}$ be defined as in Lemma 3.5 and let $\mathbf{e}_{h}=\mathbf{u}_{h}-\boldsymbol{\pi} \mathbf{u}$. We write the error equation (25) for $\mathbf{v}=\dot{\mathbf{e}}_{h}$, obtaining

$$
\int_{\Omega} \rho\left(\ddot{\mathbf{u}}-\ddot{\mathbf{u}}_{h}\right) \cdot \dot{\mathbf{e}}_{h} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{u}-\mathbf{u}_{h}, \dot{\mathbf{e}}_{h}\right)+\mathcal{R}_{h}\left(\mathbf{u}-\mathbf{u}_{h}, \dot{\mathbf{e}}_{h}\right)=0
$$

Writing $\mathbf{u}-\mathbf{u}_{h}=\mathbf{e}_{I}-\mathbf{e}_{h}$, with $\mathbf{e}_{I}=\mathbf{u}-\boldsymbol{\pi} \mathbf{u}$, we have

$$
\int_{\Omega} \rho \ddot{\mathbf{e}}_{h} \cdot \dot{\mathbf{e}}_{h} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{e}_{h}, \dot{\mathbf{e}}_{h}\right)=\int_{\Omega} \rho \ddot{\mathbf{e}}_{I} \cdot \dot{\mathbf{e}}_{h} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right)+\mathcal{R}_{h}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right)
$$

where we have also used that $\mathcal{R}_{h}\left(\mathbf{e}_{h}, \dot{\mathbf{e}}_{h}\right)=0$ since $\mathbf{e}_{h}, \dot{\mathbf{e}}_{h} \in \mathbf{V}_{h p}$. Using the definition of the energy norm $\sqrt{13}$, the above equation is equivalent to

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2}+2 \int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{e}_{h} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{e}_{h}\right) d \mathbf{x}\right)=\int_{\Omega} \rho \ddot{\mathbf{e}}_{I} \cdot \dot{\mathbf{e}}_{h} d \mathbf{x}+\widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right)+\mathcal{R}_{h}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right)
$$

Integrating in time between 0 and $t$, exploiting that $\mathbf{e}_{h}(0)=\mathbf{0}$, and reasoning as in the proof of Proposition 3.1 yield

$$
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2}+2 \int_{\Omega} \mathcal{R}\left(\llbracket \mathbf{e}_{h} \rrbracket\right): \boldsymbol{\sigma}\left(\mathbf{e}_{h}\right) d \mathbf{x} \gtrsim\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2}
$$

provided the penalty parameter $C_{\eta}$ appearing in the definition (9) is chosen sufficiently large. Therefore, we get

$$
\begin{aligned}
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} & \lesssim \int_{0}^{t} \int_{\Omega} \rho \ddot{\mathbf{e}}_{I} \cdot \dot{\mathbf{e}}_{h} d \mathbf{x} d \tau+\int_{0}^{t} \widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right) d \tau+\int_{0}^{t} \mathcal{R}_{h}\left(\mathbf{e}_{I}, \dot{\mathbf{e}}_{h}\right) d \tau \\
& =\int_{0}^{t} \int_{\Omega} \rho \ddot{\mathbf{e}}_{I} \cdot \dot{\mathbf{e}}_{h} d \mathbf{x} d \tau+\widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right)-\int_{0}^{t} \widetilde{\mathcal{B}}\left(\dot{\mathbf{e}}_{I}, \mathbf{e}_{h}\right) d \tau-\mathcal{R}_{h}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right)+\int_{0}^{t} \mathcal{R}_{h}\left(\dot{\mathbf{e}}_{I}, \mathbf{e}_{h}\right) d \tau,
\end{aligned}
$$

where in the second step we have used the integration by parts formula (15) for the second and
third terms on the right hand side together with $\mathbf{e}_{h}(0)=\mathbf{0}$. From the Cauchy-Schwarz inequality for first term on the right hand side we obtain

$$
\begin{align*}
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} \lesssim \int_{0}^{t}\left\|\rho^{\frac{1}{2}} \ddot{\mathbf{e}}_{I}\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\rho^{\frac{1}{2}} \dot{\mathbf{e}}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} d \tau & +\widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right) \\
& +\int_{0}^{t} \widetilde{\mathcal{B}}\left(\dot{\mathbf{e}}_{I}, \mathbf{e}_{h}\right) d \tau-\mathcal{R}_{h}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right)+\int_{0}^{t} \mathcal{R}_{h}\left(\dot{\mathbf{e}}_{I}, \mathbf{e}_{h}\right) d \tau \tag{30}
\end{align*}
$$

We next observe that, from the definition of the residual $\mathcal{R}_{h}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right)=\mathcal{R}_{h}\left(\mathbf{u}, \mathbf{e}_{h}\right)$, and the above equation becomes

$$
\begin{align*}
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} \lesssim \int_{0}^{t}\left\|\rho^{\frac{1}{2}} \ddot{\mathbf{e}}_{I}\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\rho^{\frac{1}{2}} \dot{\mathbf{e}}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} d \tau & +\widetilde{\mathcal{B}}\left(\mathbf{e}_{I}, \mathbf{e}_{h}\right) \\
& +\int_{0}^{t} \widetilde{\mathcal{B}}\left(\dot{\mathbf{e}}_{I}, \mathbf{e}_{h}\right) d \tau-\mathcal{R}_{h}\left(\mathbf{u}, \mathbf{e}_{h}\right)+\int_{0}^{t} \mathcal{R}_{h}\left(\dot{\mathbf{u}}, \mathbf{e}_{h}\right) d \tau \tag{31}
\end{align*}
$$

Using Lemma 3.4 the definition of the energy norm (13), and Lemma 3.6 we obtain

$$
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} \lesssim\left\|\mathbf{e}_{I}\right\|_{\mathrm{E}}\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}+\int_{0}^{t}\left\|\dot{\mathbf{e}}_{I}\right\|_{\mathrm{E}}\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}} d \tau+\mathcal{I}(\mathbf{u})\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}+\int_{0}^{t} \mathcal{I}(\dot{\mathbf{u}})\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}} d \tau
$$

where $\mathcal{I}(\mathbf{u})$ is defined as in 27), cf. Lemma 3.6. Applying the arithmetic-geometric inequality with $\delta>0$ we have

$$
(1-\delta)\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} \lesssim \frac{1}{\delta}\left(\left\|\mathbf{e}_{I}\right\|_{\mathrm{E}}^{2}+\mathcal{I}^{2}(\mathbf{u})\right)+\int_{0}^{t}\left(\left\|\dot{\mathbf{e}}_{I}\right\|_{\mathrm{E}}+\mathcal{I}(\dot{\mathbf{u}})\right)\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}} d \tau
$$

Choosing $\delta$ small enough and applying Gronwall's lemma 54 we get

$$
\left\|\mathbf{e}_{h}\right\|_{\mathrm{E}}^{2} \lesssim\left\|\mathbf{e}_{I}\right\|_{\mathrm{E}}^{2}+\mathcal{I}^{2}(\mathbf{u})+\int_{0}^{t}\left(\left\|\dot{\mathbf{e}}_{I}\right\|_{\mathrm{E}}^{2}+\mathcal{I}^{2}(\dot{\mathbf{u}})\right) d \tau
$$

The proof is completed using 22 , the definition of $\mathcal{I}(\mathbf{u})$ and taking the supremum over $t \in$ $(0, T]$.

### 3.4. A-priori error bounds in the $\mathbf{L}^{2}$-norm

In this section we present a priori error estimates in the $\mathbf{L}^{2}$-norm. In the following, we assume that the $\operatorname{grid} \mathcal{T}$ is quasi uniform, $p_{\kappa}=p$ and $m_{\kappa}=m$ for all $\kappa \in \mathcal{T}$. Moreover, we assume that $\Omega$ and $\mathcal{D}$ are sufficiently regular so that $\mathbf{u}, \dot{\mathbf{u}}, \ddot{\mathbf{u}}$ and $\boldsymbol{\sigma}=\mathcal{D} \boldsymbol{\varepsilon}(\mathbf{u})$ posses the following regularity, $\mathbf{u}, \dot{\mathbf{u}}, \ddot{\mathbf{u}} \in \mathbf{H}^{m}(\Omega)$ and $\boldsymbol{\sigma} \in \mathbf{H}^{m}(\Omega)$ for some $m \geq 2$. Since we will make use of a duality argument we also assume that $\Omega$ and $\mathcal{D}$ are sufficiently regular so that, for $\mathbf{g} \in \mathbf{L}^{2}(\Omega)$ the problem

$$
\begin{equation*}
-\nabla \cdot(\mathcal{D} \varepsilon(\boldsymbol{\xi}))=\mathbf{g} \quad \text { in } \Omega, \quad \boldsymbol{\xi}=\mathbf{0} \quad \text { on } \partial \Omega \tag{32}
\end{equation*}
$$

is well posed and its unique solution $\boldsymbol{\xi}$ satisfies the following elliptic regularity: $\boldsymbol{\xi} \in \mathbf{H}^{2}(\Omega)$, $\boldsymbol{\sigma}(\boldsymbol{\xi})=\mathcal{D} \boldsymbol{\varepsilon}(\boldsymbol{\xi}) \in \mathcal{H}^{1}(\Omega),\|\boldsymbol{\xi}\|_{\mathbf{H}^{2}(\Omega)} \lesssim\|\mathbf{g}\|_{\mathbf{L}^{2}(\Omega)}$ and $\|\boldsymbol{\sigma}(\boldsymbol{\xi})\|_{\mathcal{H}^{1}(\Omega)} \lesssim\|\mathbf{g}\|_{\mathbf{L}^{2}(\Omega)}$. Then, the following bound holds.

Theorem 3.3. Assume that Assumption 1 holds. For any time $t \in[0, T]$, let $\mathbf{u}_{h} \in \boldsymbol{V}_{h p}$ be the $D G$ solution of problem (4) obtained with a penalty parameter $C_{\eta}$ appearing in (9) sufficiently large. Then,

$$
\begin{equation*}
\sup _{0<t \leq T}\left\|\mathbf{u}(t)-\mathbf{u}_{h}(t)\right\|_{L^{2}(\Omega)} \lesssim \frac{h^{s}}{p^{m-1}}\left(\mathcal{N}(\mathbf{u})+\int_{0}^{t} \mathcal{N}(\dot{\mathbf{u}}) d \tau+\frac{h}{p^{2}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}\right) \tag{33}
\end{equation*}
$$

with $s=\min (p+1, m)$ and where

$$
\begin{equation*}
\mathcal{N}(\mathbf{u})=\left(\|\mathbf{u}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\dot{\boldsymbol{u}}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}^{2}\right)^{\frac{1}{2}} \tag{34}
\end{equation*}
$$

Proof. We solve (32) with $\mathbf{g}=\mathbf{u}-\mathbf{u}_{h}$ and for any $\boldsymbol{\xi}_{h} \in \mathbf{V}_{h p}$ obtain

$$
\begin{align*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{2} & =\mathcal{B}\left(\boldsymbol{\xi}, \mathbf{u}-\mathbf{u}_{h}\right)=\mathcal{B}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}-\mathbf{u}_{h}\right) \\
& =\widetilde{\mathcal{B}}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}-\mathbf{u}_{h}\right)+\mathcal{R}_{h}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}-\mathbf{u}_{h}\right)  \tag{35}\\
& \lesssim\left\|\boldsymbol{\xi}-\boldsymbol{\xi}_{h}\right\|_{\mathrm{DG}}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}+\mathcal{R}_{h}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}-\mathbf{u}_{h}\right)
\end{align*}
$$

Moreover, thanks to the definition of $\mathcal{R}_{h}$ in (24) and the continuity of $\widetilde{\mathcal{B}}(\cdot, \cdot)$ we have that

$$
\mathcal{R}_{h}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}-\mathbf{u}_{h}\right)=-\mathcal{R}_{h}\left(\boldsymbol{\xi}-\boldsymbol{\xi}_{h}, \mathbf{u}\right)+\mathcal{R}_{h}\left(\boldsymbol{\xi}, \mathbf{u}-\mathbf{u}_{h}\right)
$$

Next, from Lemma 3.6, for any $\boldsymbol{\xi}_{h} \in \mathbf{V}_{h p}$ we have that

$$
\begin{aligned}
\left|\mathcal{R}_{h}\left(\boldsymbol{\psi}, \boldsymbol{\xi}_{h}\right)\right| & \lesssim \mathcal{I}(\boldsymbol{\psi})\left\|\boldsymbol{\xi}_{h}\right\|_{\mathrm{DG}} \\
\left|\mathcal{R}_{h}\left(\boldsymbol{\xi}_{h}, \boldsymbol{\psi}\right)\right| & \lesssim \mathcal{I}(\boldsymbol{\psi})\left\|\boldsymbol{\xi}_{h}\right\|_{\mathrm{DG}}
\end{aligned}
$$

provided that $\boldsymbol{\psi}$ is sufficiently regular. We therefore get from (35)

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{2} \lesssim\left\|\boldsymbol{\xi}-\boldsymbol{\xi}_{h}\right\|_{\mathrm{DG}}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}+\mathcal{I}(\mathbf{u})\left\|\boldsymbol{\xi}-\boldsymbol{\xi}_{h}\right\|_{\mathrm{DG}}+\mathcal{I}(\boldsymbol{\xi})\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}} .
$$

Now, using estimate (for $m=2$ and $p=1$ ) we have

$$
\|\boldsymbol{\xi}-\boldsymbol{\pi} \boldsymbol{\xi}\|_{\mathrm{DG}} \lesssim \frac{h}{p^{\frac{1}{2}}}\|\boldsymbol{\xi}\|_{\mathbf{H}^{2}(\Omega)} \lesssim \frac{h}{p^{\frac{1}{2}}}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}
$$

while from estimate (28) we have

$$
\begin{aligned}
\mathcal{I}(\mathbf{u}) & \lesssim \frac{h^{s}}{p^{m}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)} \\
\mathcal{I}(\boldsymbol{\xi}) & \left.\lesssim \frac{h}{p} \| \boldsymbol{\sigma}(\boldsymbol{\xi})\right)\left\|_{\mathcal{H}^{1}(\Omega)} \lesssim \frac{h}{p}\right\| \mathbf{u}-\mathbf{u}_{h} \|_{\mathbf{L}^{2}(\Omega)} .
\end{aligned}
$$

Combining the above bounds and choosing $\boldsymbol{\xi}_{h}=\boldsymbol{\pi} \boldsymbol{\xi}$, where $\boldsymbol{\pi}$ is defined as in Lemma 3.5, we get for any time $t \in(0, T]$

$$
\begin{aligned}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}^{2} \lesssim & \frac{h}{p^{\frac{1}{2}}}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}+\frac{h^{s+1}}{p^{m+1}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} \\
& +\frac{h}{p}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)}\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}} \\
\lesssim & \frac{h}{p^{\frac{1}{2}}}\left(\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}+\frac{h^{s}}{p^{m+\frac{1}{2}}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}\right)\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)},
\end{aligned}
$$

from which we have

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} \lesssim \frac{h}{p^{\frac{1}{2}}}\left(\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}+\frac{h^{s}}{p^{m+\frac{1}{2}}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\boldsymbol{\mathcal { H }}^{m}(\Omega)}\right) \tag{36}
\end{equation*}
$$

Finally, applying Theorem 3.2 (for quasi uniform meshes, and $p_{\kappa}=p$ and $m_{\kappa}=m$ for any $\kappa \in \mathcal{T}$ ) we get

$$
\begin{aligned}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}}^{2} \leq\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{E}}^{2} \lesssim & \frac{h^{2(s-1)}}{p^{2(m-3 / 2)}}\left(\|\mathbf{u}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\dot{\mathbf{u}}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}^{2}\right) \\
& +\frac{h^{2(s-1)}}{p^{2(m-3 / 2)}} \int_{0}^{t}\left(\|\dot{\mathbf{u}}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\ddot{\mathbf{u}}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\boldsymbol{\sigma}(\dot{\mathbf{u}})\|_{\mathcal{H}^{m}(\Omega)}^{2}\right) d \tau,
\end{aligned}
$$

where we have also used the finite-covering assumption (1b) and the continuity of the extension operator $\boldsymbol{\varepsilon}$ and $\mathcal{E}$, cf. [20, Remark 5.4]. Setting

$$
\begin{equation*}
\mathcal{N}^{2}(\mathbf{u})=\|\mathbf{u}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\dot{\mathbf{u}}\|_{\mathbf{H}^{m}(\Omega)}^{2}+\frac{h^{2}}{p^{3}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}^{2}, \tag{37}
\end{equation*}
$$

we get

$$
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{DG}} \lesssim \frac{h^{s-1}}{p^{m-3 / 2}}\left(\mathcal{N}(\mathbf{u})+\int_{0}^{t} \mathcal{N}(\dot{\mathbf{u}}) d \tau\right)
$$

Using the above bound in (36) we finally obtain

$$
\begin{aligned}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathbf{L}^{2}(\Omega)} & \lesssim \frac{h}{p^{\frac{1}{2}}}\left(\frac{h^{s-1}}{p^{m-3 / 2}}\left(\mathcal{N}(\mathbf{u})+\int_{0}^{t} \mathcal{N}(\dot{\mathbf{u}}) d \tau\right)+\frac{h^{s}}{p^{m+\frac{1}{2}}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}\right) \\
& \lesssim \frac{h^{s}}{p^{m-1}}\left(\mathcal{N}(\mathbf{u})+\int_{0}^{t} \mathcal{N}(\dot{\mathbf{u}}) d \tau+\frac{h}{p^{2}}\|\boldsymbol{\sigma}(\mathbf{u})\|_{\mathcal{H}^{m}(\Omega)}\right)
\end{aligned}
$$

and the proof is complete.

## 4. Algebraic formulation and time integration

In this section we present the algebraic formulation and the time marching scheme. We suppose $\Omega$ to be partitioned into $N_{e l}$ disjoint polytopic elements $\kappa_{r}, r=1, \ldots, N_{e l}$, denote by $n_{p_{\kappa}}=$ $\operatorname{dim}\left(\mathbb{P}_{p_{\kappa}}\right)$, and set $N_{d o f}=\sum_{r=1}^{N_{e l}} n_{p_{\kappa}}$ to be the dimension of each component of a function in $\mathbf{V}_{h p}$. We introduce a (modal) basis $\left\{\boldsymbol{\Phi}_{i}^{1}, \ldots, \boldsymbol{\Phi}_{i}^{d}\right\}_{i=1}^{N_{d o f}}, d=2,3$, for the finite element space $\mathbf{V}_{h p}$, where $\boldsymbol{\Phi}_{i}^{s}(\mathbf{x})=\left(0, \ldots, \Phi_{i}^{s}(\mathbf{x}), \ldots, 0\right)^{T}$. By expressing $\mathbf{u}_{h} \in \mathbf{V}_{h p}$ as a linear combination of the basis functions, i.e.,

$$
\mathbf{u}_{h}(\mathbf{x}, t)=\sum_{s=1}^{d} \sum_{j=1}^{N_{\text {dof }}} \boldsymbol{\Phi}_{j}^{s}(\mathbf{x}) U_{j}^{s}(t)
$$

and writing equation (4) for any test function $\boldsymbol{\Phi}_{i}^{s}(\mathbf{x}) \in \mathbf{V}_{h p}, s=1, \ldots, d$, we obtain the following system of second order differential equations

$$
\begin{equation*}
M \ddot{\mathbf{U}}(t)+B \mathbf{U}(t)=\mathbf{F}(t), \quad \forall t \in(0, T) \tag{38}
\end{equation*}
$$

for the displacement $\mathbf{U}(t)=\left(\mathbf{U}^{1}(t), \ldots, \mathbf{U}^{d}(t)\right)^{T}$. Here, $\mathbf{F}=\left(\mathbf{F}^{1}(t), \ldots, \mathbf{F}^{d}(t)\right)^{T}$ represents the external applied load, $M$ and $B$ are the (symmetric and positive definite) mass and stiffness matrices, respectively. To integrate system (38) in time we apply the leap-frog scheme, which is second-order accurate, explicit and conditionally stable [56]. We subdivide the interval ( $0, T$ ] into $N_{T}$ subinterval of amplitude $\Delta t=T / N_{T}$ and at every time level $t_{n}=n \Delta t$ we solve the system

$$
\begin{equation*}
M \mathbf{U}\left(t_{n+1}\right)=\left[2 M-\Delta t^{2} B\right] \mathbf{U}\left(t_{n}\right)-M \mathbf{U}\left(t_{n-1}\right)+\Delta t^{2} \mathbf{F}\left(t_{n}\right), \quad \text { for } n=1, \ldots, N_{T}, \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
M \mathbf{U}\left(t_{1}\right)=\left[M-\frac{\Delta t^{2}}{2} B\right] \mathbf{U}\left(t_{0}\right)-\Delta t M \dot{\mathbf{U}}\left(t_{0}\right)+\frac{\Delta t^{2}}{2} \mathbf{F}\left(t_{0}\right) \tag{40}
\end{equation*}
$$

and initial conditions $\mathbf{U}\left(t_{0}\right)=\mathbf{u}_{h}^{0}$ and $\dot{\mathbf{U}}\left(t_{0}\right)=\mathbf{u}_{h}^{1}$.

### 4.1. Fully-discrete error estimates

In this section, we state the fully discrete error estimates. We recall that the fully-discrete formulation of problem (4) is obtained based on employing the leap-frog scheme as in Section 4 We suppose that the assumptions made in Section 3.4 hold. By employing the same arguments as the ones presented in [57] for the scalar wave equation, one can prove that

$$
\max _{n=0}^{N}\left\|\mathbf{u}\left(t_{n}\right)-\mathbf{U}\left(t_{n}\right)\right\|_{\mathbf{L}^{2}(\Omega)} \lesssim \frac{h^{s}}{p^{m-1}}+\Delta t^{2}
$$

with $s=\min (p+1, m)$ and where the hidden constant depends on $T$, on $\mathbf{u}, \dot{\mathbf{u}}, \ddot{\mathbf{u}}, \boldsymbol{\sigma}(\mathbf{u})$ and on the material properties. In particular, the $\mathbf{L}^{2}$-error estimates of Theorem 3.3 are required along with the following inequality

$$
\widetilde{\mathcal{B}}(\mathbf{v}, \mathbf{v}) \lesssim \frac{p^{4}}{h^{2}}\|\mathbf{v}\|_{\mathbf{L}^{2}(\Omega)}^{2} \quad \forall \mathbf{v} \in \mathbf{V}_{h p}
$$

that can be shown by employing inverse-trace estimates as in [28, 26] provided that the mesh satisfies suitable additional assumptions, cf. [26].

## 5. Dispersion analysis

In this section we investigate the approximation properties of the numerical scheme presented before by analyzing the dispersion errors, working in two-dimensions, i.e. $d=2$. We recall that dispersion effects arise when the numerical wave shows a phase leg with respect to the physical one. Due to the nature of the elastic wave field, in the following we will measure the dispersion errors for both P and S waves. Moreover, as a standard assumption for the plane wave analysis, see for instance [58, 59, 60], we assume that the medium is isotropic, homogeneous, unbounded and source free. We remark that, for realistic geophysical applications these assumptions are not expected to be satisfied. However, this tool provides important information to determine the discretization parameters to be used for the numerical simulation.

To study the dispersion errors of numerical schemes applied to the wave equation 11, it is convenient to consider particular solutions of the form

$$
\begin{equation*}
\mathbf{u}(\mathbf{x}, t)=\mathbf{A} e^{i(\mathbf{k} \cdot \mathbf{x}-\omega t)} \tag{41}
\end{equation*}
$$

where $\mathbf{A}=\left[A_{1}, A_{2}\right]^{T}$ represents the amplitude of the wave, $\omega$ the angular frequency and $\mathbf{k}=$ $2 \pi / L(\cos \theta, \sin \theta)$ the wavenumber vector, $L$ being the wave length and $\theta$ the angle between the direction of propagation and the coordinate axes. The physical wave is recovered by taking the real part of 41). Under these conditions the semi discrete problem (38) becomes

$$
\begin{equation*}
M \ddot{\mathbf{U}}+B \mathbf{U}=\mathbf{0} \tag{42}
\end{equation*}
$$





Figure 1: Periodic reference element $E_{r e f}$ (red) and periodic reference patterns (orange). Hexagonal (left), quadrilateral (center) and triangular grids (right).
where $\mathbf{U}\left(t_{0}\right)=\mathbf{A} e^{i(\mathbf{k} \cdot \mathbf{x})}$ and $\dot{\mathbf{U}}\left(t_{0}\right)=-i \omega \mathbf{A} e^{i(\mathbf{k} \cdot \mathbf{x})}$.
To comply with unboundedness, we consider problem (42) posed over a reference element $E_{\text {ref }}$ (cf. Figure 1) and impose periodic boundary conditions on its boundary. Note that $E_{\text {ref }}$ can be either a hexagon, a square or union of two triangles having uniform size $h$. Given that, the interelement jump and average contributions are assembled at the interfaces between $E_{\text {ref }}$ and its neighbors (periodic reference pattern), see Figure 1 . Following the approach of [5, 8, 61, 62, 63, 11 ] we impose periodic boundary conditions by introducing a suitable projection matrix $P$ and we obtain from 42)

$$
\begin{equation*}
\widetilde{M} \ddot{\mathbf{U}}(t)+\widetilde{B} \mathbf{U}(t)=\mathbf{0} \tag{43}
\end{equation*}
$$

where $\widetilde{M}=P^{T} M P$ and $B=P^{T} B P$. We next consider the fully discrete formulation based on employing the leap-frog time integration scheme (39) to (43). Following [64], we substitute (41] into 43 and we obtain

$$
\widetilde{M}\left(2-e^{-i \omega \Delta t}-e^{i \omega \Delta t}\right) \frac{4}{\Delta t^{2}} \mathbf{U}\left(t_{0}\right)=\widetilde{B} \mathbf{U}\left(t_{0}\right)
$$

The above system can be rewritten as

$$
\begin{equation*}
\widetilde{B} \mathbf{U}\left(t_{0}\right)=\Lambda \widetilde{M} \mathbf{U}\left(t_{0}\right), \tag{44}
\end{equation*}
$$

where the eigenvalues $\Lambda$ are related to the angular frequency $\omega$ at which the wave travels in the grid through the relation

$$
\begin{equation*}
\Lambda=\frac{4}{\Delta t^{2}} \sin ^{2}\left(\omega \frac{\Delta t}{2}\right) \tag{45}
\end{equation*}
$$

We will use this after solving the eigenvalue problem in order to derive the grid-dispersion relations as it will be shown later on. We remark that for two dimensional seismic wave propagation only two eigenvalues in (44) have a physical meaning as they are related to P and S waves, cf. [65, 5]. All the other eigenvalues correspond to nonphysical modes, see e.g. 58 for the one dimensional
case. Therefore, the relative dispersion errors are given by

$$
\begin{equation*}
e_{P}=\frac{c_{P, h}}{c_{P}}-1, \quad e_{S}=\frac{c_{S, h}}{c_{S}}-1 \tag{46}
\end{equation*}
$$

where $c_{P, h}$ and $c_{S, h}$ are the P and S numerical wave velocities whose expression is given by

$$
\begin{equation*}
c_{P, h}=\frac{h \omega_{P, h}}{2 \pi \delta r}, \quad c_{S, h}=\frac{h \omega_{S, h}}{2 \pi \delta} \tag{47}
\end{equation*}
$$

where $\delta=h /(p L)$ is the sampling ratio, i.e., $\delta^{-1}$ is the number of grid points per wavelength, $h$ is the mesh size, $r=c_{P} / c_{S}$ and $\omega_{P, h}$ and $\omega_{S, h}$ are the numerical angular frequencies computed through 45 for the P and S waves, respectively. First, we numerically solve 44 to obtain the eigenvalues in 45), then we compute the numerical velocities obtained for each eigenvalue and finally we compare them to the real values of $c_{P}$ and $c_{S}$, respectively.
Before analyzing the dispersion properties of the fully discrete approximation (39)-40 we want to address the stability properties of the leap-frog time integration scheme. We consider the Courant, Friedrichs and Lewy (CFL) condition

$$
\begin{equation*}
\Delta t \leq C_{c f l}(p) \frac{h}{c_{P}} \tag{48}
\end{equation*}
$$

and we study the dependency of the constant $C_{c f l} \in(0,1)$ on the parameters involved in the model (i.e., $\lambda$ and $\mu$ ) and on the polynomial degree $p$. To this aim, by employing a scaling argument we can rewrite system (44) as

$$
\begin{equation*}
\widehat{\mathcal{M}} U_{0}=\Lambda^{\prime} \widehat{\mathcal{M}} U_{0} \tag{49}
\end{equation*}
$$

where $\Lambda^{\prime}=(h / \Delta t)^{2} \sin ^{2}\left(\omega_{h} \Delta t / 2\right)$. Following, e.g., 61] we define the stability parameter $q$, as

$$
q=c_{P} \frac{\Delta t}{h}
$$

and we derive the stability bound

$$
\begin{equation*}
q \leq \frac{c_{P}}{\sqrt{\Lambda^{\prime}}}=C_{c f l}\left(\Lambda^{\prime}\right) \tag{50}
\end{equation*}
$$

As stated in [66], the eigenvalue $\Lambda^{\prime}$ depends on the wavenumber vector $\mathbf{k}$ and therefore on the value of the angle $\theta$. Thus, condition (50) can be reformulated as

$$
\begin{equation*}
q \leq c^{*}(\lambda, \mu, \eta) \frac{1}{\sqrt{\Lambda_{\max }^{\prime}}}=q_{c f l} \tag{51}
\end{equation*}
$$

where $\Lambda_{\text {max }}^{\prime}$ is the maximum eigenvalue of (49), taken with respect to the values of $\theta$. The constant


Figure 2: Stability parameter $q_{c f l}$ versus the polynomial degree $p$ on triangular, quadrilateral and hexagonal decomposition. The black dotted line corresponds to the asymptotic trend $p^{-2}$.
$c^{*}$ depends on the Lamé parameters $\lambda$ and $\mu$ and it is proportional to $\eta^{-1 / 2}$, see 67.

### 5.1. Numerical dispersion analysis

We first give a quantitative estimate of the parameter $q_{c f l}$ appearing in (51), supposing that a uniform polynomial approximation degree is employed on all mesh elements, i.e., $p_{\kappa}=p$, for any $\kappa \in \mathcal{T}$. We set $c_{P}=1, \delta=0.2$ and $r=2$. Similar results can be obtained for different values of $r$, see 11 .
In Figure 2 we observe that, for all grids, the value of $q_{c f l}$ decays proportionally to $p^{-2}$, in agreement with [66, 8, 63, 61, 11]. In addition, we notice that, for a given polynomial degree, quadrilateral elements are subjected to a more restrictive stability condition, i.e., lower values of $q_{c f l}$ are obtained. In particular, in the case of a discretization based on a triangular grid (resp. hexagonal grid), the stability parameter $q_{c f l}$ is 1.3 larger (resp. 1.4) of the corresponding value computed on a quadrilateral mesh.

Now, we present the dispersion analysis for the fully discrete approximation, varying the discretization parameters $p, \delta$ and $q$. We first address the behavior of the dispersion error with respect to the sampling ratio $\delta$, fixing $p=4$ and $\theta=\pi / 4$. We consider the relative stability parameter $q_{\text {rel }}=q / q_{c l f}$ in the range $[0.1,1]$. Notice that the value $q_{c f l}$ has been computed in agreement with 51. As expected, when $q_{\text {rel }}$ approaches zero, i.e., $\Delta t$ goes to 0 , the fully discrete curves recover the semi discrete ones (see Figure 3 ). In Figure 4 we compare the results
obtained with all the different tasselations for $q_{r e l}=0.1$. We observe that the numerical schemes retain the same level of accuracy. In particular, for $\delta<0.2$, i.e., with more than five points per wavelength, all discretizations produce negligible dispersion errors, i.e., less than $10^{-6}$. Next, we analyze the dispersion error by varying the polynomial degree $p$, fixing $\delta=0.2$ and $\theta=\pi / 4$. In Figure 5 we retrieve the exponential convergence observed in the semi-discrete case (red line) as $q_{\text {rel }}$ goes to zero. Indeed, for sufficiently small values of $q$, the following asymptotic relation holds $\omega_{h} \approx \sqrt{\Lambda}+\mathcal{O}\left(\Delta t^{2}\right)$, see [63]. Therefore $\omega_{h}$ decays as in the semi discrete case until the term $\Delta t^{2}$ becomes dominant. In Figure 6 we compare the behavior of the fully discrete scheme for the considered tessellations using $q_{r e l}=0.1$. We notice that the a good level of accuracy (dispersion error smaller than $10^{-6}$ ) is obtained for $p \geq 5$.

Finally, we study the dispersion errors as a function of the angle $\theta$ in the parameter $\mathbf{k}$ of 41). In Figure 7 we report the results obtained for $p=4, \delta=0.2$ and $q_{r e l}=0.1$. We notice that with hexagonal and quadrilateral grids the error behaves symmetrically with respect to the origin of the axes, whereas with triangular grids the error grows along the direction given by the diagonal, cf. [11, 61].

## 6. Numerical results

In this section we verify the convergence estimates proved in Section 3 and we present a geophysical application of elastic wave propagation in a heterogeneous (anisotropic) medium.

### 6.1. Benchmark test case

We first solve the wave propagation problem in $\Omega=(0,1)^{2}$, choosing $\lambda=\mu=\rho=1$ and assuming that the exact solution of $\mathbb{1}$ is given by

$$
\mathbf{u}(\mathbf{x}, t)=\sin (\sqrt{2} \pi t)\left[\begin{array}{c}
-\sin (\pi x)^{2} \sin (2 \pi y)  \tag{52}\\
\sin (2 \pi x) \sin (\pi y)^{2}
\end{array}\right]
$$

Dirichlet boundary conditions and initial conditions are set accordingly. For the analysis we fix the final time $T=1$ and a time step $\Delta t=10^{-4}$. We compute the error $\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{\mathrm{E}}$ by varying the polynomial degree $p_{\kappa}=p$, for any $\kappa \in \mathcal{T}$, and the number of polygonal elements $N_{e l}$. We consider two mesh configurations and four level of refinement for each grid as shown in Figure 8 . In Figure 9 (left), resp. Figure 10 (left), we show the computed error $\left\|\mathbf{u}(T)-\mathbf{u}_{h}(T)\right\|_{\mathrm{E}}$ obtained on a shape-regular grid (cf. Figure 8 a) ), resp. distorted grid (cf. Figure 8 b) ), versus the polynomial degree $p$, which varies from 1 to 7 , in semilogarithmic scale. The number of polygonal elements for these grids is fixed to 160 . We observe the exponential converge in $p$, since the chosen solution is analytic. The computed error is also tested versus the number of degrees of freedom, as shown


Figure 3: Dispersion errors $\left|e_{P}\right|$ (left) and $\left|e_{S}\right|$ (right) as a function of $\delta$ for $p=4$. The square marked lines are obtained with analytical time integration. The circle marked lines refer to the fully discrete approximation with $q_{r e l}=0.1,0.5,1$.


Figure 4: Dispersion errors $\left|e_{P}\right|$ (left) and $\left|e_{S}\right|$ (right) as a function of $\delta$, fixing $p=4$ and $q_{r e l}=0.1$.

Table 1: Coefficients for the heterogeneous anisotropic model given in $\left[10^{7} \mathrm{~N} / \mathrm{m}^{2}\right]$ for the anisotropic and isotropic materials. The material density $\rho$ is given in $\left[\mathrm{kg} / \mathrm{m}^{3}\right]$

|  | $\rho$ | $\mathcal{D}_{11}$ | $\mathcal{D}_{12}$ | $\mathcal{D}_{22}$ | $\mathcal{D}_{33}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Isotropic | 2000 | 5.9858 | 1.9858 | 5.9858 | 2 |
| Anisotropic | 2000 | 5.9858 | 0.6017 | 2.2492 | 2 |

in Figure 9 (right), resp. Figure 10 (right). Here, we notice that for $p=2,3,4$ we retrieve the algebraic convergence proved in (29) for both the grid configurations shown in Figure 8 .

### 6.2. Elastic wave propagation in an anisotropic medium

As an application of the presented method, we study the elastic wave propagation in a heterogeneous medium. The computational domain $\Omega=(-500,500) m \times(-500,500) m$ contains two materials separated by a straight line at $y=0$. In the upper part $(y>0)$ we have an anisotropic (transversely isotropic) body with the symmetry axis in the $x$-direction, whereas in the lower part $(y<0)$ we use an isotropic material. Analogous test cases regarding wave propagation in anisotropic media can be found for instance in [10, 68, 69, 70. In this case, the stiffness tensor $\mathcal{D}$ has 4 independent components. Using the reduced Voigt notation (see e.g., 71]), Hooke's law (2) becomes

$$
\left(\begin{array}{c}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{array}\right)=\left(\begin{array}{ccc}
\mathcal{D}_{11} & \mathcal{D}_{12} & 0 \\
\mathcal{D}_{12} & \mathcal{D}_{22} & 0 \\
0 & 0 & \mathcal{D}_{33}
\end{array}\right)\left(\begin{array}{c}
\epsilon_{11} \\
\epsilon_{22} \\
2 \epsilon_{12}
\end{array}\right) .
$$

Then, the isotropic case can be easily obtained by letting $\mathcal{D}_{11}=\mathcal{D}_{22}=\lambda+2 \mu, \mathcal{D}_{12}=\lambda$ and $\mathcal{D}_{33}=\mu$. In Table 1 we report i the mechanical properties of the materials. The source is


Figure 5: Dispersion errors $\left|e_{P}\right|$ (left) and $\left|e_{S}\right|$ (right) as a function of $p$ for $p=4$. The square marked lines are obtained with analytical time integration. The circle marked lines refer to the fully discrete approximation with $q_{r e l}=0.1,0.5,1$.


Figure 6: Dispersion errors $\left|e_{P}\right|$ (left) and $\left|e_{S}\right|$ (right) as a function of $p$ with $q_{r e l}=0.1$.


Figure 7: Dispersion errors $e_{P}$ (left) and $e_{S}$ (right) as a function of the incidence angle $\theta$. For visualization purposes the results have been magnified by a factor $5 \cdot 10^{7}$ and $2 \cdot 10^{5}$, respectively.
a)



Figure 8: Different mesh configurations considered with increasing number of polygonal elements from 50 (left) to 400 (right). Shape-regular (a) vs. distorted (b) grids.


Figure 9: Grid a): computed error $\left\|\mathbf{u}(T)-\mathbf{u}_{h}(T)\right\|_{\mathrm{E}}$ versus the polynomial degree $p$, fixing $N_{e l}=160$ (left) and versus the mesh size $h=1 / N_{e l}, N_{e l}=50,100,200,400$ (right) fixing $p=2,3,4$. Results are obtained choosing as observation time $T=1$, with $\Delta t=10^{-4}$.


Figure 10: Grid b): computed error $\left\|\mathbf{u}(T)-\mathbf{u}_{h}(T)\right\|_{\mathrm{E}}$ versus the polynomial degree $p$, fixing $N_{e l}=160$ (left) and versus the mesh size $h=1 / N_{e l}, N_{e l}=50,100,200,400$ (right) fixing $p=2,3,4$. Results are obtained choosing as observation time $T=1$, with $\Delta t=10^{-4}$.


Figure 11: Displacement field $\left|\mathbf{u}_{h}\right|$ at time $t=2 s$ : heterogeneous materials (left) and homogeneous material (right).
represented by a vertical force of the form

$$
\mathbf{f}(\mathbf{x}, t)=\left(0, \phi(t) e^{-\left\|\mathbf{x}-\mathbf{x}_{s}\right\|^{2}}\right)^{T}
$$

where $\mathbf{x}_{s}=(0,-25) m$, that is $25 m$ below the material interface inside the isotropic material and is acting in the $y$-direction and $\phi(t)=10^{7}\left(1-8 \pi^{2}(t-1)^{2}\right) e^{-4 \pi(t-1)^{2}}$. On the boundaries of the domain we impose a null displacement, i.e, $\mathbf{u}=\mathbf{0}$. For the spatial discretization we employ fifth order polynomials, i.e. $p_{\kappa}=5$ for any $\kappa \in \mathcal{T}$ on a polygonal grid with size of approximately 30 m . The time integration is carried out by using the leap-frog scheme $39-40$ and fixing the time step $\Delta t=5 \cdot 10^{-4} \mathrm{~s}$ for a total observation time $T=5.5 \mathrm{~s}$. For a qualitative comparison we report in Figure 11 the modulus of the approximated solution $\left|\mathbf{u}_{h}\right|$ obtained in the case of a heterogeneous anisotropic (left) and pure a isotropic (right) medium, respectively. Finally, the computed horizontal and vertical displacements at the receiver location $R_{1}=(150,125) \mathrm{m}$ are plotted in Figure 12 for the isotropic (top) and anisotropic (bottom) case. From the plot we can clearly distinguish the different arrival of the P- and S-waves. Indeed in the anisotropic medium the former is delayed of about 0.5 s while the latter of about 2 s . Moreover, due to the presence of anisotropy the amplitude of the wave field is reduced.


Figure 12: Computed horizontal and vertical displacements at the receiver location $R_{1}=(150,125) \mathrm{m}$ : isotropic (top) and anisotropic (bottom) case.

## 7. Conclusions

We proposed a high-order Discontinuous Galerkin method for the approximate solution of the elastodynamics equations on computational meshes made by general polygonal/polyhedral elements. We analyzed the well-posedness of the numerical formulation and proved $h p$-version analysis. We showed that polygonal meshes behave as classical simplicial/quadrilateral grids in terms of dispersion and stability properties. Finally, we applied the scheme to different twodimensional test cases. Here, the flexibility in the process of mesh design offered by polytopic elements can be fully exploited.
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