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Abstract 

This thesis describes the design, implementation and application of an integrated and fully 

automated system for interpreting whole-body range data. 

The system is shown to be capable of generating complete surface models of human bodies, and 

robustly extracting anatomical features for anthropometry, with minimal intrusion on the 

subject. The ability to automate this process has enormous potential for personalised digital 

models in medicine, ergonomics, design and manufacture and for populating virtual 

environments. The techniques developed within this thesis now form the basis of a commercial 

product. 

However, the technical difficulties are considerable. Human bodies are highly varied and many 

of the features of interest are extremely subtle. The underlying range data is typically noisy and 
is sparse at occluded areas. In addressing these problems this thesis makes five main research 

contributions. 

Firstly, the thesis describes the design, implementation and testing of the whole integrated and 

automated system from scratch, starting at the image capture hardware. At each stage the trade- 

offs between performance criteria are discussed, and experiments are described to test the 

processes developed. 

Secondly, a combined data-driven and model-based approach is described and implemented, for 

surface reconstruction from the raw data. This method addresses the whole body surface, 
including areas where body segments touch, and other occluded areas. 

The third contribution is a library of operators, designed specifically for shape description and 
measurement of the human body. The library provides high-level relational attributes, an 
66electronic tape measure" to extract linear and curvilinear measurements, as well as low-level 

shape information, such as curvature. 

Application of the library is demonstrated by building a large set of detectors to find 

anthropornetric features, based on the ISO 8559 specification. Output is compared against 
traditional manual measurements and a detailed analysis is presented. The discrepancy between 
these sets of data is only a few per cent on most dimensions, and the system's reproducibility is 

shown to be similar to that of skilled manual measurers. 

The final contribution is that the mesh models and anthropornetric features, produced by the 
system, have been used as a starting point to facilitate other research, Such as registration of 
multiple body images, draping clothing and advanced surface modelling techniques. 
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Chapter I 

Introduction: the Digital Human 

Chapter I presents the background and objectives for this thesis. It begins with a brief history of 
human body modelling, fiom traditional approaches to recent developments in 3D digitisation 

technology. This background reveals the motivation for the work presented in this thesis: the 
development of an automated system for feature detection from whole-body image data. The 

final section provides an overview of the thesis-4he research goals, the thesis structure and its 

research contributions. 

1.1 A Brief History of the 3D Digital Human 
This thesis is about building 3D digital models of people from opto-electronic range data. It 

explores automated techniques to take raw range data of the whole body, then clean, segment 
and skin it, and detect "useful" symbolic features for applications, such as medicine, surface 
anthropometry for clothing design and entertainment. 

1.1.1 Motivations for Digital Human Models 

Recent developments in three-dimensional surface imaging techniques [Davd98] present 
enormous potential for building numerically and perceptually accurate 3D digital models of the 
human body. Such models have wide-ranging applications [JoRi97]. For example, the human 
body's size and shape, in all its variations, drives the ergonomic design of car interiors and the 

workplace [Seit981. Such information can be used to improve comfort, fit and drape [Gray98] in 

made-to-measure and off-the-peg clothing [Wink97]. In medicine, detailed three-dimensional 
body data is used in prosthetics design [CoSV941, to determine correct doses of medication 
[LaST97], and in monitoring posture and growth [Batc, 921 [SDNV901. At the other extreme 
there is intense research and standardisation activity [HAWG99] [Iann991 [Koen99] whose goal 
is the construction of dynamic three-dimensional digital models that incorporate sufficient 
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physiological and behavioural realism to be believable, as mdividuallý recognisable 

personalities [FGPA981 [HoWo981. In design and retail, animated digital humans are being 

explored for virtual clothing design and catwalks [WeMT931 JADBW961, fitting rooms [Gray981 

[TrBS98] and as virtual shopping advisors who help to find and select Items on the Internet 

[ChJo99]. Figure 1.1 summarises requirements of a digital body modelling system for some of 

these applications. 

accuracy 

Figure 1.1: Requirements for some applications of 3D body scans. 

However, the development of digital human models for these applications is typically 

meticulous and labour-intensive. In order to exploit the full potential of 3D images in creating 

personallsed models on a large scale, the data must be processed automatically, from a raw, 

unstructured state to a form that contains exl)licit knowledge about the human body. Information 

of interest includes labelled body segments such as the legs, arms, head and torso; anatomically 

meaningful contours include closed curves through hip sections and open curves across the 

shoulders; point landmarks include specific vertebrae, and surface features near joints used in 

anthropometry. Extracting such information in an automated way is the focus of this thesis. 

In the broader context of developments in synthesising and analysing virtual humans, this thesis 
is concerned with the stages from 3D image capture through to the detection of surface features 

for use in applications, e. g., those defined in the humanoid animation standard, H-Amm 

[HAWG991. The transformation and construction of the many "layers" of structure, appearance, 

motion and behaviour are represented graphically in figure 1.2. This thesis addresses the 

unshaded layers, at bottom left, which integrate with, and facilitate, other higher-level stages of 

modelling. This work does not attempt to address issues such as extreme realism for 

v1sualisation, modelling dynamic properties, or the drape and synthesis of clothing on 3D 

models. 
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dynamic 
clothed 
human 

draped clothing, etc. 

layered deformable tissues 
I personality I 

I articulated skeleton I 

I surface features, e. g., H-Anim I 

I surface representation I 

high-level behaviour 

I control structures for motion I 

I skeletal constraints I 

I whoie-body range data I 

structure and appearance motion and behaviour 

Figure 1.2: Building digital human models. 

The techniques developed in this work are validated in two particular application areas--3D 

anthropometric modelling in medicine and clothing. Although at first sight these appear to be 

rather disparate fields, they present similar long-standing problems in the capture of accurate 

spatial information from which to build useful models, and subsequently in the interpretation of 
this data. The electronically derived results can be verified through comparison with existing 

anthropometric methods. 

Medicine 
Body size and shape have numerous implications in the context of human medicine. Surface 

anthropometrics, such as biceps girth, have an important role in diagnosis and monitoring, for 

example, in studying fat patterning and nutritional health. The spatial relationships of 
landmarks, and the description of curvature are important In large-scale screening and 

monitoring of conditions such as scoliosis [Batc, 921 [SDNV901. Body volume is used to 

calculate density, which, in combination with other techniques, can be used to derive body 

composition (fat, fat-free mass, total body water, protein and body mineral) [Sirl6l] [FJLC921, 

which can be used to determine energy and fluid requirements. Body surface area [dBdB161 is 

used to assess the dose required in radiation therapy, drug dosage [LaST971, bums treatment 

[LuBr44] and to estimate metabolic rates. Although simple in concept, volume and surface area 

are extremely difficult to measure in vivo in the majority of human subjects. Body volume is 

generally measured by weighing the subject underwater and subtracting the measured lung 

volume using a gas dilution technique [FJLC921. An alternative method, whole-body 

plethysmography [MGBM95], estimates body volume from air pressure changes within a 

capsule. Although these are considered to be the most accurate methods for measuring body 

fatness in fit and willing volunteers, they are sensitive to many operational factors, and quite 
intrusive on the subject. Such methods are therefore unsuitable for unwell patients and for the 

very young or old. 
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Sizing for Clothing 
In designing a full range of clothing, it is typically necessary to record 75 or so measurements 

of the body [Kuni841 [IS089]. Pre-defined landmarks-such as the acromion points and 

seventh cervical vertebra-are located on the body, and various linear and curvilinear 

measurements are taken with a tape measure, anthropometer or callipers, using the body 

landmarks as control points. Despite their widespread and long-term use, there are many 

limitations of such methods [Robi97]. Generating accurate and meaningful measurements for 

comparison (on the same subject over time, or over a set of subjects) requires considerable skill 

and can be very time-consuming. There may be significant inter- and intra-observer variation on 

values obtained [GBCC89] [BrJW94] [BrGr99] and there is sometimes a lack of rigour in the 

way that procedures are defined, leaving it up to the observer to draw their own interpretations. 

Despite the existence of measurement standards such as [IS089] [Kuni841 [SAE99], different 

organisations often use their own procedures [Wink97]. Tailors can quantify three-dimensional 

information, such as curvature and spatial relationships of body features (so-called body 

"attitude" and "figuration"), by eye or by using adapted protractors, to improve fit and drape for 

made-to-measure clothing. A major drawback is the high level of skill and experience required 
in making these analyses. These problems make the collection of such data very costly, 

prohibitively time consuming, potentially error prone and inconsistent. All this is amplified 

when attempting large-scale surveys of the population and, not surprisingly, there is a scarcity 

of such extensive up-to-date information. Many designers and manufacturers still base their 

products and sizing categories on data collected in the 1950's [Kuni84]. It is well documented, 

though [HaVS96], that size and shape throughout the world have changed significantly since 
then, through changes in diet, work practices, exercise, and so on. 

Consequently there is an enormous incentive to develop techniques for collecting and 

processing accurate, consistent and fully three-dimensional data of the human body, rapidly and 

with minimum intrusion on the subject. If suitable methods can be devised, this potentially 

opens up new fields of study, with a new level of accuracy and consistency not possible before. 

1.1.2 Recent Developments in Human Body Data Capture 

The past few decades have seen a great deal of research in the capture of accurate 3D data of the 
human body with which to build digital models [JoRi97]. The progress from one- to three- 
dimensional non-contact techniques is charted in table I. I. This problem is similar to that of 
reverse engineering of manufactured items, but many characteristics of the living person make 
three-dimensional image capture particularly problematic [Riou98]. The human body is a 
flexible, deformable object, constantly in motion. With a living organism it is not easy to control 
the conditions under which image capture takes place, and it is not ethical to subject people to 
dangerous operations. 



16 

The Visible Human project [AcMa921 has provided the research community with an exceptional 

set of data of the total human body, most notably the two bodies transformed by cryosection and 
2D colour image capture. Clearly, the destructive acquisition process precludes its use on living 

humans. Methods such as magnetic resonance imaging (MRI) and computed tomography (CT) 

have been used for several decades to provide detailed three-dimensional information, but they 

present several obstacles to widespread use. The image capture times are typically many tens of 

minutes; the data acquired is excessive for the purposes of surface modelling, and the 
deformations resulting from the prone scanning position make the data inappropriate for 

accurate surface anthropornetrics and visualisation. 
I Attempts at capturing surface information include electronic spatial sensor pens, for example, 

mounted on a 3D pantograph [SaRS91], which can record accurate locations of selected points 
on the body surface. While these methods can be effective on static objects, the time-consuming 
individual sampling of points makes this an unrealistic method for capturing sufficient data 

about a living human. "Pin boxes" with arrays of displaceable rigid rods have been used for high 

density sampling of surface contours, and can be connected to devices to store the data directly 

in electronic form. These methods can capture three-dimensional information in an electronic 
form, facilitating analysis, processing and archiving. In addition, they reduce the potential for 

human error, but they are too slow for large-scale use, and constitute an unacceptable intrusion 

on the subject because of their use of full contact with the body. 

Table 1.11: From one to three dimensions In human body data capture. 

Computed tomography + Internal volumetric 3D; can differentiate between tissue types, 
disclosing internal skeletal information. 
Slow, expensive, intrusive. 

Magnetic resonance Internal volumetric 31); can differentiate between tissue types. 
imaging Slow, expensive. 
Non-contact opto-electronic + Fast, relatively unintrusive, high resolution. 
surface imaging 

- Captures surface information only, some occlusion, expensive. 
Contact 31) spatial sensors + Devices with fast response time can track points in motion. 

Low-density data, slow. 
Contact "pin-box" methods. + Can provide medium-density output in electronic form. 

- Difficult to capture whole-body information, intrusive. 
Hydrodensitiometry and + Accurate methods for determining body volume. 
plethysmography - No discrimination of shape. 
Silhouette/21) imaging + Fast. 

- Not truly 3D unless multiple images combined. 
Callipers, tape measure, + Low-cost, easily accessible tools, directly extract measurements. 
anthropometer - Slow, only 1D information. 

Equivalent opto-electronic methods present numerous potential benefits. More rapid image 
capture is possible, with current sampling rates of approximately 105 or more points per second. 
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This translates to less than a second [SiPa98] to - 17 seconds [Cybe93] to capture a whole-body 

image, depending on the optical technique, the resolution and macro-level design of the Imaging 

system. Because the methods do not require contact, they can be used on sensitive subJects, for 

example post-burns patients [WhGM971. Some work has been carried out to reconstruct 

dynamic 3D models from orthogonal 2D data, for ergonomic [Seit9g] and anthropometric 

applications [Telm961 [Gray98] and to build H-Aýfini-compliant avatars [HAWG991 for virtual 

environments [HBGS991. These methods are attractive in that they use fast, low-cost imaging 

components (often simply a single video camera), but inevitably there is some loss of 

information because they only capture 2D projections of a 3D form. 

ii"O 

Figure 1.3: Typical whole-body scans. 

The first full 3D systems were developed for parts of the human body, for example, the head 

[LTRC921 [WhGM971 and the torso [Bato92] ISDNV901. Specific issues of ji411 body 3D 

surface imaging are only more recently being addressed [JWHR891 [BrDR971 [DaBR971 

[CoHu98] [Riou981 and are discussed in more detail in the next chapter. Such issues include 

occlusion because of the body's many degrees of freedom, the large imaging volume and fast 

capture times required. Detailed surface information can now be captured, of the order of 
100,000-6,000,000 sample points over the whole surface of the body, with 1-7 mm resolution, at 

a high accuracy of ± 1-2 mm for each sampled surface data point. Figure 1.3 shows some typical 

3D data sets as point clouds, captured using the Hamamatsu Photonics system [Hori951. Some 

systems can also capture full colour texture data [Cybe931 [SiPa98] [SM98] [InSp991, of 

particular interest for visualisation applications. Suitably processed image data can be stored in 

a compact digital form (a few KB [LiJo941 to a few MB [Riou981). 

1.1.3 Human Body Surface Image Processing 

Having the whole body shape in a high-density, digital form has numerous important 
implications. One of the key advantages of archiving electronic images is that they can 
subsequently be revisited repeatedly and processed by increasingly sophisticated processing 
techniques and for multiple applications. Perhaps of most significance Is that this rich source of 
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size and shape information can be queried in many different ways. For large-scaie surveys this is 

particularly important. The images can be captured, and the choice of which information to 

extract can be made at a later date (though limited to some extent by the posture of the subject 

during image capture). 

However, before the information of interest can be extracted from the data a great deal of 

processing is required. The whole-body range data tends to be noisy and sparse In areas where 

occlusion occurs [BrDR97] or where the body surfaces are almost parallel to the viewing axis. 
These characteristics are important in designing processing techniques specifically for this type 

of data. 

Whole-body data has been used in many application areas, although the processing techniques 

have tended to be largely interactive, rather than automated [SmJW90] [JBHM941 [BrJW94] 

[Vann97] [Bum97] [Li971 [Daan98] [BrGr99]. Attempts at automated 3D data processing have 

mostly focused on face data, since such images have been more widely available. Many 

successful attempts have been made at automated 'Interpretation of such images, both in 2D and 
3D, with most effort focused on authentication [BeAc98], face recognition [TuPe9l] [CCRA961 

[BrPo93] [YaDa93] [JiNi95] and animation [LeTW95], together with a few more esoteric 

applications, such as automated generation of caricatures [KoMK97]. Since the human face and 
body are of such significance in communication and security, it has been considered worthwhile 

to hand craft techniques for interpreting such images and even to process single instances 

manually, given the still novel nature of 3D whole-body digitisation and its applications. Often 

manually generated feature extraction algorithms are combined with a statistical or learning 

technique [JiNi951 and more recently fully generic techniques have been used [WaCT98] 
[SaCi97]. Because of the similarities with the whole human body image understanding problem, 
many of the techniques used in analysis of face data, in 2D and 3D, will be discussed in 

subsequent chapters. 

More recently efforts have been made to develop completely automated techniques for whole- 
body surface data. Li and Jones developed semi -interactive and automated techniques for 
building a fitted -skin" to their surface data [LiJo941 [LiJo97] with anthropometric applications 
in mind [JoLi981. In postural diagnosis, in particular for scollosis, surface scanning methods 
have been used [SDNV901, while [Bato921 presents a knowledge-based system for diagnosis 
from surface data. Geisen et al [GMHW951 and Lewark and Nurre [LeNu981 have developed 
techniques to detect manually placed optical fiducial landmarks from body images, using a 
Bayesian approach to identify each landmark. This method is being used to process large-scale 
data collected in the US and Europe [Robi981. However, it requires rather intrusive pre- 
placement of markers against a background of standardised uniformly coloured clothing and 
may be prone to slight inconsistencies, as with traditional manual measurement practices. 
Therefore it is desirable to pursue methods that do not require pre-marking. Nurre [Nurr971 has 
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developed algorithmic methods to segment the body into primary components-the head, torso, 

arms and lees. Pargas el a/ [PaSD97] have developed a macro language that allows tile user to 

define their own algorithmic methods for locating and measuring body features from 3D image 

data. This approach is demonstrated using moir6 fringe data [DHWG971. More recently Stuetzle 

and Certain presented work on a proposed low-cost image capture system for the lower body, 

where a surface model is fitted to patches of surface data, and anthropometrics are extracted 

automatically [CeSt991. 

Despite this work of direct relevance, there is still a lack of demonstrably robust, automated 

methods for processing whole-body surface data. In particular, there is no method that can easily 

be adapted to locate new features of interest, without specific reprogramming effort. From a 

more abstract point of view, the problem is to transform the raw image, containing a vast 

amount of implicit information, into forms with knowledge held explicitly, as illustrated in 

figure 1.4. Framed in this way, the problem is part of a much larger research field of machine 

vision. In purely research terms, it is challenging to build a system that can deal with the general 

problem of feature detection on free-form surfaces, and to find what level of automation is 

possible. 

range data 3D surface models functional models 

increasing data structure 

implicit knowledge explicit knowledge 

increasing domain dependence 

Figure 1A Building symbolic information from human-body range data. 

If robust and accurate techniques can be devised to locate and label body features, then this 

provides a basic pre-processing tool for analytical techniques and future applications. point 
landmarks can be used as markers for surface anthropornetry I BDGWOO]. Furthermore, software 
incorporating these techniques can incorporate a given standard to ensure consistency of 
measurement and analysis. At a lower level, symbolic information such as segment labelling can 
be used to determine parameters for cleaning, smoothing and surface reconstruction [DDBT991. 
In terms of numerical analysis, sets of homologous landmarks can be used as registration points. 
for shape warping [Book89], for Procrustes alignment [Gowe751, or for training point 
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Distribution Models [CTCG951. In the development of virtual animated humans, surface 

features can be used to infer joint locations for an articulated skeleton, and ultimately for 

animation [RAWG99] [Carr98] [HBGS99]. 

Thus, there is clearly a need for further research, and it would appear to be necessary to look 

further afield at other machine vision techniques that might be adapted for this problem. Some 

machine vision issues are briefly discussed later in this chapter, in section 1.3.3, and potentially 

useful techniques are investigated in Chapter 3. 

1.2 Research Goals 

The goal of this work is to develop techniques to take 3D whole-body opto-electronic range 
images and transform them into models containing explicit symbolic information. A key part of 

this work is to engineer and build a fully automated system that takes as sensory input the raw 

range images, and which outputs surface models with features of interest labelled, from which 

relevant body metric information can be extracted. Two test problems will be used for 

validation: volumetry [FJLC92] [MGBM95] and surface anthropometry [Kuni84] [IS089]. An 

issue of particular interest is the use of a priori knowledge, how constraints can be relaxed to 

increase generality, and what trade-offs must be made to create a fast working system. 

1.3 Analysis of the Problem 

Achieving the goals presented in section 1.2 is clearly a multi-layered problem. Not only is there 

a significant challenge in developing the image processing techniques, but the goal of producing 

a useful, integrated, working software system has many implications, in terms of computational 

complexity, speed, usability and system evolution over time. In order to get a better idea of the 

problem itself, and of what techniques might be used to tackle it, a good place to start is with the 

shape of the human body, and the features of interest that will be detected. 

1.3.1 High-Level Shape Description 

Although many characteristics of size and shape are shared across people, there is also 

enormous variation. The key to this problem is to characterise this variation and invariance, so 
that the features of interest can be detected within noisy and sometimes sparse range data. 
Several sources of information can help in a first analysis of this problem: the surface shape of 
living human volunteers; anthropometric specifications [Kuni84] US0891 (see Appendix A and 
B); and observations of, and discussions with, expert anthropometricians. For the moment, the 
focus is on the human body itself, independently of the context of any particular data capture 
medium, except to focus on surface geometry, ignoring tactile characteristics, colour, texture, 



21 

and so on, since the primary source of modelling data will be whole-body opto-electronic range 
images. 

The body is a branched structure, composed of smooth surfaces separated by points of 
discontinuity, for example at cusps such as the crease of the underarm. Much of the body is 

approximately elliptical in cross section (parallel to the floor, in the transverse plane), becoming 

more complex at branching points and through areas such as the buttocks, the chin, and bust on 
women. Variability in the surface characteristics arises from differences in fat, bone structure, 

musculature and posture. Heavier deposits of fat and extreme muscle development give rise to 

new features where abrupt changes of curvature and folds occur. Features such as the knees, 

supra-clavicular notch or ankle bones may either be rather prominent, or almost indistinct in 

terms of surface shape. 

A completely generalised method would take as input a 3D image of part or whole of the human 
body in an arbitrary posture and detect the appropriate features. To reduce the complexity of the 

problem it is necessary to lose some of this generality, and assume that the image is captured in 

a given reference posture. By relaxing certain restrictions and losing the corresponding 
assumptions, it may be possible, in the future, to increase the generality of the model, but for 

now it is necessary to reduce the problem to a tractable starting point. 

1.3.2 Target Features 

So far the discussion has dealt with the body at a relatively high level. It is also necessary to 
explore the particular characteristics of the types of target feature of interest (as described in 
Appendix A and B). To be reliably detectable, landmark features should be reproducible across 
the samples, within the working medium [WaCT98] [Book91l-the imaging or measurement 
technique. For example, in traditional anthropometrics skeletal features are appropriate as 
landmarks since they can be found reliably by tactile feedback [Kuni84). In the case of opto- 
electronic range data, ideally each feature would correspond to some distinct and analytically 
detectable characteristic of surface geometry, such as a saddle point, or a sharp valley line that 
can be represented by transformations of the image data. Many researchers have contributed to 
work on description of surface and contour shape, in particular for 2D and 3D object 
recognition, and this topic is discussed in more detail in Chapter 3. 

Bookstein adds the requirement that the choice of landmark features should encourage useful 
subsequent analysis [Book9l]. In other words, such landmarks should have relevance for the 
particular analysis method or application. Recognition merely requires that a particular example 
be reliably discernable from similar, but different instances, without any particular requirement 
to explain why particular features are discriminatory. Conversely, Bookstein relates the choice 
of appropriate homologous landmarks to functional form and therefore their implications in the 
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context of developmental anatomy and evolutionary change [Book9l]. The same is true for other 

methods that attempt to characterise variation amongst classes of objects [Gowe75] [CTCG951. 

Unfortunately many of the standard landmarks for anthropometry [IS089] relate to the skeleton 
(e. g., the seventh cervical vertebra, trochanter and acromion), and are not necessarily visible on 

the skin surface by direct spatial analysis. This is an important difference from many other 

morphometric problems, where the choice of features is left to the analyst, or to some automated 
"saliency" measure [WaCT98]. In this case the anthropometric requirements make the problem 

more challenging. Despite this, it is possible that other reliably detectable features may prove 

useful in locating the specific pre-defined features. In addition, what is apparent from this initial 

analysis is that most features of interest are context dependent. They are either defined by their 

context (e. g., the calf is the maximum girth parallel with the floor on the lower leg), or setting 
them in a relational context would be expected to reduce the complexity of the operations 

needed to locate them. This analysis leads to the following classification of target features: 

" Intrinsic surface features, for example, "pits", such as the navel; 

" Secondary features are based on intrinsic surface features, and may be found either directly 

or indirectly from them (e. g., the "upper hip" is defined as the girth, one quarter of the way 
from the waist to the full hip level); 

Non-surface features include many of the predefined landmarks of interest, where there are 

no reliable intrinsic surface shape characteristics. Most are skeletal features (e. g., the seventh 
cervical vertebra). 

This makes it possible to order features with decreasing level of intrinsic surface characteristics, 
and a corresponding increase in the expected difficulty in their detection from surface geometry. 

1.3.3 The Machine Vision Context 

In first approaching the feature detection problem it is useful to look at other machine vision 
issues, in whatever medium or dimension, to fix this work in context and to appreciate why the 
problem is hard. Examples abound, from closely similar problems in detecting natural surface 
features in 2D and 31), in particular on the human face [TuPe9l] [Saly92] [KaCH93] [JiNi95] 
[OsFG97], to less obviously related problems such as the interpretation of hand-written musical 
scores [NgBo961. These are all concerned with recognising discrete objects or features from a 
physically sensed signal, such as light or sound. Interpretation of the image typically takes a 
bottom-up approach, following Marr's ideas of the early visual processes [Marr82]. First low- 
level sub-features are extracted and classified, and then specific domain knowledge is used for 
higher-level construction and interpretation of features. Contextual information is often used to 
reduce the search space and to resolve ambiguities. 
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The first problem is to capture the whole-body range data. It is possible to control the conditions 
for this, to some extent, by specifying a reference posture for subjects. In addition, it can be 

assumed that only the subject of interest is contained in the image (albeit possibly with some 

noise and areas of occlusion). This prior knowledge can be used to make certain assumptions in 

the processing, such as the topology of the subject. Unlike many 3D image processing problems 
it is assumed that the 3D coordinate data is contained either explicitly in the input data, or is 

fairly straightforward to generate, i. e., that it is not necessary to generate it from other 2D data. 

It is expected that the data will contain some noise and be incomplete in places, in particular, if 

occlusion occurs [BrDR97]. Dealing with variable resolution and noise are major concerns in 

processing range data [Besl881 [HDDM92] [LeHD93] [StIW951 [GuMe97], and will be 

explored again in subsequent chapters. For example, with very high-resolution data and low 

noise, subtle features, such as the crease at the back of the knee, might be detected. However, if 

the sampling resolution is low, or the data is very noisy and requires smoothing, then such fine 

detail will not be observed. This problem of appropriate scale is encountered in many data 

interpretation problems, and must also be addressed in this work. 

However, since the data space contains only the whole body in three dimensions, there is no 
concern with clutter, changes in illumination, or viewpoint variation in shape and visibility of 
features (except specific ones that tend always to be occluded, such as the underarm points). In 

addition, it is possible to know in advance what features are present, and in what quantity. Of 

course, this will not always be a valid assumption (for example, on subjects with limb loss, or 
where features are hidden by clothing). 

A particular difficulty with human-body feature detection, mentioned previously, is that many of 
the target features are extremely subtle. Few of the target features are intrinsic surface features 
familiar in differential geometry, such as pits and saddle points. The surface cannot be broken 
down into simple geometric components-as is often the case for manufactured objects-and 
still retain its usefulness for feature detection. In addition, there is a great deal of variation in the 
local shape and location of features amongst subjects, even those with superficially similar size 
and shape, giving continuous variation within a feature. This variation and the invariances of 
each feature must be captured somehow within the operators that process the 3D image data. 

The fact that the input data corresponds to a sampling of a single continuous surface poses 
certain difficulties. In a straightforward representation of the surface in Euclidean space, the 
features of interest are not discrete objects, and it is not immediately clear how a subspace of the 
data would be selected as input to model each feature. Ideally there would be a one-to-one 
correspondence between the input attributes for each data set. This would facilitate the use of 
learning techniques such as neural networks [RuHW86] and support vector machines [BoGV921 
that expect uniform length input vectors, usually with some semantic correspondence between 
each ith element. However, there are examples where such techniques are used with non- 
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corresponding data [OsFG971 [TuPe9l]. In the initial image data used in this work there is no 

particular relationship between the elements in each set. One way of dealing with this would be 

to extract a vector of features from the raw data, and use this as input. This also has the 

advantage of reducing the dimensionality. The problem then is to find an effective method to 

transform the input image into a useful representation (for example, as discrete features). One 

possibility is to extract key surface points and contours by virtue of their local shape 

characteristics [AsBr86] [Besl88] [KovD92]. In the case of the human body, it is clear that such 
local information alone would not suffice for detecting features, since features with similar local 

characteristics appear in many places over the surface of the body. Consequently, it will be 

necessary to make use of relational information for feature detection. 

So far the problem has been discussed in the context of bottom-up signal processing methods. 
Clearly there are many other possible approaches, for example: 

"a statistically-based deformable whole-body template, with pre-affixed landmarks, to which 
input data is matched; 

" several filters or local templates, possibly one for each feature; 

"a system that uses a form of "grammar" and data parsing to detect features in context; 

" hierarchical context-based searching functions; 

"a combination of techniques. 

However, it is not appropriate to be too concerned yet with the particular technique for 

implementation. For example, a neural network could be used to build a parameterised surface 

patch template, or a discriminant function for classifying features; a genetic algorithm or other 
general-purpose search method could be used to optimise the matching process, or to synthesise 
a shape grammar, and so on. These issues will be discussed again in more detail in Chapter 3. 

1.3.4 System Input for Training and Run Time 

To train the system, various types of data may need to be collected, in addition to the whole- 
body range images: 

reference data ("ground truth") for the information of interest: locations of landmark 
features, the paths and lengths of contours [Kuni84] [IS0891, and volume measurements 
[FJLC92] [MGBM95]; 

other information about the subject, such as weight, gender, "handedness- and other 
anthropometric and socio-economic information; 

knowledge, for example, from expert anthropometricians, about how they perform 
anatomical labelling and measurement tasks [Kuni84] [IS089]. 
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It might be legitimate to use any of these data sources in developing the image processing 

operators. However, since the system should be a closed loop at run time, it would be desirable 

to make use only of the range image of a subject and avoid, or at least minimise, the use of 

additional infonnation. 

At the start of this work no large-scale database of 3D whole-body data was in existence. 

Subsequently, within the CAESAR initiative [Robi98] [SAE99], body data is being collected, 
first in the USA, then in the Netherlands and Italy. Approximately 9000 subjects in total are 
being scanned in three postures, with pre-affixed landmarks manually placed at key features, 

such as the iliac crest. However, this data is currently accessible only to members of a closed 

consortium, so for this work it will be necessary to collect alternative sets of digitised body data, 

together with reference data. Collecting each sample, together with reference data, will be time 

consuming. Therefore the training set will be rather small, of the order of 50 data points, which 

will necessarily place limits on the type of technique that can be applied. 

1.4 Assessment Criteria 
In order to assess the methods developed in this work, it is important to list some more specific 

objectives, which will be revisited in Chapter 7. Some of the criteria listed below can be 

approximately predicted in advance, and can therefore be used to guide the choice of method, as 

discussed further in Chapter 3, when the overall approach to the problem is explored. Other 

criteria can only be assessed by testing a given implementation, and therefore provide a basis for 

designing the run-time tests. 

* Minimal intervention. 

It is desirable that image capture be as fast as possible and cause minimal intrusion on the 

subject. Consequently the aim will be to derive as much as possible from a single 3D image, and 

to avoid the use of any external markers on the body, or extraneous data. The execution of the 

processing techniques should also require minimal intervention; in other words, they should be 

as automated as possible. This may necessitate an explicit compromise on other performance 

criteria, such as accuracy. The advantages of rapid, non-contact image capture and automated 

analysis are such that some error, when compared with existing methods, would be considered 

acceptable for certain applications. However, if suitable fully automated and accurate image 

processing techniques can be devised, then this could remove human error, and potentially 

produce systems with higher accuracy and reproducibility than is obtained even from manual 

measurements by skilled anthropometricians. 

9 Geometric accuracy. 

The whole-body representation and the anthropometric information extracted from it should be 

geometrically accurate. The accuracy will be deten-nined by comparison with reference data 
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collected by alternative means. Precise requirements will be determined by consultation with 

practitioners in the field. Since there are potentially errors in all reference methods, it is 

expected that difficulties will arise in making comparisons. It is important that at each point the 

sources of error are isolated and, as far as possible, tested separately (e. g., noise in initial image 

data, artefacts of pre-processing, errors in several stages of feature generation and measurement, 

errors in training data, observation data, etc. ). 

* Occam's Razor: "It is vain to do with more what can be done with fewer". 

All things being equal, the simplest technique should be used. This is of interest as a research 

strategy, but also to encourage computational efficiency. From image capture to visualisation 

and output of the information of interest, the processing must execute in a matter of a few 

(perhaps one or two) minutes on a moderately powerful personal computer. The simplest 

method will first be applied, in order to assess what kind of results can be achieved. More 

complex methods will only be used where they can be justified in terms of improved accuracy 

or robustness. This has particular significance for the use of prior knowledge: if the use of a 
constraint or assumption improves the time complexity significantly, and does not degrade 

performance, then it can be used. It is always possible to relax such constraints later. 

* Reproducibility. 

Results should be reproducible on a given individual, and be robust over a range of subjects and 
operating conditions. "Robustness" is used to cover the many issues relating to consistent 
performance over a specified range of conditions: tolerance to noise; variations in lighting 

conditions, body type (women, men and children of varying size, shape and age); the density of 
image data; and the location, orientation and posture of the subject during image capture. 

eA flexible, working software system. 

The central part of this work is the development of a working software system, which should be 

engineered in a modular way to enable each component to be replaced by alternative or 
improved techniques, and to allow its use with different image capture hardware. In addition, 
the system should be extensible, so that new components can be added to extend the 
functionality, or exploit it in a new way. 

e Broad applicability. 

The information generated by transformation of raw surface image data should be suitable for 

use in successive phases of human body modelling, for example, animation. Perhaps the most 
challenging goal is to develop a framework or methodology that is not simply hard-wired for a 
particular application, but can be used to detect a range of features. Thus it will not be sufficient 
to build a system that works only for a given instance, but is demonstrably applicable in a 
broader sense. 

* Emergent properties. 
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Rather than simply simulating existing anthropometric procedures, it is desirable that the 

method should reveal interesting properties of the human body of its own accord. 

1.5 Research Contribution 

In addition to the immediate and proven benefits to the target applications areas of clothing 
design and manufacture, and medicine, the work makes five main research contributions: 

The thesis describes the design rationale, development, testing and assessment of a fully 

automated system for interpreting and visualising whole-body range images. This is 

arguably the first fully integrated and automated system of its type, and the first reported 
in detail in the public domain. 

2. A new, combined data-driven and model-based approach is described for low-level 

processing and surface reconstruction specifically for human-body range data. The 

techniques address the whole body surface and deal with occluded areas. Tests are carried 

out on a range of body shapes and sizes, and the processing techniques are demonstrated 

to be robust for women, men and children. 

3. A library of computationally-efficient operators is developed and tested, designed 

specifically for human-body shape description and measurement on surface models from 

range data. The library includes a simulated tape measure to extract curvilinear 

measurements, and operators to extract curvature maps of the body surface and to describe 

relational information. 

4. The library is used to build a set of a wide range of feature detectors for surface 
anthropometry, according to the ISO 8559 specification. The automated system can detect 

anatomical features, such as the seventh cervical vertebra, the navel and the knee joints. 
The system is tested on a set of women, by comparing expert manual measurements 
against the automated output from scans. The results are discussed in the context of 
specific uses of the automated system, and are shown to be comparable to similar systems 
that require considerable manual intervention in image capture and processing. The 

reproducibility is shown to be similar to expert manual measurers. 

5. The system and its outputs have been used to facilitate research by others in digital human 

modelling, body composition and clothing technology. As such the system has become a 
basic tool for research problems, such as registration of multiple body images, draping 
clothing and advanced surface modelling techniques. 
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1.6 Thesis Organisation 
This thesis is organised in eight chapters, with additional information provided in appendices, 

where it would otherwise break the flow of the main text. Survey material is presented in 

Chapters 2 and 3. Experimental work is presented in Chapters 2,4,5 and 6. Chapters 7 and 8 

provide an assessment and conclusions. A brief overview of each chapter follows. 

Chapter 2: Whole-Body Image Acquisition 
Chapter 2 presents a survey and assessment of opto-electronic surface imaging techniques, in 

particular, systems for whole body imaging. After describing the system to be used in this study, 
some qualitative experiments explore the problems and conditions of capturing useful whole- 
body data of living humans, particularly in the context of automated feature detection. An 

analysis of these data sets provides the necessary starting point for choosing the overall 
approach to the problems tackled in this thesis. 

Chapter 3: Techniques for Whole-Body Image Interpretation 
Based on the analysis of the image data, Chapter 3 explores and assesses some computational 
techniques for shape description and shape matching. A progressive, procedural pattern 

recognition approach is chosen as a way of attempting to make the problem tractable and exploit 

prior information sources. To provide a flexible environment for experimentation and 

exploration, an interactive framework is designed, which interfaces with the image capture 
hardware, and provides facilities for 3D visualisation and analysis. The chapter concludes by 

outlining the issues for investigation. Each theme is tackled in the chapters that follow. 

Chapter 4: From Points to Surfaces 
The processes from raw data to surface reconstruction are explored. The chapter first discusses 

the choice of the generic whole-body representation, in the context of encouraging the discovery 

of the best feature detection techniques. A hierarchical compound mesh structure is proposed, 
segmented at a high-level. After visual assessment of the skinned images, they are validated by 

comparison of the enclosed body volume with hydrodensitometry and air plethysmography. 

Chapter 5: From Surfaces to Features 
Once the raw image has been converted to a surface representation it is possible to start 
analysing the surface information through various transformations in attribute space. Of 

particular interest are operations that can be used as discriminants for detecting interesting 
features. This chapter presents an exploration of some shape description techniques and an 
Gfielectronic tape measure" to extract anthropometric information from the surface. 

Chapter 6: Application and Evaluation 
Feature detection operators for surface anthropometry are constructed and tested, based on the 
surface attributes explored in Chapter 5. A training set of scanned and manually measured 
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bodies is used to assess the accuracy of the computed values. A number of important issues arise 
in the generation and testing of computed measurements because of the many potential sources 
of error in obtaining validation data and in determining appropriate performance criteria. 

Chapter 7: Assessment 
Chapter 7 provides an assessment of the work carried out in this thesis, firstly in terms of the 

research approach, and an assessment of the system developed in this work, according to the 

criteria outlined in this chapter. Finally, the thesis is assessed in terms of its research 
contributions. 

Chapter 8: Conclusions and Future Work 
The thesis concludes, in Chapter 8, by surnmarising the main points of the thesis and discussing 

plans and opportunities for future work. 

Appendices 

Appendix A describes the anthropometric procedures, Appendix B provides a glossary of 
anthropometric terms and Appendix C presents results for the automated system. 

1.7 Summary 

This chapter has discussed some of the motivations for, and problems of, building accurate 
surface models of the human body. Techniques for capturing high-resolution surface images are 
outlined. While these potentially provide high quality raw data, they cannot be exploited to the 
full without appropriate processing techniques. In particular, automated feature detection and 
labelling is identified as a challenging research problem on which to focus, with numerous 
potential benefits for large-scale application and analysis of personalised body models. The 

chapters that follow present the design, implementation and testing of an automated system to 
perform these tasks. 



Chapter 2 

Whole-Body Image Acquisition 

This chapter explores how 3D body images are captured. It begins by discussing the 

requirements of three-dimensional digitisation systemsfor capturing whole body surface images 

of living humans. This is followed by a review of opto-electronic techniques and a survey of 

some whole-body surface imaging systems. The near infrared scanning system used in this study 
is then described in more detail. Experiments are carried out to assess appropriate scanning 

postures, and to analyse the data captured. 

2.1 Issues in Human Surface Digitisation 

To capture and process the human body range data effectively, it is necessary first to explore 

some of the specific issues of human surface digitisation. This will provide a good basis from 

which to: 

9 select the appropriate image capture system; 

* identify and avoid potential problems in image capture (subject's posture, etc. ); 

e enable a more informed analysis of the most appropriate techniques for processing the data, 

particularly for feature detection; 

* design efficient operators to process the data. 

An opto-electronic range imaging device-whether for teeth, the human body or a fold 

mountain-requires some source of electromagnetic radiation (sometimes simply natural 
lighting) which strikes the surface of the subject. Depending on the properties of the light source 

and the surface (including the angle of incidence, the surface's chemical make-up, its texture, 
internal structure and colour) the radiation is transmitted, absorbed, scattered and reflected to 

varying degrees. The reflected component is detected by one or more sensors, which convert the 

radiation to an electrical signal. The timing, coordinates or intensity of the signal are then used 
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to determine depth information. As well as the basic requirements of obtaining data in a clean, 

accurate, reliable and repeatable way, there are many specific problems when capturing 3D 

images of the living human body. These are recurrent themes that drive much of current 
research in range imaging [Davd98]. Before describing some techniques in more detail, this 

chapter first discusses some of these concerns, and how they affect the choice of technique and 

overall system design. Many of these issues are revisited toward the end of the chapter in 
designing low-level processing operations for the data captured. 

2.1.1 The Dynamic Living Body 

The human body is in constant change, even when "standing still". It is built from soft 
deformable tissue over a rigid, articulated skeleton, with motor reflexes continually at work to 
keep the body upright in dynamic equilibrium [JoRi97]. This introduces movement from sway, 
which, especially at the top of the head, can be considerable (-2 cm) [DaBR97] [CoHu98] in the 
ten or so seconds that many imaging systems take to capture a whole body image. Although 

methods, such as a contact pointer or grab rails have been suggested to reduce movement 
artefacts [DaBR97] [Hori98], these may be unacceptable to the subject, and can compromise the 

posture in other ways. Changes in respiration states typically change the girth of the torso by 

several centimetres, and so the breathing state during image capture ideally should be 

standardised. These changes take place over a second or so; however, it may also be relevant to 
take into account changes over the day through loss and gain of water content, intake of food, 

and so on, if the data captured are to be compared over time. 

Some of these issues of movement are discussed again in section 2.2.6, where they are of 
importance in the high-level design of a whole-body image capture system. 

2.1.2 Optical Properties of Skin, Hair and Fabric 

Human skin and hair have particular properties that are relevant to its behaviour-reflectance, 

absorption, scattering and transmission-in the visible and near infrared regions [JoRi97]. The 
skin typically has a high diffuse reflectivity and low specular reflectance. It is particularly 
transparent at longer wavelengths, but it is desirable to use this range of the spectrum, rather 
than the blue region, for reasons of safety especially for the eyes [Besl89] [Hori98]. Other 
characteristics that may need to be considered are variations in subcutaneous fat, skin 
pigmentation and texture, which affect its albedo (diffuse surface reflection coefficient). 
Similarly, head and body hair, with its range of pigmentation and textures, will potentially cause 
problems, because of absorption and scattering [JoRi97]. 

These problems are further complicated when attempting to capture images of clothed or 
partially clothed subjects, where it is impossible to predict the range of fabric textures, chemical 
make-up, and colours that might be encountered. In most surface imaging systems, absorption 
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effects are most pronounced with certain Mack material,,, (e. g., leather and rubber). SUI-faCes 

with very high specular reflection. such as glasses and jewellery can also lead to undesi ra Me 

artefacts with most optical iniaging techniques ISM981. The sensors consequently need a good 
II- 

dynamic range [RioLi981 to extract accurate depth readings over the range of' surface propert . Ics 

expected to he encountered. 

2.1.3 Body Geometry and Surface Sampling 

The orientation oftlic hunian I-)ody*. s surface can cause problems ofocclusion. Micre, as a result 

of' the light source and sensor geometry, cither component cannot "see" tile relevant part of' the 

surface. Tile most obvious of these problems can potentially occur at tile inner surfaces of' tile 

arnis and legs, especially given the many degrees of freedom of movement. POSILII-C (11-n-ing, 

scanning is clearly of significance. since this deternimes tile orientation of' body surfaces and 

potential occlusion effects. 

Where the angle of incidence or that ofthe reflected ray is glancing with respect to the surface, 

the data may be rather sparse, as shown in figure 2.1. This occurs, For example, at tile tops oftile 

shoulders it' tile IiLflit source or the sensor's line of sight is parallel with the plane of' the floor. 

More problematic still are undercuts froin the bust and chin [Bi-DR971. Problem,, of this type 

can he reduced by using paired detectors oriented dightly otT-ax1s froin the light source 

Iliori981 [StMi981 to give some redundancy. In addition to the sparseness of tile data In such 

areas, the data are typically of lower accuracy. 

A 

Figure 2.1: Angle of incidence/view and sampling density. 

A Known problem with any optical technique arises 1'rom mutual illumination at diliedrals, such 

as under the chin, at the arinpit. or the buttocks. In 
such situations the perceived position of* 

sample points may he several millimetres 1'rom the actual surlace [Hoi-1971. Tile efl'ect is 
dependent on tile albedo of' the surt'aces, inversely proportional to the angle between tile planes, 
but independent of' the orientation of the angle, Since till', Occurs on inside surfaces, convex 

IlUIIS Will often not he al'i'ected. Neverthe less, it is expected that sorne problems might arise 

when attempting to reconstruct and measure the area around tile arnipits, inner lees, chin and 

neck, where the effect would occur on data points that lie on a convex hUll. 

Although it is generally desirable to obtain as hi-gh a resolution as possible over the whole 

surl'ace of' the hurnan body, tij)propriate resolution is more important. For example, in 
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underwear design, high-resolution data on the head and hands is not needed. In addition, for 

scanning systems in which some or all of the data are gathered sequentially, problems of body 

movement mentioned previously may necessitate a compromise between the resolution of 
surface sampling and the length of the image capture time. In some situations it may be 

preferable to accept a lower resolution if this means that the data set as a whole has greater 
integrity. Sampling resolution should be sufficient to reconstruct curves and surfaces for 

visualisation and anthropometry with good fidelity to the accuracy required. Complex parts of 
the body and areas with a high rate of curvature, such as the face or hands, require higher 

sampling resolutions [StIW95] [JoRi97] [SiPa98]. Variations in resolution and noise ratio are of 
importance when designing processing operations such as data cleaning, smoothing, and curve 
and surface reconstruction. These are investigated in more detail in Chapters 4 and 5. 

2.1.4 Working Range and Volume 

For whole body imaging the active scan volume must be sufficient to cater for the target body 

sizes. Every imaging device has a given range within which it can be considered to deliver 

accurate and stable data [Riou98]. The limitations of a given system set-up may conflict with the 
desire to accommodate a wide range of body sizes. An ideal system would be capable of 
capturing whole images of the body in many different postures, not just standing, but for 

example, sitting, reaching, bending, and so on [TSHH98] [Seit98]. This requires the working 
volume of the sensor system to be quite broad, with a depth and width of 1.5 metres or so. This 
is essential for wheelchair users, and also desirable for ergonomic anthropornetrics and in 
building realistic articulated models. Other considerations are necessary for supine scanning of 
some subjects, such as babies. In all these postures the expected areas of occlusion must be 
considered [BrDR97]. 

2.1.5 Colour, Texture and Motion 

In addition to the requirements relating to the accuracy and integrity of the whole body data, the 
ability to map colour and texture onto the 3D form is useful for many applications. Examples 
include the assessment of bums or wound healing [WhGM97], and in enhancing the sense of 
presence in virtual environments [SiPa98] [InSp99]. Although this is not crucial for 
anthropometric applications, some form of intensity data is useful in the detection of manually 
placed markers. Geisen et al [GMHW95] and Lewark and Nurre [LeNu981 use flat matt white 
discs to mark key anatomical features, such as the trochanter and iliac crest, for subsequent 
detection by image processing. 

Although none of the techniques described in the next section operates at the speeds required, 
one of the ultimate aims is to capture full 3D images of moving humans at high levels of 
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accuracy [SiPa981. Another potential problem is in the amount of data acquired, especially if 

colour is involved. 

2.1.6 System Design and Operation 

Since a whole body imaging system potentially has such wide ranging applications outside of a 

controlled medical or industrial environment, it must be easy to operate and robust, capable of 

operating under a range of conditions. It may be subject to changes in ambient temperature, 

occasional vibration, and various sources of ambient light, from natural daylight and artificial 
lighting. The system should operate with minimal recalibration or other maintenance. These 

requirements are most critical for large-scale surveys, where the system may be required to deal 

with a throughput of a hundred or so subjects a day. These issues are also significant in building 

mobile systems, which have advantages for large-scale surveying [Tait981 [HQL95] [SiPa98] 

[InSp991. 

Outer dimensions and weight of the whole system are also important, especially if it is to be 

used in a retail environment where space is usually expensive [Hori98]. Hence there is a 
requirement for lighter, more compact imaging components, and reduction of the weight 
contribution from any movement mechanism. Ideally the subject should be protected from any 
moving components. Unfortunately this can be difficult to engineer because the optical and 
geometrical properties of the system may then give rise to reflection artefacts. 

The psychological factors of the imaging system are also crucial to its practical use, and relate to 

the criterion of minimum intrusion, stated in Chapter 1. Accurate technology is effectively 
useless if its presentation to the subject makes it unacceptable [Hori981 [Djab97]. This is 

especially true if it is to be used voluntarily. Since, for anthropometry, subjects will usually be 

processed in underwear, they must feel comfortable and private. Preparation should require 
minimal interference with the subject, if possible avoiding the need for wearing any special 
garment or the placement of body markers. This is not just important for long-term use of such 
systems, but also within the time span of this study. 

2.2 Surface Imaging Techniques for the Human Body 
Before describing the higher-level structure of specific systems, it is useful to describe the 
measurement principles employed. Many broadly-scoped surveys of these techniques exist 
[BesI89] [Isda98], but rather than reiterate these, this section focuses on techniques used to 
capture 3D data of the whole human body. Daanen and van de Water's survey [Davd98] 
describes many commercially available whole-body systems. The survey in this chapter is 
organised by imaging technique, with a short summary of systems, providing an update on the 
Daanen and van de Water paper. The techniques described here all use a structured lighting 
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approach, and can be broadly classified into active point and light-stripc sensors, moire an(] 

, stercopliotoi, -, t-. iiiinicti-ic inethods. 

2.2.1 Single-Point Position-Sensitive Detectors 

Conceptually tile simple"I of tile actl\c structured techniques is tile position-sensitive 

cletector IBM. The whole-body scanner developed by 1-1,11MIMMSU Photonic,, 1 Hor1981 uses this 

method. Each imaging head hit,.,. an array of near infrared light enifflim! diodes (LEDO. 
Iý 

ject combined \\ ith paired segment PSDs. The h_ght emitted by each LED is focused onto the subi 

and the reflected IwhI is f0cused onto the PSD, its Illustrated in fwairc 2.2. The maunitudes of 
the currents drawn at each end of the PSD are determined by the location at which the light is 
incident on the PSD. By triangulation this can be used to determine the distance of the surface 

sampic point from the sciisor. 

A # 
A receiving 

A lens 

TTV 
PSD 

I 
LED 

projection 
lens 

measured 
object 

Figure 2.2: PSD triangulation. 

Lach , ciisoi has two PSD,,,., oriented off-axis with respect to the criniting, lens, and 

asynimetrically to each other. This set-up is designed to reduce occlusion effects. Although this 

method samples points one at a time, they are pulsed in rapid sequence at ail Interval of the 

order of 30 p sec (30 x 10 (' wc), and response times ire such that speeds are obtained that are 

comparable to light stripe and charge-coupled device (CCD) methods. 

2.2.2 Light Stripe Methods 

Light stripe inethods, employing laser and other light sources, are Used in several Commercial 
and research systems. A plane oflight is pro. jcctcd onto tile sub ect and where it hits the surface 

of' the object, a planar contour is generated, as shown in figure 2.3. A 2D 1111age of' the scene is 

captured by an off-axis CCD carnera. Since the equation for the light plane is known, and the 
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vector from each CCD pixel is known, it is possible to determine the 3D location of' each 

sampled point at the unique intersection ot' the plane and vector. With this method the whole 

-ed sirnulianeouslý. In order to obtain the I'Lill surf-ace at that field of' \ ic\\, image is captui I 
tile light source and sensor are ý\vcpt across tile surt'ace of' the suh ect. A limitation of' this 

inethod is the image capture time of tile cameras (typically about 50 1-1z, although t'aster cameras Z7 
do exist [StM198]). 

off-axis 
camera 

light sheet 
projection 

Figure 2.3: Light stripe technique. 

III ordcl to Lct a Lood I-CN011111on and lari-, c field of \, Ic\\ I'or a sinLýle sensor. the distance bemeen 

the h6t emitter and sensor would be 1', Iirly large, but this tends to increase occlusion elTect,., In 

a synchronised scanning system [Rioug4j, the sensor moves with the moving, scan angle of the 

projected light, enabling the Image to be focused on a smaller sensor arca. This has tile 

advantage of improving the compactness ofthe cameras while maintaining the depth of' field and 
field of view. Resolution is improved because more efficient use is inade of the sensoi's ýk idth 

lot- resolving small-scale distance int'Ormation. ]'his goal of' producing highly compact imaging 

components continue, to drive research. The dual-iris system (BIRIS) developed at the National 

Research Council of Canada allows the light source and sensor to he located in close proximity 

within the imaging unit JBIBe971. A light source is proJected onto the SLib. lect, and (lie reflected 
light is split at a double-aperture inask in 1ront of* the lens. The image captured by CCD shows 

two intensity peaks for each sample surface point, one corres pond i ng to each aperture. The 

separation ofthese peaks on the CCD array indicates the depth ol'the point in space. 

Whole-hody systems that employ vanants of the light siripc method are the Loughborou'01 

Anthropometric Shadow Scanner (LASS) IJWHR891, Vltronlcs' VIRO-3D IStM'981, tile 
TecMatll 3D Body Scanner [Tecm971 and Cyberware's, WB4 lCybe931. 

2.2.3 Multiple Light Stripe Projection 

The previous methods sample point-by-point or line-by-line, and build it full surface by 

sequential scanning. Since speed is such an important issue, it is preferable to reduce the 
number of images required. and consequently speed Lip the process. By projectin-g Iijultiple li-ght 

stripes" images from each *1111_11111nated area can he captured s11111,11taneously, for example by CCD 
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camera. Ambiguity between tile lines must be then resolved so that each iniage pixel can be 

associated with a known light sAripe source. 

One approach to this has been to use a set of binary-coded light pattern,.,. each pattern composed 

ohi-I light stripes. Within it given pattern each stripe 
front I to it-I is assigned it binai-N value. It' 

the bit value Is I the light stripe is set to on, and it' the value is 0 the stripe is set to o. ff, its 

illustrated in figure 2.4. For example, for n= 16. the first pattern w. ill have stripe,, I to 7 off and 

stripes 8 to 15 on. The patterns are pro. jected one after the other, which allows aný light to 

be unambiguouslý identified in logn patterns, since each stripe has a unique on/off sequence in 

the set of patterns. This technique has been used for tot-so Imaging and spinal shape diagnosis 

ISDNV901. 

pattern 1 (000000011111111) 

pattern 2 (000111100001111 ) 

pattern 3 (011001100110011) 

pattern 4 (10101010101010 1) 

Figure 2A Set of binary-coded light patterns, each with n-1 stripes. 

2.2.4 MoirC- Fringe Techniques 

Many method,, exist to derive depth in[ormation from the intensity data in 2D images, captured, 
for example, by video. Shape from shading 11-lorn751 applies certain assunipt ions of' ýsurface 

smoothness, uniform albedo and Larnbertian reflectance, and builds depth Information based on 

changes in intensity of the radiated light. Photometric stereo [Wood7g] allows some of' these 

assumptions to be dropped, by using multiple images under different fighting conditions. Phase- 

, shifted moire jHaHs89j JDHWG971 can be seen as an extension to these methods, taking 

several images captured with known shifted intensity patterns. 

A moirý method used by Deniers et al I DHWG971 PrOJects' a sinusoidal stripe pattern of light 

intensity onto (lie subject, with a CCD camera capturing the 2D 'Image. The intensity at each 

pixel is a function of the reflectivity of the surface and the phase of incident lip-lit intensity. 
Since the reflectivity of each area of the ýubýject's surface cannot be controlled or known in 

advance, and the phase at any given point is dependent on tile surface deptli, it is necessary to 
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remove these from the equation. By capturing four images at 7r/2 intervals of the projected 

sinusoidal pattern, the function can be simplified, giving phase as a function of the four intensity 

levels at each pixel. 

At the pattern periodicity required for accurate point location there will be several possible 

planes to consider, each with the same phase value. This ambiguity can be removed by also 

taking images using a lower periodicity pattern, to identify the particular area in which the first 

plane is located. The 3D coordinates are then deten-nined by the intersection of each identified 

plane and pixel vector. It is also possible to resolve the ambiguities via prior knowledge of the 

surface, but for the variations expected in shape and posture of the human body, this is not 

considered practical. 

Moir6 techniques can also be used with single image capture. A light pattern is projected onto 
the subject, and the deformed image is captured with an off-axis camera. The initial reference 

pattern is overlaid (usually in software) and the interference patterns are analysed to determine 

depth information. Although this is faster than the four-image method described above, many 

ambiguities remain in the depth information, for which more sophisticated and slower 

processing methods are required. 

Variants of the moir6 method are used in the torso scanner developed by the UK National 

Engineering Laboratory, St.. George's Hospital and the Ministry of Defence DCTA [Alle98], by 

the TriForm. series developed by Wicks and Wilson [WiWi98], and the InSpeck 3D Body 

Builder system [InSp99]. 

2.2.5 Stereophotogrammetry 

Stereophotogrammetric methods use multiple cameras at differing viewpoints to capture images 

of a subject, from which some attempt can be made to determine the depths of surface points 
[Long8l]. From a single image it is possible to determine the x and y coordinates by tracing 

each pixel vector. There are an infinite number of depth (z) values to which each vector could 

correspond, but by finding the disparity between the pixel locations in two images 

corresponding to a given surface point, the z value can be determined by triangulation, as 
illustrated in figure 2.5. This potentially allows depth information to be extracted simply with 
the use of low-cost camera units and natural lighting. 

However, the problem of locating corresponding points in multiple images is not a trivial one. 
Typically this method works by matching points on distinct features such as edges and line 

segments, which are notably scarce on the human body. One means of overcoming this problem 
is to project an "interesting" pattern, such as a grid, onto the surface of the object. One example 
is a random texture pattern projection [ScFo86]. In the C31) system developed by the Turing 
Institute [SiPa98] a flash texture unit illuminates the surface with a spec kle pattern that enables 
the system to match corresponding pairs of points. To avoid loss of data from occlusion, the 
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camera pairs should be positioned close together, which then requires several imaging 

components to cover the whole body area, and a fairly large overall system design. Image 

capture time can be very fast (of the order of a few milliseconds), but the miage processing time I 
is typically quite long (approximately 45 minutes for C313 I SiPa981). 

Z- 

A model-based stereophotogrammetry technique has been developed by Hilton et (1/ [HBGS991, 

where orthogonal video images are mapped onto a simple parameterised 3D model. Similar 

techniques have been used to translate two-dimensional images [Seit981, such as those captured 

by Teimat's 2D system ITelm961 into a three-dimensional form for ergonomic modelling 

[TSHH981. The major advantages of these approaches are a fast image capture time and use of 

low-cost components. 

I 

Figure 2.5: Depth from stereo. 

2.2.6 High-Level System Design 

In all the techniques described above, each imaging operation captures only part of the surface 

at one tlmeý--%Ingle points, lines or surface patches. To capture the whole body surface, several 

approaches can be taken. Table 2.1 summarises commercial and research systems for whole- 
body surface imaging. In the simplest systems the subject presents two or more (usually 

orthogonal) views to the system [Telm961 [HBGS99], and the two-dimensional images are fused 

to build a single 3D one. Because the subject moves, it is not possible to guarantee a close 

correspondence, and therefore image registration can be problematic. In early work at 
Loughborough the subject was rotated to capture the full 3D image [JWHR891. More 

commonly, the imaging components scan across a given area to generate a partial surface image 
[Hori981 [Cybe931 [StMi98]. Several imaging components are used, each of which captures the 

surface visible from a given angle of view. Introducing more imaging components can reduce 
occlusion effects [SiPa981, provided that they are located and oriented appropriately with regard 

0 
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to the expected postures of subýjects [BrDR971. Hand-held scanners and systems using terrain 

following have many interesting implications for capturing images of the human body in 

arbitrary postures, although current speeds are insufficient for living humans. 

Table 2.1: Systems for Whole-Body Surface Imaging. 

System and supplier Key attributes 
AvatarMe, UK 2D colour image capture. 
www. avatarme. com Model-based processing to generate polygon mesh avatar. 
C31D Stereophotogrammetry with structured speckle pattern. 
Turing Institute Various sized systems, from face, up to (currently) halt body. 

www. turinq. qla. ac. uk Colour. 
Cyberware WB-4 Light stripe laser, 4 imaging heads. 
Monterey, USA Colour. 
www. cyberware. com 
Hamamatsu Body Lines Scanner Near infrared position-sensitive detector. 
Hamamatsu City, Japan -7 seconds. 
Hamano Voxelan / NKK System developed initially by NKK, then by Hamano. 

Used for large-scale survey in Japan. 
InSpeck 3D Body Builder White halogen moir6 fringe. 
Montreal, Cananda Hali-body from one imaging unit. 

Colour. 
Lougborough Anthropometric Shadow Static light stripe, with rotated subject. 
Scanner (LASS) 
Lougborough University, UK 

_ National Engineering Laboratories Moir6 fringe. 
MoD DCTA, UK 

National Research Council Canada Various colour light-stripe laser systems. 
www. vit. iit. nrc. ca 
Textile/Clothing Technology Center Moir6 fringe. 
www. tc2. com/RD/RDBody. htm 
TecMath 3D Body Scanner Light stripe laser. 
www. tecmath. cle 
Telmat 3D SYMCAD Structured light. 

Model-based processing to generate polygon mesh. 
Tricorder Stereophotogrammetry. 
www. tricorder3d. com 
Vitronic VIRO-31D, Vitus Light-stripe laser. 
www. vitronic. de Variable resolution, colour. 
Wicks and Wilson TriForm Moir6. 

www. wwl. co. uk Colour. 

In scanning systems the direction of movement influences the effects of body movement on data 

quality. In most systems the scanning components move from head to foot, so reducing the 

effects of sway [DaBR97]. Some attempts have been made to model the expected motion and 
compensate for this in software ISM981 [JWHR891. It is preferable, however, to reduce these 
effects by reducing image capture times. In order to achieve this, much research has been 
devoted to Improving the response time of the imaging components [StM'981 [Hori98]. In 
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systcnis with moving components. the drive mechanism must he corre, ýpondjnglý speccled up. 

o on IHoi-1981. In and tIlls poses additional problems of' dealing with inertia, vibration and , 

addition, the movement mechanisms are often bulký and heavy, there i,, it potential .., afelý 

problem because of the moving, parts, and correspondingly more parts to go wrong. AlthOLIgh 

systems composed of static imaging components [DIIW(; 971 [SiN98] avoid tile above I 

problems, a major disadvantage is the overall size of' saich systems. since the imaging 

collipollents must be located at a distance fl-0111 the SLIh ject in order to obtain the ncccssarý field 

of' view. 

2.3 Capture, Conversion and Storage of Range Data 
ThI,, scctlon describes the wliole-bo(IN iniaging s), stcni to be w,, ed in ow, Since 

appropriate software is not available, It is also a necessary task ofthis thes"s to develop the hasic 

-opcratin2 system", to interface with the scanner and view the 3D images. This foriws the hasis 

of the automated image interpretation system. whose development and testing is clescrihed in tile 

sub. sýequent chapters ofthis thesis. 

2.3.1 The Whole-Body Imaging System 

Data for (his studý is captured using the 8-head Bodý Lincý, Scannet dc\clopcd by Hamamatsu 

Photonics 11--lori981, shown in figure 2.6. A systern has, been installed at University College 

Lolldotlý elizlhllll. Ll C'ISN' 'IcCess to capture of 

Figure 2.6: The Hamamatsu 8-Head Body Lines Scanner. 

The scanner uses near infrarcd position-sellsitive detectors, arranged in eight sensor heads, each t, 
with a 32-LED array light source. In order to obtain full 360" oil variable sized objects, 
there is an overlap ol'the fields of view of cach head, giving, some data redundancy. I 

The retlected component at tile receiving lens is focused onto the position-sensitive detector. 
Two receiving lens/PSD pairs, angled symmetrically off-ax's to the projected light, W-C Used to 
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minimise occlusion effects. The pulse time is 30 ps and the timing between pulses is 30 PS, 

giving a total scan cycle for a single head of 1.92 ms (32x(30+30) ps). The scanning mechanism 

moves 5mrn vertically during the cycle time to pulse the 8x32 LEDs. The resulting scan is 

therefore a staggered spiral. Over the -2000 mm working height of the system 400 "slices" 

(turns of the spiral) are obtained, with 102,400 sampled points in total. The full scan time is 

approximately 10 seconds, determined by the response time of the detectors and the acceleration 

and retardation period of the movement mechanism. The active measurement range is 350 to 

650 mm, and the working scanning volume of the system used for this study is 46NMON690 

mm, making it suitable for scanning human subjects in a standing posture. 

The eight sensor heads and the movement mechanism are contained between a light outer shell 

and an internal acrylic resin curtain wall, which protects the subject from moving parts. The 

system is certified with a CE mark as eye-safe, and safe for unborn children. The subject stands 
in the centre of the scanner, facing in the -x direction, as shown in figure 2.7. The scanning 
heads are oriented to maximise coverage around the whole body and on the insides of the arms 

and legs. 

2.3.2 Download and Storage 

The data captured by the system is downloaded via a general-purpose interface board (GPIB), 

and consists of a block of 102,400 distance values and intensity values. Distances are measured 

in units of IxIO-' mm from the sensor to the sampled surface point; intensity values range from 

0 to 255 and correspond to the proportion of the emitted light reflected back to the sensor. 

One of the first tasks is to devise a compact and lossless file format, so that scans can be stored 

and retrieved. In this format, each scan, together with information on the scanner configuration, 
totals 300 kbytes. The scanner configuration data are used in low-level processing operations. 
This allows the software to be used, without alteration, with several different types and 

configuration of scanner. The data from all scanning heads is downloaded together. Because of 
the common coordinate system of the imaging heads, no specific registration step is 

needed--the data set is simply the union of data from all the heads. There are some issues of 

redundancy where the fields of view of two heads overlap. This is discussed further in Chapter 

4, when the low-level processing operators are designed. 

2.3.3 Conversion to Common Coordinate System 

Distance values provided by the hardware are first converted to a common Cartesian coordinate 
frame, using the camera geometry and point sequence information. The origin is a point at floor 
level in the centre of the scan volume (usually between the subject's feet), the primary axis is 
the body height (y), the secondary axis corresponds to body width left to right (z) and the 
tertiary axis corresponds to depth (x) (see figures 2.7a and 2.7b). 
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Figure 2.7: Hamamatsu scanner (a) cross section, showing field of view for each imaging 
head; (b) coordinate system 

2.3.4 Initial Processing 

After the data has been converted to Cartesian coordinates, two cleaning processes are carried 

out, each with O(n) time complexity: 

threshold on the intensity values, as low intensity data is generally considered less reliable 

than higher intensity values (a threshold of 10, recommended by the scanner 

manufacturers, was used); 

* removal of data points located outside the working scann . ing volume. 

These steps provide a point set that is clean enough to analyse its characteristics, and to carry 

out experiments in scanning a range of subjects in various postures. Extensions were made to 

the simple scanner interface software to provide the following functions to v1sualise the data: 

e "slices" of points through any of the three sets of planes perpendicular to the v, y and z 

axes; 

9 2D projections of the data as greyscale images displaying intensity values. 

2.4 Experiments on Data Capture and Analysis 

This section describes some preliminary experimentation in whole-body image capture, to give a 
largely qualitative assessment of the behaviour of the data from a wide range of subjects and 
data capture conditions. These qualitative aspects are made quantitative later, in the relevant 

chapters as noted below. 
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2.4.1 Goals of the Experiments 

The aims of these experiments were to: 

" highlight particular issues for further investigation; 

" enable a more informed analysis of the most appropriate overall strategy for the feature 

detection problem (described in Chapter 3); 

" design techniques for data cleaning (Chapter 4), 

" for curve and surface reconstruction (Chapters 4 and 5), 

" and for feature detection and anthropometry (Chapters 5 and 6). 

The experiments were divided into four parts: 

"a detailed look at one subject's data; 

" assessment of fabric properties, hair, skin, etc.; 

" scan posture, and 

" artificial landmarking. 

The implications of the results of these experiments are discussed at the end of the section. 
Personal responses from subjects were also noted, in order to ensure comfort and privacy during 

the experiments, but these are not reported or analysed here. For an analysis of these issues, see 
Djabri[Djab971- 

2.4.2 Subject Selection and Data Capture 

For these experiments 41 subjects were scanned. Table 2.2 summarises the characteristics of the 

sample set. A number of postures were captured, and subjects wore varying amounts and types 

of clothing, from undressed, to wearing underwear, swimwear or outer garments, of varying 
looseness of fit, fabric texture, colour and material composition. Depending on the particular 
issues of interest, between one and ten postures were captured of each subject. All subjects were 
of normal health, with no limb loss. Some subjects had significant postural problems, such as 
scoliosis and lordosis, but no cases were severe. 

Extreme cases in terms of size were one pregnant female subject at full term, three specialist 
outsize female models, and several heavily built men. At the other end of the scale, several 
young children were scanned, the youngest and smallest being a two-year-old. Some sample 
images are shown in figure 2.8 below. Each 3D image is shown in projection on the XY plane, 
with intensity values, stretched in the lower range with a sigmoidal function. The vertical bands 
of low intensity visible on most subjects result from the LEDs at the edges of the array, where 
the angle of incidence on the body surface tends to be oblique, and therefore gives lower 
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intensltý readim-s. Sonle areas of' missing data are apparent most notably at the top of' the head 

on some subject,;. where the hair causcs scattering and ahmwptlon in tile near inh-ared rclLion, 

Figure 2.8: Projections of intensity maps on the xy plane. 

In addition to the scaw, , ubJects ý\erc also weighed and their heiLhts \\ci-c nicasured. A, -, c. and 

approximate hair and skin colour were also noted. For five subjects who were scanned in 

Underwear, the heights of the branch points for the arm,, and legs were recorded. Since it was t, - 
cy, pected that occlusion would be most significant and problematic in these areas, knowing, the 

location ofthese features would enable closer analysis ofthe behaviour ofthe data. 

Table 2.2: Subject characteristics for initial image analysis. 

Gender female male 
Frequency 
Age (years) 
Frequency 

8 
3 

21 
B-12 

1 

20 
1! 

01: 
7 

0 

113-, 18-30 3311-45A 6-60 61+ 
0 28 531 

Weight (kg) < 25 26-45 46-70 71-85 86-100 too+ 
Frequency 3 4 16 15 2 
Height (m) 5 1.51-1.65 1.66-1.8 6 

.0 1.81-2 2.1+ 
Frequency 
Skin colour light medium/olive dark 
Frequency 34 4 
Hair colour light medium dark/black 
Frequency 9 17 1 5 
Clothing none form fit/ underwear , full clothing 
Frequency 4 21 16 

2.4.2 Analysis of a Sample Scan 

The first set of experiments was designed to take a detailed look at one sub ject's scan. The 

issues raised at the start ofthis chapter provil II, images. primarily how de pointers I'm- analysing tile '- 

the different surface types on the hunian body affect the quality of the data sampled. A feniale 

sub , ject of average height and weight was scanned in underwear, in several postures. The first of 
these is discussed here, where she adopted a relaxed stance, with tile arnis held slightly away 
from the body, and the feet approximatcly 20 cm apart. Figure 2.9 shows cross sections of data 

in the plane, partially processed as outlined in section 2.3.4. In figure 2.9a sections are shown 
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at 50 mm intervals across the whole body height on a female subject. Figure 2.9b shows sections 
between the lower head and upper torso, sampled at 5 mm intervals on a male subject. 

(a) (b) 

cc> 

\-I cCDo, 0 :, C. -,: ) %-ý 

*LýI; 0 CD - C., C-"3:; C, -j %1.14 
c0o 

%111 

.0 CýO: C -0 rý %11 Cýý 

Figure 2.9: Cross sections through raw data, (a) 50 mm Intervals over whole body height; 
(b) 5 mm Intervals between head and upper torso. 

Features such as the nose and navel are visible, but small body segments, such as individual 
fingers, are not visible, given this resolution of data. In order to quantify the resolution over the 
body, data density at each cross section is computed for each body segment, as: 

density = (surface length) / (number ofpoints in sample). 

The method required for computing surface length is described later, in Chapter 5. The 

maximum "gap" between adjacent data points within each horizontal section are also computed. 
The results for each body segment are shown in table 2.3. Sampling density on the front and 
back of the body is slightly higher than on the sides. This is to be expected, given the 

arrangement of the scanning heads, described earlier. This is more pronounced on smaller 
diameter parts of the body, such as the head and neck, where the LED rays have diverged to a 
greater extent (see figure 2.7a). 

Table 2.3: Horizontal data density by body part (mm) 

head torso arms legs 
Mean distance 8.0 6.5 13.1 7.6 
Maximum gap 42.1 51.6 49.9 56.3 
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It is evident from close inspection of the data, and from figure 2.9 and table 2.3, that occlusion 

effects are present on the inner surfaces of the legs and arms, where there can be gaps of up to 
five centimetres or so. This can be contrasted with the behaviour of data on the head, where the 

average density is lower, but the maximum gap is smaller and less frequent. In both cases the 

ratio of sample points to surface length is similar, but the spread of data is more uniform in the 

latter case. This is of significance for cleaning and surface reconstruction, and will be discussed 

again at the end of this chapter. For the time being this gives a useful indication of the 
distribution of data in each sample. In Chapter 4a thorough quantitative analysis of the data will 
be provided. 

It was noted earlier that the fields of view of the scanning heads overlap. This is illustrated for a 
horizontal cross section through the legs in figure 2.10. Data is shown for three scanning heads, 

where the data overlaps. Pairs of data points at a similar location, from different sensor heads, 

are consistent in most cases, but very slight discrepancies (-1-2 mm) do occur. One possible 

explanation is that the accuracy of the sensors is expected to be higher where the angle of 
incidence is small, with a decrease in accuracy as the angle of incidence increases. 

Figure 2.10: Data from multiple overlapping fields of view. 

The potential importance of the dihedral problem (see section 2.1.3) is reduced in that the effect 
occurs in concavities, so that it does not affect closed curve convex hull measurements if the 
two surfaces are part of the same body segment (e. g., on the buttocks). Where the two surfaces 
correspond to different body parts (e. g., the inner surfaces of the left and right legs), any errors 
could be significant. Although no systematic tests were carried on for the dihedral problem, 
observations of cross sections through the sample subjects' data indicate no particular problems. 
This is therefore not considered further. 

It was noted earlier that some noise is present in the data, which must be removed by filtering 
out the noisy data points or by applying a smoothing function to correct them. In some areas the 
data is sparse. In such areas this must be corrected by an appropriate technique for inferring 
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where the missing points should be. Correction for noise and sparseness are related, in that 

appropriate assumptions must be made about what the data should look like in order to be able 
first to detect the problem, and then to correct for it. This will be explored further in Chapter 4. 

Other researchers have studied body movement in relation to data fidelity in whole-body surface 
imaging and noted the potential problems [DaBR97] [CoHu98]. One of the recommended 

solutions was the use of a pointer touching the crown of the head to reduce sway. For this work 
it is not considered appropriate, because of the minimum intervention criterion noted at the end 

of Chapter 1. Since the scanner used in this work is significantly faster than the one used in 

these previous experiments, it is assumed that movement will be significantly less (although not 

a linear reduction with respect to scan time), and so no specific tests were carried out to assess 

movement artefacts. 

2.4.3 Scan Posture 

Since posture has a strong effect on the shape of the body, and on occlusion effects, experiments 

were carried out to determine the most appropriate, reproducible posture to capture good image 
data, and to convey meaningful anthropometric information. For example, to locate the armpits, 
the arms should be held well away from the body to allow the scanner "access" to these areas. In 

women in particular, this can cause significant changes to the shape of the upper body. 

Ideally, all the information of interest would be extracted from a single scan. However, a full 

anthropornetric procedure, e. g., ISO 8559, carried out using traditional techniques, requires the 

subject to adopt various different postures to capture the full set of information. Consequently, 

as noted by several researchers [BrDR97] [BrGr991 [BDGWOO], a single scan cannot reproduce 
this exactly. One way to tackle this problem is to take several scans and extract a subset of 
information from each, as is done by the CAESAR project [Robi98]. In contrast, for this work 
the aim is to simplify the procedures, and attempt to extract as much information as possible 
from a single scan. It is worth noting that overly prescriptive instructions about the required 
image capture posture appear to be counter-productive, since few subjects are able to absorb 
very detailed instructions, and translate them into the correct stance. 

A compromise posture is therefore necessary, whereby the subject holds the arms just far 

enough away from the body to provide a visible gap between the arms and the torso, to aid in 

segmentation of the data. Qualitative tests showed that if the arms are rotated back slightly, the 
underarm area is opened up, without changing the shoulder or upper torso shape significantly. 
This posture is illustrated in figure 2.11, with reconstructions of scans of an adult and child 
subject. 

For larger subjects this ann, position occasionally results in truncation of the arms in the image, 
because of the particular scan volume of the system used here (see the dotted circle in figure 
2.7a). Possible methods for dealing with this would be to "zip', multiple scans, based on 
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common landmarks. However, as in general the scan volume appeared to be adequate for the 

work presented here, this is not considered further. 

Figure 2.11: Adult and child subjects, showing reference scan posture 

Similar problems are encountered when defining the appropriate position for the feet and legs. If 

the feet are held too closely together, segmentation of the data into the left and right legs might 
be problematic, and detection of the leg branch point would be extremely difficult. However, if 

the legs are held greater than hip width apart, the shape of the hips changes significantly. Again, 

a compromise position is needed, where the subject stands with the feet between 10 cm and hip 

width apart. It is not possible to eliminate the problem of the legs touching, when the legs are 
held hip width apart, even on some subjects of light build. Therefore an effective technique for 

branch-point detection and leg segmentation must be devised, which does not rely simply on gap 
detection [Nun-971. 

The head is held with the chin approximately horizontal, as described in the ISO 8559 

specification. This has the advantage of minimising loss of data in the concave chin area, 

although natural variation amongst individuals means that this effect cannot be avoided entirely. 

Since key dimensions can change considerably during breathing, it is important to capture the 

scans at a consistent respiration phase. This, of course, is true with any other anthropometric 

procedure, and it is appropriate to standardise on the traditional specifications [IS0891 

[Kum841, where the subjects are at a relaxed mid-tide lung volume. 

The hand in its relaxed position usually creates a concavity, where the fingers are slightly 
flexed. If the hand is opened out flat, the concavity is removed, thereby simplifying the 

reconstruction of the inner surface of the hand, and reducing the tendency for the fingers to 

approach too closely to the torso. Since information on individual fingers is not required, the 
fingers and thumb can be closed laterally, which again aids in simplifying the requirements for 

surface reconstruction. 
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If subjects are captured in this approximate reference posture, it is valid to make the following 

sort of assumptions in the subsequent processing: 

9 the subject is standing upright, with the arms held downwards; 

the subject has two arrns attached at branching points on the side of the body, a short 

distance down from the uppermost point of the body; approximately about halfway down the 

body, there is another branching point where the torso divides into two, below which the legs 

reach down to the floor; 

0 there will be approximate, but not exact left/right symmetry (shoulders will be at similar, 

but not identical levels, arms will be of similar, but not the same length, etc. ); 

0 the subject stands in an approximately known location and orientation with respect to the 

imaging system; 

there will be some variation in the orientation of the principal axis of the body, through 

postural differences and conditions such as scoliosis and lordosis [SDNV901 [Bato92]; 

0 the hip, waist, shoulder alignment may not be even: twisting, shifting, etc. may occur; girths 

may not be parallel to floor (e. g., iliac crests may be at different heights, etc. ); 

9 the arms may be held at differing distances from body, and may or may not be fully in the 

image, etc. 

Similarly, other variations from the mean size, shape and proportion must be considered, and 

either incorporated into the model, or explicitly defined as being out of its scope. 

The three axes chosen for the coordinate system correspond closely with the principal axes of 

the body when the subject stands in the reference posture described above. However, in some 

(not uncommon) cases these assumptions do not hold fully. For example, subjects with scoliosis 

may have a lateral twist to the spine and/or a rotation about the main axis, therefore a slice taken 

horizontally at hip level may be oriented as expected, but slices taken above this may be 

progressively rotated. In such cases there is no simple linear transformation that can map the 

image back to the reference stance. Variation in posture also has implications for specific 
feature detection. For example, it is not valid to assume that the bust is always the most 

prominent area on the torso, because a slight change in posture may make the abdomen the most 

prominent area. For example, in cases of even mild lordosis, there is a curvature of the spine in 

the sagittal plane, which tends to make the abdomen shift forward with respect to the hip and 

upper torso. 

One possible solution to such variations is to use principal components analysis (PCA) 
individually on each subjects' image data to extract three axes. However, this would not fully 
account for the curvature found in subjects with scoliosis and lordosis. Another approach would 
be to use a non-PCA-based method to determine the (non-linear) principal axis, and to 
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determine the secondary axes at closely spaced intervals orthogonal to this axis. This removes 

the constraint of a simple linear coordinate system, and would allow for lateral curvature or 

rotation. However, unless the arms are previously segmented from the data, their many degrees 

of freedom might distort the results, lending spurious rigour to such an approach. It is assumed, 

then, that a fixed linear coordinate system will be used for this work, to maintain simplicity, but 

in future work it might be interesting to investigate shape change arising from postural variation. 

Anthropometry on obese subjects brings additional problems, where, typically, folds of flesh 

might need to be moved to gain access to the appropriate areas for measurement. This will cause 
obvious problems with a static surface image of the body. Therefore no attempt will be made to 
deal with this in this work, although it is certainly important to be able to cater for all body 

shapes in the future. 

2.4.4 Skin, Hair and Fabric 

No noticeable differences in the quality of the data were found with dark or light skin. It might 
be expected that darker skin would show less noise at dihedrals, because of the lower albedo 
[Hori97], however, this was not tested quantitatively. Dark hair absorbs infrared strongly, and 
certain textures scatter the data. There appears to be a threshold of hair density and coverage 
area at which this occurs. Body hair, for example, does not appear to be a problem in terms of 
capturing data points of sufficient intensity, but some of the measured points may correspond to 
hairs, rather than the underlying skin. A swimming hat can be worn to avoid the problem of 
absorption and scattering on the head. This also has the advantage of flattening the hair so that 
in most cases an accurate height can be measured, and it enables hair to be held away from the 
neck and shoulders where it would interfere with body data in those areas. Loose clothing is not 
appropriate for this work, since this simply produces images of the draped fabric, with little 
information on the body shape. The best type of clothing would seem to be underwear or 
swimwear, as long as it is close fitting, but not so tight as to distort the body shape. 

Most black materials absorb strongly in the near infrared region, in particular, some woven 
fabrics, leather, rubber and PVC. Retroreflective material also gives rise to data points with very 
low intensity, presumably because most of the light is reflected back to the source and little is 

captured by the sensors. All underwear and swimwear fabrics tested here appeared to give 
adequate image quality. 

Objects with very high specular reflection, such as jewellery and glasses, give rise to noisy 
points of high intensity offset slightly from the surface. Points of this kind that are isolated are 
not expected to be problematic for cleaning and smoothing operations, but larger aggregations 
of such points would present difficulties. Consequently, if possible, subjects should be scanned 
without these items. Reflections can also arise because of the structure and geometry of the 
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scanner itselL Most have low intensity and are filtered out by the intensity thresholding, but 

some artefacts have high intensity. 

2.4.5 Reference Data for Feature Detection 

Since the central theme of this work is to detect body features, reference data on these features 

is needed in order to develop the techniques. These experiments are designed to test the 

feasibility of detecting manually placed markers within the intensity data of the image, and to 

use this to develop the processing techniques to extract the features of interest. However, the 
final system at run time aims not to make use of such artificial landmarks. Pre-placed protruding 

markers were used by Brook-Wavell et al, who detected the markers in the scanned image by 

virtue of their shape [BrJW94]. Li mapped texture onto the surface to enable flat marks to be 

detected manually in the resulting image [Li97]. Geisen et al [GMHW95] and Lewark and 
Nuffe [LeNu98] detect flat disks pre-affixed to the body, using standard image masking 
techniques to detect the markers automatically by their colour or intensity characteristics. 
Subjects wear close-fitting, grey lycra clothing, to provide a controlled background against 
which to detect the markers. Some locations, such as the tops of the shoulders, require 
protruding markers, because of the difficulty of detecting flat markers in these areas of lower 

sampling density. 

In this work the scan data is of lower density, and therefore it would be expected that larger 

markers would be required, since sufficient data points must be reliably identified as belonging 

to the marker. If the size of markers used by Geisen et al [GMHW95] are scaled up to give a 
similar number of sample points in the scanner used here, the markers would have to be 2 cm or 
more in diameter. In addition, since the aim is to have minimal interference with the subject, it 

would not be acceptable to have them wear special clothing. This means that the marker must be 
detected within higher levels of variation in the background intensity values, potentially adding 
further difficulties. 

Artificial markers of various materials, size, colour and shape were tested, using visibility by 

eye within the scan image as an initial indicator of the likely success of an automated image 

processing technique. Materials tested included paper, rubber, plastic tape, silvered paper and 
retroreflective material. Semi-matt black plastic tape was found to be the most visible material. 
against a range of patterned fabrics and skin colours, giving an area of intensity below the lower 
threshold. Crosses approximately 4 cm in diameter were found to be easily visible, allowing a 
landmark to be located manually on the scan to within an accuracy of 5 mm' ' even in areas of 
sparse data, such as the tops of shoulders. When many such landmarks were placed on the body, 
interference between the markers occurred, making it difficult to distinguish each one. In 
addition, the placement and removal of the markers was considered to be intrusive to the 
subjects. Although these tests were only very cursory, enough problems were encountered to 
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suggest that this would not be an acceptable approach to the collection of reference data on 
landmarks. An alternative approach might be simply to collect the anthropometric information, 

such as surface contour lengths, without directly collecting reference data on the landmarks 

themselves. 

Another possible method would be to use 3D position sensor equipment [SaRS91] [Polh98] to 

determine the spatial locations of selected landmarks. This may be of limited use because of the 

slow speed of information capture, as movement from sway between collection of each 
landmark might render the overall integrity of the data invalid. An alternative would be simply 
to measure only the heights of landmarks with an anthropometer. This might yield more valid 
data, since the height values are more stable with respect to sway than are the width or depth 

readings. The third method would be to mark features manually on the reconstructed images of 
the training set. There are clear drawbacks to this, since there is no tactile feedback with the 

electronic image, and the surface visualisation would need to be good to enable such interactive 

placement of landmarks. 

2.5 Summary 

This chapter has discussed some of the problems and techniques for surface digitisation of the 
living human body, and a survey of whole-body systems was presented. A near infrared whole- 
body scanning system has been used to collect sample images of subjects under various 

conditions, to explore the data quality, how it changes under these conditions, and some of the 
implications for developing automatic processing techniques. Appropriate postures for scanning 
have been investigated, and a reference stance has been devised, which provides good data 

coverage, and allows the subject to assume a fairly relaxed stance. Although the scan data is of 
fairly high density, some noise is present, and areas of sparseness occur, which must be dealt 

with later. However, the images appear to be of sufficient quality for this work. With this 

understanding of the 3D image data, it is now possible to explore techniques that might be used 
in transforming it to detect surface features. 



Chapter 3 

Techniques for Whole-Body 
Image Interpretation 

This chapter discusses methods for representing and interpreting the image data described in 

the previous chapter. It starts by critically reviewing methods for representing the body surface 
data as a whole, and then discusses techniques for describing and matching specific features on 

those surfaces. A progressive pattern recognition approach is introduced to address the 

tractability of the problem and to exploit knowledge acquired during image interpretation. 77ie 

chapter concludes by outlining the issues for further investigation. 

3.1 Whole-Body Representation 

At this stage each whole-body image is represented as a set of points, which are noisy, with 

some gaps and redundancy, but little explicit structure. This data set is limited because the close 

proximity of some of the body segments (e. g., the upper arms and the torso) makes it difficult to 

extract anthropometric information without interference between the data from these segments. 
Before attempting to extract more information, it is necessary to: 

" segment the data in an anatomically meaningful way; 

" restore data in sparse areas; 

" impose some structure so that the body is represented as a whole object, with appropriate 
connectivity information. 

This section discusses representations for the whole human body, specifically in the context of 
feature detection and the extraction of body metrics. 
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3.1.1 Body Representation Criteria 

The primary function of the whole-body representation is to provide a starting point for feature 

detection, and therefore it should represent the whole body, including all the surfaces of interest. 

It was noted in the previous chapter that some surfaces are usually occluded, and therefore gaps 
in the data occur. These areas must be restored with as high a level of accuracy as possible. 
Ideally the representation should be a fully closed surface. 

The representation should be expressive enough so that it does not prejudice what techniques 

can be used later for feature detection. In other words, it should provide as much generic 
information as possible, without loss of information and without being over-specified. For 

example, it should incorporate neighbourhood relationships of surface points, to facilitate 

extraction of sets of points according to some neighbourhood metric. This will allow extraction 

of local surface information, such as derivatives. However, it is desirable to keep the data 

compact, and therefore this precludes simply building a superset of information. Instead, the 

generic representation should be the basis from which other forms can be generated as required. 
If the data for each subject can be limited to approximately I MB, then this has the advantage of 
being suitable for current transmission rates over the Internet. 

Where two surfaces are in close proximity (e. g., inner tops of legs, underarms), it is necessary to 

segment the data. It may be useful, for example, to represent body semantics with anatomically 

meaningful segments. Since this is part of a larger set of research and development activities, it 

is important to align with standards, such as H-Anim [HAWG99] and remain open to a range of 
applications. Either the representation should conform to the appropriate standards, or allow an 
easy transformation path to them. 

The representation must convey as high a level of detail as possible. The human body can be 

considered at many levels of detail, and it is necessary to determine what is appropriate for this 

work. In practice, the level of detail is bounded by the resolution, accuracy and precision of the 
initial image datal. The accuracy is approximately ±I mm [Hori98]. As discovered in the 

previous chapter, the data density after initial cleaning is approximately 7x5 mm. At this 

resolution and accuracy, the human body is composed mainly of smooth surfaces, with some 
cusps (for example, at the underarms and buttocks). Much of the body is approximately 
elliptical in cross section (for example, the mid torso, head, legs and arms) but with varying 
rates of curvature. Some fine-level detail is present on the face and fingers. Given the expected 
characteristics of the body surface, and the precision of the imaging technique, it should be 

possible to preserve features that deviate 3 mm or so in depth from the surface. In order to 

1 An exactly similar issue arises when measuring the length of surface contours. Convex hulls do not 
suffer in the same way from this ambiguity of detail. 
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discriminate a distinct component against noise, it is assumed that at least 3x3 sampled surface 

points are required, and therefore it is appropriate to reconstruct individual body segments that 

are 2 cm or more in diameter. Thus, for example, it is not appropriate to reconstruct each finger 

individually, but to treat the hand as a single entity. However, it should be possible to preserve 
detail such as the edges of clothing against the body. 

A secondary function of the whole-body representation is for visualisation. For large-scale 

practical use the whole-body representation must be generated and rendered rapidly, and allow 
interaction (rotate, zoom, etc. ) in real-time on a moderately powerful computer. A good surface 

representation would have the benefit of allowing manual interaction with the image, to place 
landmarks for building training sets for feature detection (but since the aim is for full 

automation, manual intervention should not be required at run time). It should be noted, though, 
that visualisation itself is not considered to be a high priority, so this work will not be concerned 
with texture mapping or striving for full realism. 

Although this work is based on data from a particular family of scanning systems, it is 

worthwhile to consider data from other sources when designing the body representation, or 
choosing an existing one. This will increase the usefulness of the work done here, by allowing 
the same techniques to be applied to data imported from other image capture systems. In order 
to give this flexibility, the processing techniques should take into account the varying density, 
distribution and sampling structure used by different systems, and also any known 

characteristics of noise, measurement precision and accuracy. 

Since surface reconstruction is a large research field in its own right, it is not desirable to get too 
immersed in this topic. Rather the aim is to find a simple and sufficient representation, and a 
data transformation method that is easy to implement and computationally efficient. 

3.1.2 Representational Forms for Humans 

Jones and Kilpatrick proposed a simple, extendable representation of range data, whereby points 
are segmented and labelled according to the relevant body part [JoKi97]. The structure is 
hierarchical, allowing further subdivision down to any appropriate level of detail. However, it is 
based on point data, with no low-level structure implied. 

For structured surface representations, it is immediately possible to dismiss simple constructive 
forms such as fully generalised cylinders, superquadrics and geons. Such representations have 
been used successfully for recognition of complex objects [BoFi97], and for low-complexity 

representation of dressed human avatars [JGMS98], however, they do not provide the 
representational flexibility to define the types of surface encountered on the body at a high level 
of detail in a sufficiently compact way. Similarly, volurnetric representations such as octrees and 
voxels, used, for example for CT and MRI data, are not appropriate, since they do not give 
relevant surface connectivity information, unless this is explicitly added. 
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Certain and Stuetzle have used paired stacks of ellipses to niodel the lower body, and report 

good results for anthropornetry oil simulated scans [CeSt991. Howevm this repres'entation 

would he inappropriate for the whole body. particularly the upper torso and shoulders. 

Other researchers working with whole-hody range data have typically used generallsed 

trianaukited forms. as shown in figure 3.1. Interactive editing is usually required to reconstruct 

coniplc\ and occluded areas. The resulting meshes use adaptive polygon sizes to model large 

smooth areas and areas of detail in an efficient way. No specific syrnholic information is 
C(MlAillt'd III flic"k, 11'1ý111Ltllalcd IvpIv', k, IllAl()IlN 

Figure 3.1: Polygonal mesh output of the Cyberware W134 scanner. 
Reproduced courtesy Steve Addleman, Cyberware. 

A spline model for the human body hit,, been developed by Li and Jones I Lijo941. In their early 

work on whole-body surface imaging they devised a torso representation containing symbolic 

information of anthroponietric significance. The torso is reduced to a matrix ol' eight cross 

sections corresponding to key an1hropornetric positions (neck, bideltoid. maxinium bust, 

underbust, waist, hips and crotch), each using 16 non-unifOrin rational B-splines (NURBS) 

control points to define one half curve of the body. The full NURBS surface is interpolated from 

the key cross sections. This provides a high level ol'detail ofthe torso in an extremely compact 
form. In this form . it assumes lateral symmetry, but can be extended with 32 control points to 

define the full cross section, without the symmetry constraint. This representation only describes- 

the torso, so it is necessary to find a method to describe the whole body, Including, the limbs and 
head. Many other algebraic surface representations JStH1941 could be used for efficient and hWh 

detail representation of the human form, but little work lias been published on this. More 

recently work has been done on B-spline representations, specifically for autornated 

reconstruction of human whole-body range data I Wes(971 I DoDB99 1. 

Image removed due to third party copyright Image removed due to third party copyright
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Articulated 3D models have been in practical use for some time. beginning Nvith SAMMIE, 

developed at the University of Nottingham [CaPB90]. followed by JACK [BaHG931. RAMSIS 

[Bubb981 and numerous similar systems [Yead971 [AmBu991. These are aimed at modelling 

properties such as reach and centres of mass for performance and ergonomic applications, rather C, 
than attempting to represent the human form at high geometric detail. Therefore the outer 

appearance is typically a set of simplified polyhedral segments. For example, the model 

developed by Yeadon has eleven segments and is used to model gymnasts in motion [Yead971. 

The geometry was derived from 3D scan data captured by LASS IJWHR891. Amos*s model for 

body positioning, with 17 segments and 16 ball-and-socket joints [AmBu991, is shown in figure 

3.2. 

Figure 3.2: An articulated model for ergonomic analysis. 
Reproduced courtesy Gideon Amos, University College London. 

In order to standardise on these models and avatars for virtual environments, H-Allim defines 

skeletal segments and joint structures [HAWG991, as illustrated in figure 3.3. Although the 

current specification has minimal reference to outer appearance, the next version, will also 
include a -seamless avatar" format-a regular mesh representation [Smit991. It is not yet clear if 
the resolution of this format will be sufficient to deal with the level of detail required for 

accurate anthropometry. The jointed representation ensures a known data structure when 

sending command streams for a virtual human's behaviour. Since this is often performed in a 
distributed manner across heterogeneous systems, the emphasis is on choice of representation 

appropriate to the application, bandwidth and computational resources available. In addition, H- 

Anim defines surface features based on the CAESAR landmark set [SAE991 with additional 
features identified during this work [Dekk98]. 

Complementary to this, a great deal of research is devoted to developing synthetic actors with 
hyper-realistic appearance. On top of the articulated skeleton, layers of deformable musculature 

and other body tissue are modelled [SPCM97], for example, using springs attached between the 

rigid skeleton and deformable skin surface [NeTh981 and metaballs [FGPA981. Using 

appropriate biomechanically-based control structures, the aim is to produce movement that is 
both believable and anatomically correct, and is demonstrated for actions such as running, 
vaulting and cycling [HoWo98]. 

Image removed due to third party copyright
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Figure 3.3: H-Anim standard for joints and surface sites. 
Reproduced courtesy Bernie Roehl, H-Anim group. 

Image removed due to third party copyright
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Skin representations used with these models are typically spline patches and irregular triangle 

meshes, whose properties can be tuned to produce the appropriate mechanical behaviour; some 

attempts have also been made to map texture for micro-structural realism of the skin 

[WuMT95]. Virtual synthesis of clothing is an area of intense research, with the goal of realistic 

real-time modelling of clothing, conveying the great range of properties of different fabrics, 

their drape, movement and interaction with the surface of the body [MTYT91] [HiMW92] 

[Tsop93] [NgGr96] [ADBW96] [JGMS981. 

This discussion has explored the types of data structures in use for modelling humans. The 

transformation and construction of the many "layers", of structure, appearance, motion and 

behaviour are represented graphically in figure 1.2 in Chapter 1. For this work, the important 

point to note is the need for a body surface. Since no standard body surface representation is 

available, the precise details for this are still open. 

3.1.3 Human Surface Reconstruction Techniques 

In the previous section representational forms for humans were discussed; this section deals 

with the processes for generating those forms. Again, this is a vast area of research, so this is not 
intended as a full survey, but to ascertain the types of approaches used. Different surface 

reconstruction methods can apply various levels of assumption, and therefore bias, on the 

reconstruction, thereby determining the specificity or generality of the technique. The 

discussion begins with generalised methods for surface reconstruction from unorganised points 

sampled from a surface. Minimal prior assumptions are made about the object to be 

reconstructed. To make sense of this data, the following sub-problems must be addressed: 

0 determine the topology of the object; 

infer the surface behaviour in areas of missing data, and interpolate across those areas; 

associate appropriate points to define surface connectivities, either by interpolating or 

approximating between existing points; 

9 possibly apply some smoothing operations; 

it might also be desirable to reduce the complexity of the resulting object, by culling detail 
in areas of low curvature, while maintaining detail in other parts with high-frequency 
features. 

Many good methods for general-purpose surface reconstruction have been developed, based on 
polyhedral and algebraic surface patches [ORou8l] [Bois841 [LoC1871 [Bes188] [HDDM921 
[StH194] [FaPi95] [CuLe96] [AmBK98] [BBCS99]. Although these do not explicitly make 
assumptions about the overall object being reconstructed, by necessity they must at least make 
local assumptions and apply heuristics to drive the point association or surface fitting process. 
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For example, points in close proximity usually lie on the same surface segment, and nearest 

neighbours usually should be connected. In the whole-body range data this will not be the case 

where two distinct segments touch, but in order to detect these cases, some semi-local or global 
knowledge must be applied. The notion of coherence can be used, by preferring to generate 

surfaces that preserve an observed consistent characteristic, such as a more or less constant 

curvature. Framed in this way, the problem is effectively one of optimal decision making. A 

surface is wrapped, deformed, grown or sculpted, driven by one or more objective functions that 

must be minimised. 

Where the reliability of any given data point is in question, the decision about whether or not to 
include it in describing the surface may be moderated by a heuristic, such as minimal surface 

area, combined with a "reliability" measure of the points included in the alternative 
configurations. Uncertainty in the data can arise in active imaging systems, for example, where 
the angle of incidence of the light is large. Such points are typically considered to be less 

accurate than those sampled by a sensor operating at a small angle of incidence. In this case the 

cost function makes trade-offs between the two contributing criteria, which may be in 

opposition. Besl's region growing method was based on extracting local curvature information 

and growing spline surface patches by connecting points of similar characteristics [Besl88]. 
O'Rourke started with the convex hull around the point set, shrink-wrapped the object 
iteratively by including interior points, while minimising the overall surface area. -in other 

words, maintaining a low bending energy [ORou8l]. 

In Stoddart et al's surface reconstruction method based on the Slime representation [StH194], 

the initial surface shape is seeded by a voxel representation, where voxels are placed in cells 
occupied by a data point. The voxels are then decomposed into a triangulated control mesh that 
is then deformed with respect to the data. The voxel seeding avoids prior assumptions about 
topology, but has the drawback of requiring that the data set have no large unsampled areas. 

Free-form deformable models [Buff8l] operate by deforming an initial shape to fit the sampled 
points. In its generic form, no object-specific information is used to constrain the deformations. 
The data imposes external forces on the template, with salient features in the data acting as 
attractors. As an opposing force, the template is constrained by internal forces to preserve 
properties such as smoothness and continuity. This class of technique has been used widely and 
successfully for segmentation and reconstruction in 2D [KaWT87] [JaZL96], 3D [LeTW95] 
[RBFM97] [DeMo98] and 4D [McTe94]. If the starting template is a closed form, then the 
resulting deformed shape will also be closed. This has the advantage of guaranteeing a complete 
surface when data is sparse or missing, in contrast to surface "growing" techniques, which often 
leave holes where data is sparse. 

However, as with any other data fitting method, all these general-purpose surface reconstruction 
techniques have limited means of inferring the original surface behaviour where large areas of 
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data are missing. In Chapter 2 some of the key characteristics of the specific whole-body range 
data were identified, in particular, that the data contains noise, is incomplete in places, and has 

areas of redundancy arising from the overlapping fields of view of the sensors. In Chapter I 

some characteristics of the human body shape were discussed. To a large extent, it is possible to 

control the subject's stance during scanning, and to capture the scans in a reference posture, 

within a consistent coordinate frame. This constrains the general surface reconstruction 

problem, as the branched topology is known. In addition, some characteristics of curvature were 

also noted, which should be of help in reconstructing areas of missing data, making decisions 

about noise, and inferring the appropriate connectivity of points. 

For example, the human body has several cusps, some of which indicate separate body segments 
(such as at the top of the legs), whilst others are only partial (such as on the buttocks), as shown 
in figure 3.4. There is no qualitative difference between the behaviour of the data in the two 

slices, despite the fact that the first slice represents two separate segments (the left and right 
legs) and the second represents a single body segment (the torso). In fact, without additional, 
higher-level information it is not possible to infer the difference between these types of cusp. By 

using the expected structure of the data it may be possible to devise an algorithm that is more 
robust than those dealing with general point sets, and computationally less expensive. In fact, 

the use of a specific human body model is not only convenient and justifiable, but it may be 

necessary in order to process the data correctly. 

Figure 3A Cross sections through the upper legs and lower torso. 

In cases such as this, where some a priori information is known, object-specific deformable 

models can be constructed. The prior knowledge is used to define the initial shape of a polygon 
mesh or parametric surface template, and to constrain or bias its deformations with respect to 
the sample data. These constraints can be programmed by hand, and tailored to the specific class 
of objects, if the shape variation is well defined, for example for faces [YuCH92]. Deformation 

constraints can also be constructed from statistical information, for example, via principal 
components analysis [ScPe951 [CTCG95], to characterise the observed variation within a 
training set of sample objects. This constrains the deformations to forms that fall within the 
eigenmode space. Since the specific deformable approach also has implications for feature 
detection, it will be discussed again in more depth later. 
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The defortnable template approach has limitations, in that the shapes being modelled must be 

well defined, and suitable for representing in a parameterised fon-n. Fortunately, this appears to 
be the case for the human body surface reconstruction problem. Li and Jones [LiJo94] use a 
deformable template method to reconstruct the torso from range data, based on first manually 
locating key sections, then spline fitting to generate the smooth surface. This method is 

interactive, not automated, and is designed only for the torso, but it does indicate a way forward 

for surface reconstruction in this work. 

It appears then that no fully satisfactory published method exists that can deal with surface 

reconstruction for the whole human body from the type of range data available for this study, 
because of the need for segmentation and reconstruction of missing data. Therefore a suitable 

method must be introduced that can incorporate the appropriate prior knowledge. A 

parameterised deformable template approach to surface reconstruction will be explored further 

in Chapter 4, which is concerned with transforming the initial image data to a complete surface 

representation of the human body. Of particular interest is the use of anthropomorphic 
knowledge at various levels, and how this affects the outcome of surface reconstruction. 

3.2 Feature Detection Strategies 
The next chapter will describe in detail techniques to transform the initial range data to a 
complete surface representation of the body. For now it is assumed that such a representation is 

available. This section discusses techniques for extracting features from that free-form surface, 
despite variation in the overall size and shape of the subjects, and variation in the local shape of 
features themselves. 

The available sources of modelling data and prior knowledge have a strong influence on the 
choice of approach, in particular, whether it is largely data driven or model based. The former is 

appropriate when attempting to build general-purpose systems, with few a priori assumptions, 
or where prior knowledge is simply not available. One difficulty with a data-driven technique is 
that it normally requires a substantial amount of good quality training examples, which may not 
be available in this case. Of course, no data-driven method is totally without some underlying 
model, however simple, so it is not possible to avoid bias entirely. In fact it is essential for any 
system that attempts to generalise about unseen data. There is a balance between the gains made 
by capitalising on a priori knowledge, and loss through the limitations required to make those 
assumptions valid. Since it is not the aim of this work to produce a general-purpose feature 
detection method, it is valid to make certain restrictions and optimise the method specifically for 
the human body, while sacrificing generality. This is in contrast to a great deal of work in 
machine vision, where the aim is specifically to minimise the a priori information built into the 
system [Besl88]. Nevertheless, it would be desirable to minimise these restrictions, since it 
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would counteract many of the potential advantages of rapid image capture, and reduce the 

applicability of the system. 

Given the subtlety of the features, as noted in Chapter 1, it is likely that this is a rather 

demanding task. There is little preceding work in feature detection on the whole body, but the 

literature does contain a good deal of examples from 2D and 3D feature detection in faces and 

other free-form objects. These can be categorised into two main strategies, which are discussed 

here: 

" global deformable surface methods, and 

" feature-based methods, which can be further subdivided into: 

templates making use of local shape and overall contextual information; 

functions that describe or search for features, based on local and global shape, and 

possibly non-structural attributes. 

While these approaches have characteristics in common, and indeed they have been used in 

combination, it is useful to discuss them in this way to highlight the varying use is made of local 

shape, global structure and other information. 

3.2.1 Deformable Surface Methods 

The previous section discussed deformable template methods for surface reconstruction, and so 
it is natural to see if they could also be extended to use for feature detection. The general idea of 
the approach would be to: 

" define a starting template, with features of interest appropriately pre-placed; 

" generate deformations of the template; 

" use characteristics of the scan data to affect the deformations; 

" constrain the deformations in ways appropriate to the class of object, 

" until a termination criterion, e. g., convergence, is met. 

Much of the work on deforinable templates is based on principal components analysis to derive 

a model that constrains the deformations in "plausible" ways. Each example from an object 
class is discretised into a set of descriptive parameters, for example, corresponding landmark 

points. From the landmark points a mean shape and covariance matrix for the landmarks can be 
derived, from which the principal components are determined by taking the largest eigenvectors. 
Effectively, the technique finds the principal axes of the data set by successively minimising the 
squared distances from the data point to each axis. This generates a new set of variables which, 
in linear combinations, can characterise a high percentage of the shape variation found in 
objects of similar type. In the approach devised by Cootes et at ICTCG951, this is called a point 
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distribution model (PDM). When used for object recognition, the model deforms against a new 

sample of data, and the candidate with the lowest deformation energy, and within the constraints 

of the training set for that object class, is deemed to be the best match [ScPe95]. 

This approach models linear relationships successfully, but is not always applicable, especially 

when bending or local rotation within the object is encountered. In such cases a linear analysis 

will yield inappropriate shapes that are not representative of the training set. Non-linear methods 
have been devised, using polynomial regression and multi-layer perceptrons [SCTD97]. These 

methods still employ linear PCA as a starting point, but then model the relationships between 

the components in a non-linear way, with better success on object classes for which the purely 
linear methods fail. 

One of the long-standing difficulties of this approach is in placing the initial landmarks with 

which to build the PDM. The number and location of the landmarks should be chosen so as to 

model corresponding points on the body, and give sufficient detail to the deformations. In 

training the model, often key landmarks are placed manually and additional landmark points 
inferred from them, for example by spacing at regular intervals over the curve or surface 
[CTCG95]. At first sight it is appealing to think of using anthropometric landmarks as the key 

points to initialise a PDM, but this has not been done. The landmarks used to train PDMs must 
be reliably locatable on the training data in the processing medium, in this case surface images. 
However, as noted in Chapter 1, many of the anthropometric landmarks are based on skeletal 
features (such as particular vertebrae) or subtle visual features (such as the crease at the back of 
the knee) [IS0891. Such landmarks are distinct and fairly reliable when tactile feedback is 

possible, but they are not "visible" in a straightforward way purely from surface information. If 

a PDM were to be used it would therefore be necessary to construct the model from 

reproducible surface control points, and then to attach anthropometric landmarks to the trained 

model. 

Attempts have been made to automate the landmark selection and placement process, as an end 
in its own right, and for training statistical shape models. Hill and Taylor [HiTa94] devised a 
method to generate landmarks on objects in 21), starting from partially marked objects. Pairs of 
training samples are matched, using various methods of pairwise non-rigid correspondence, 
iteratively matching the results of those to generate a mean shape. A full landmark set placed on 
the mean shape can then be propagated backwards to the branches of the binary merging tree to 
any of the training set. Since these landmark placements tend to be only approximate, 
optimisation techniques are then used to refine the landmark locations. In that case the objective 
function relates to the compactness of the point distribution model. A different, application- 
specific function could be used in its place, for example, based on optimising with respect to 
anthropometric values. This automated landmark generation method has been adapted in 3D 
[HiBT97], using a variant of Besl and McKay's iterative closest point algorithm [BeMc92]. 
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Sclaroff and Pentland present a method for point correspondence on unmarked objects 
[ScPe95], using a finite element method to define the parameter space. Corresponding points 
can then be found by finding the strongest matches under the movements within each 
eigenmode. Although good results are reported, it was subsequently not considered to be robust 

enough, for example, for generating PDMs [HiBT97]. Other approaches have used a measure of 
66saliency" in scale space [WaCT98] to select features with a high likelihood of detection in 

subsequent data. This has the advantage of being applicable to higher-dimensional data sets, 

where "manual" placement of features is not possible. 

Magnenat and Delingette proposed a different template method for the reconstruction of range 
data, based on an iterated, coarse-to-fine matching process [MoDe97]. Prior information is built 

into the initial template, which then undergoes iterated registration processes, from rigid, to 

similarity, affine, "hybrid" deformation, and finally free-form deformation. In essence, the 
degrees of freedom of the deformation are gradually increased. Davatzikos devised a non- 

statistical technique for mapping tomographic brain images with an elastic surface of variable 
deformability across regions [Dava97]. Selected features are pre-placed on the initial model, and 

after deformation, the landmarks are located on the target image to a few millimetres accuracy. 
These approaches are attractive, in that they avoid the use of corresponding landmarks required 
to train PDMs. 

These methods have mostly been designed to deal with the general case of shape analysis. In the 

case of feature detection on the human body, there is a great deal of prior information available, 
such as expert anthroponietric knowledge and non-structural information such as weight, body 

mass index, handedness, gender or age, which might affect feature characteristics. Others have 
devised more specific methods that make use of more prior information. For example, Lee et al 
[LeTW951 used a combined feature detection and deformable template method for animating 
faces starting with range images. Key features were detected in the 3D data using a Laplacian 

operator to find edges around the eyes, lips and chin. A generic face mesh was then fitted to the 

range data, using the known positions of the features to control the mesh adaptation. This makes 
use of more prior knowledge than, for example, Magnenat and Delingette's method, and 
provides a potentially more feasible approach for the human body feature detection problem. 

Although these look like potentially promising approaches, they still do not escape the problem 
of accurately placing the anthropornetric landmarks on the template model. This could be done 
by manually locating the features from the surface image, but this is prone to error, and this 
error would be exacerbated once the model had been deformed. Although this might be 

sufficiently accurate for the surface reconstruction problem (as discussed in the previous 
section), or for object recognition, it may not be sufficient for anthropometric feature location. 
An important point in favour of a deformable template approach is that it is likely to give good 
worst case behaviour. It will always find the landmarks, and in roughly the correct place, as the 
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relational information of the features is implicit in the model. In addition, this approach has the 

advantage of combining surface reconstruction with feature detection in one step. 

At this point, these deformable template methods appear to generate a number of problems. This 

is true, in particular, for the techniques that are based on landmarked training sets, since this is 

precisely the desired result for this human body modelling problem. The methods are not 
dismissed for future work, but since they do not appear to be fully satisfactory at this point, it is 

necessary to look at other strategies for feature detection. 

3.2.2 Feature-Based Methods 

An alternative approach is to characterise and search for features individually. This is 
interesting in its own right, but could also be used in the future as a precursor to other methods, 
such as a deformable template. Several representational forms might be used, for example, 
filters or local templates or a shape syntax. Perhaps the simplest case is a filter or template, 
designed to match a particular feature. For example, this might take the form of a parameterised 

spline patch, with statistically derived constraints, characteristic of that feature. If there is 

sufficient local shape information, and the feature is unique, then it may be possible to match 
the feature without reference to contextual information. In the case of human body features there 
is non-rigid variation across a given feature class, so either the template, or the matching 
procedure must accommodate observed variability [Marq98]. 

Once a suitable template has been created, the problem is then how to carry out matching in a 
meaningful and efficient way. This is discussed in the context of face recognition in 3D by 
Beumier and Acheroy, who devised a computationally efficient way of matching facial contours 
against data captured by a structured light imaging system [DeAc98]. The generalised Hough 

transform has been used to match many types of feature from templates, for example, to locate 

eyes in images [Nixo85]. Genetic algorithms (GAs) have also been used for local template 

matching, to extract features from greyscale images [RoLe94]. The encoded representation is a 
set of indexed points that minimally describe the shape being matched (thus giving an extremely 
compact encoding); the fitness function indicates how well the candidate region matches the 
template. Lanitis et al [LHCT95] used GAs for image search with a statistical shape model, to 
locate faces in cluttered 2D images. The PDM's encoded pose and shape parameters are 
manipulated by the GA, to optimise the template's placement and shape within the image. 

Figure 3.5 illustrates how a template might be applied, by traversing the body surface until a 
suitable match is found. For most features an unambiguous match will only be found by making 
use of contextual information, such as relational characteristics of other features, to help resolve 
ambiguities or reduce the search space. This has been used in face recognition, where shape and 
context are well understood, and is similarly applicable here. 
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Figure 3.5: Template-based feature detection 

A SIMPIC, StRICtural syntactic approach could he extended to define a full pattern grammai I'm 

each feature, it' the essential shape components can be broken do,. vn into a suitahlý parsable 

form. Hsu and Hwang classify shapes by decomposing the shape houndary into contour 

segnients. which are assigned simple attributes such as segment height and convexity 

IH,, [I\\, 971. Relational characteristics, such ws segment angles, are also extracted. Each shape is 

then transformed into a symbolic repre sent at ion, as a list of predicates. Asada and Brady's 

curvature prinial sketch [AsBi-861 generates a set of distinct curvature event components from a 

contour, which can then be described in syntactic form as a semantic net shmving relational 

c lial-acte 1-1 st ic S. 

Rather than building a template and it separate matching procedure, a feature deteclion I'Linction 

can be defined that describes Ilow to search for tile leature. This has many similanties with the 

template-hased approach, but 1n. stead tile discrinimant attributes are embedded in the matching 

process itself, rather than a template. 1`1ý,, urc 3.6 illustrates how this, 11PPI-o'lch mi-ght he applied. 

The potential of this approach in -surl'acc anthroporrietry fi-om range iniages has alrcadý been 

demonstrated else-where [Nun-971 [PaSD971, but little specific detail is given ot'the techrilLILIC in 

these cases. However, nuinerOLIS CMIniples call be cited in characterisation of' I'aces t*or 

recognition and authentication. both in 2D greyscale images and I'Lill 31) 1 KoMK971 I BrPo931. 

starting point 

Figure 3.6: Function-based feature detection. 

The procedural approach IS partICUlarly attractive because anthroponietric spec i ficat ions are 

presented as procedure,, for locating feature,,, and therefore lend themselves to translation into 

procedural form for a machine. In addition, a significant advantage of' this approach O\er 
deformable template methods is that It can be implemented ý, vithout tile need to build a model 
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from hand-marked data. Each feature detector can be modelled with a different representational 
form: input variables can be shape and structure attributes, but may also include attributes such 

as age, gender, weight and so on. Shape descriptions that might be used include scalar attributes 

such as elliptic variance [IPSV971, semi-local Bezier curve characterisation [CiLM98], or local 

curvature description [KovD92] [AsBr86] [PoBr87]. 

While the use of these various sources of inforination offers an extremely expressive hypothesis 

space for feature detection, it creates the complementary problem of generating and selecting the 

appropriate attributes and representational form for each feature detector. Fortunately, 

contextual information can be used to constrain the search space. This is used heavily in 
Brunelli and Poggio's work on face recognition in 2D [BrPo93], where feature-based functions 
based on edge maps, and local greyscale templates were compared. Kondo et al also used 
specific context for feature detection in 3D to generate facial caricatures [KoMK97]. In both 

cases, progressive use was made of newly discovered features in localising the search, from an 
initial global space, to increasingly smaller and well-defined contexts. 

Much of the work discussed in this section is directed towards the analysis of facial images in 
2D and 3D. Since this is a problem domain of particular significance, it is perhaps justifiable 

that a great deal of effort has been spent on hand crafting techniques for it. The analysis of 
whole-body data is of similar significance. Nevertheless, it is clearly desirable to employ 
techniques that can be tuned to the problem in an automated way, to reduce the work required, 
and to allow better refinement than might be possible with a purely manual approach. Many 
leaming techniques have been used to construct models to recognise features and objects, for 

example, neural networks [TuPe9l], support vector machines [OsFG97], inductive logic 

programming [HsHw971 and evolutionary computation [Andr94] [Poli96] [BaWe96] [HaBu97]. 
Of particular interest are leaming techniques applied to the synthesis of procedures or syntactic 
pattern descriptions from primitives. Draper [Drap96] used Markov decision models to generate 
hierarchical functions from a set of machine vision operator primitives. Hsu and Hwang 
describe a syntactic approach, using induction logic programming to learn a characteristic 
description for a shape class [HsHw97]. The function is built by appending predicates to a 
clause, each addition maximising information gain. Function synthesis has been demonstrated 
by [HaBu97] and [Poli96], using genetic programming to generate task-specific templates, edge 
detectors and other filters. Andre [Andr94] used a 2D genetic algorithm to generate logical 
templates for feature recognition in greyscale images. Similarly, Bala and Wechsler [BaWe96] 

evolved morphological elements and the sequencing instructions for applying those operators to 
extract discriminant features. These features were then fed in to an inductive learning system to 
generate classifiers, which, in turn, were also optimised via evolutionary computation. 

Numerous other examples of evolutionary computation in machine vision are given in 
[BoA197]. These serve to demonstrate the potential for automated synthesis of new feature 
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detectors. The immediate problem, though, is to gain enough understanding to generate the 

initial shape, structure and process primitives that could feed into such an automated method. 

3.3 Shape Description Techniques 

The previous section discussed overall strategies for feature detection. This section looks at 

specific methods for describing shape characteristics that could be employed for feature 

detection. Shape characterisation is a major topic in machine vision, being central to object 

recognition and feature detection. Loncaric [Lonc98] provides a recent survey of shape analysis 
techniques, which covers many descriptive forms. Early attempts at surface shape 

characterisation from range data focused mainly on detection of particular features such as 

planes, edges and comers. In contrast, this discussion is focused on techniques that could be 

applied to the human body feature detection problem. This discussion makes the distinction 
between techniques that give a high-level description of shape (e. g., body mass index), and 
information preserving methods that permit full reconstruction of contours or surfaces from the 
description (e. g., a parameterised spline surface model). 

3.3.1 Differential Geometry In Shape Description 

Differential geometry has been used as a basis for many general curve and surface shape 
description techniques [DrNa8l] [AsBr86] [PoBr87] [BesI88] [Fish891 [KovD92] [Mokh95] 

[LeTW951 [DoJa971. For example, in Lee et al's work on face animation from range data, local 

changes in curvature corresponding to eyes and lips, etc., were detected by zero crossings in the 
Laplacian field [LeTW95]. This then allowed a deformable mesh model of the head surface to 
be matched against those features. 

At any given point on a surface the shape can be characterised by the principal curvatures, 

corresponding to extrema of the normal curvature function, in other words, the minimum and 

maximum curvature, usually denoted K, and K2 respectively. Gaussian and mean curvature can 
be derived from the principal curvatures by taking their product and arithmetic average. These 

quantities provide position- and orientation-invariant descriptions of surface features. At 

umbilic points all normal curvature values are equal (peaks and pits); saddle points are where 
the principal curvatures are of opposite signs; ridges and valleys are where one value goes to 

zero. 

If a Gaussian smoothing filter is applied to a contour or surface, its shape can be studied at 
multiple levels in "scale space", by increasing the width of the filter [Witk83]. Changes as a 
function of scale may then be tracked as significant features in the scale space. Examples of 
such features include contours that indicate where the zero crossings of curvatures exist and 
disappear. This has been used as a function of contour length and scale, for recognition and 
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retrieval of' 2D shapes JMokh95J. Based on Marr's primal sketch to extract low-level t'calureý, 

front areyscale Iniages Imal-1-821. Asada and Brady devised the curvaturc pimial sketch 

lAsBi-861. ý, vhlcli describes a contour in ternis of key "*eN, cntN" of significant changes in 

CLH-\, RUI-C A multiple scales. The contour is decomposed into discrete shape primitives, Milch 

may be represented by single events, such as it point of inflection, or multipie events, such is a 

(lent in a flat surface. The prinial sketch treatment was subsequently extended to the si(ijace by 

Ponce and Brady [PoBi-87]. This approach is of particular interest for the human featUre 

detection prohlem. For example, consider the neck and shoulder shape on which the neck base 

and acrornion feature,, are located. as Illustrated in figure 3.7. The challent-, e would he to find 

the appropriate contours to study, a suitable range of' scale,, under which to analyse [he contours, 

-vature events that allow the features of' Interest to he and to determine the discrinimant cut 

detected. 

neck base 

40 trapezius muscle 

0 

" "" 
acromion 

0 

Figure 3.7: Curvature events on the shoulder contour. 

in order to describe the shape of' a surface both Gaussian and mean curvatures, or both principal 

curvatures, tire needed. Koenderink and van Doorn I KovD92j noted that if the Ki K., ParanICICr 

space is considered as a polar coordinate systern then the an-gular value corresponds to unique 

shape, and the radial value is a scaling factor. This Is Illustrated in figure 3.8. Z, - 
Thus, most of the useful information can be represented by a single value, the sljjpc index, s, 

which is defined as: 

2 
arctan 

K, +K2 
With Kj-ý'Ký Eqn. 3.1 

IT K, - K, 

which ranges between ±1. Between -1 and -0.5 are the fully convex shapes (peak to ridge): 
between -0.5 and +0.5 are the family of. saddle shapes, with the symmetric saddle at 0-, between 

+0.5 and +1 are the fully concave shapes (valley to pit). Complementary shapes have equal and 
opposite s value,. 
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Figure 3.8: Characteristic surface types as a function Of K, and K2. 

'Flic shape index v, of particular interest in describing surface features of' the human bodý 
. where 

it Is likely that homologous IeZItLII-CS \VIII have similar shape indices, but the scale of' the features 

may vary. A -curvedness" value, c, makes distinction between similar sliape, -., ol'ditTering rate of 

curvature, or scale (corresponding to the distance I'min the origin in figure 3.8): 

ý! 
ýi2 + K, 2 Eqn. 3.2 

2 

A modified \cr,, ion of Koenderink and Van Doorn's shape index jKmD921 is used hý Dorat 

and Jain IDoJi971 to produce 1'requency histoizrani,, of surface shapc----kno,, vn as -shapc 

spectra"-for object recognition. This work is s"Illar to Horn's extended GMISSian iinzwe zr 

surface, which uses normal histograms to characterse convex shapes I liorng4j. 

The aini oftliese curvature-based shape description lechniqucs is to describe viewpoini invariaw 

properties of shape, independent of position and orientation. However, in the case ofthe hunian 

body the position and orientation of it feature are of' particular importance. 11' shape is defined 

with respect to a sj)ecýfic coordinate systern, it should be possible to exploit the differences in 

position and orientation of points relative Io each other. to give it richer vocabulary of' 

charac teris at ion. 

Where the data points are discrete samples of a surface, rather than an analytic description, a 
difficulty arises in determining the derivatkes, particularly in the presence of nolse [Besl881 

IFIJa891 [LcHD931 [StIW951 [Ti-Fi951 [GuMe971 JKalIIi98j ITaMe99j. Typically this has been 

done by local curve and surface fitting, and generatin. g, tile derivative and curvature information 

from the analytic form. This is rather computationally intensive, and it would be desirable to 
find sorne more efficient method, without sacrificing too much in tile \vay of aCCLIracy or 
robustness. These are important implementation Issues, explored further in Chapters 4 and 5. 
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3.3.2 Semi-Local and Global Attributes 

At a larger scale, whole contours and surfaces can be described in fully information preserving 

ways. Moment invariants were proposed by Hu [Hu6l] for pattern recognition. Low-order 

moments can be used to determine global attributes such as centre of mass and principal axes; 

with higher-order moments, the whole contour can be reconstructed fully. Transformations to 
forms such Fourier descriptions [ZaRo72] often provide a useful representation, and have been 

used by Li [Li97] for describing cross-sections of the human body. Separation of the description 

into components of increasing frequency level makes it possible to analyse curves at an 

appropriately chosen level. For example, truncation to remove high-frequency components 

serves to remove noise and local distortions, while preserving the characteristics of the 

underlying shape. This has been used, for example, in face recognition, to describe key high- 
level invariants [JiNi95]. Wavelets allow a similar multi-resolution treatment, and have been 

used to analyse spinal shape in children with scoliosis [AyMa961. 

The parametric form of representations such as NURBS, thin-plate splines and Bezier curves 
makes them convenient for shape description and comparison. Jones et al's shape matrix for the 
human torso [JoBW95] describes the surface by NURBS control points at anatomically useful 
cross sections, and so allows for comparison of corresponding parts of the body in a meaningful 
way. By decomposing objects to surface patches and curve segments in such parametric forms, 

semi-local features can be characterised. This approach has been used for many applications, 
including face recognition, by [SaCi971 [BeAc98] [CiLM98]. 

it is also possible to describe the shape of contours based on some simple scalar attributes, as 
illustrated in figure 3.9. Simple attributes such as these have often been used in industrial 

machine vision systems, for example, for the recognition of flat engineering parts. Of interest 
here is the fact that by integrating such attributes over the whole 3D shape, simple scalars such 
as surface area, volume and surface area to volume ratio May be obtained and used to 
characterise objects partially [LiPe82]. 

Histogram-based techniques are useful in characterising the distribution of simple attributes 
across a larger entity. The chain-code histogram [IPSV97] characterises the frequency of each 
chain type on a contour represented in Freeman's chain code [Free60]. Closely related to this is 
the pairwise geometric histogram, which characterises shape in 2D based on a frequency 
histogram of angles and distances between pairs of line segments. This is reported to show good 
properties for object recognition of rigid shapes in the presence of noise, occlusion and clutter. 
This can be extended to 3D by analysis of polyhedral faces, and has been used for surface 
matching to register multiple range images [AFRW98]. 
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Figure 3.9: Global shape attributes 
(a) convexity = i(c)/I(s), where I(c) = length of convex hull, I(s) = shape boundary 
(b) convex deficiency = (a(c)-a(s))/a(c), a(s) = area of shape, a(c) = area of convex hull 
(c) symmetric width difference = mean and variance of width perpendicular to principal axis 
(d) aspect ratio = of lengths of principal axes 
(e) elliptic variance variance of shape boundary with respect to an elliptical boundary 
(f) circular variance variance of shape boundary with respect to a circular boundary 

Although high-level scalar characteristics are attractive I'm their simplicity and compactness, 

such attributes inevitably allow ambiguity, since many contours of' (11ITCrent shape will posso"s, 

for example, the sarne eccentricity measure. While none ot' these sImplc descriptors is likcjý, to 

describe a I*eature or object uniquely, they may be u,., ct'ul In combination. livarinen et al 

IIPSV971 explored operators For recognition of' irregular ob*ects and Found that a conihinatiOn 

ol'five simple descriptors (convexity, principal axes, compactness, circular and elliptic variance) 

showed good perl'Ormance with low computational complexitý as compared with more 

cornputationally expensive operators such as chain-cocle histograms and pair"ise geometric 

histograms. Eggleston used the aspect ratio of' the principal components and tile convexity 

measure JE(-, (! 1921. Similarly, Moklitarlan ci al use eccentricity and circularity, combined with a 

curvature scale space method, to focus the search in an linagle database [MoAK961. In detectim-1 

point features on the hunian body, it is possible that these operators could be combined to locate 

t'eatures in an unambiguous way. 

Clearly there is a rich set of shape description techniques that could be einployed In desionino 

feature detection methods. The main challenges are to find appropriate technILILICS that are 

effective, reliable and efficient. As will be seen in mbsequent chapters, differential geometry is 

used as the primary means of shape description in the \kork presented in this thesis. 

3.4 A Strategy for Progressive Human-Body Range Interpretation 

Techniques have been discussed Or representing the hutman body, and the precahng sechon Us 

briefly reviewed methods for detectirig specific thatures. This section describes and provides a 

rationale for the appnmch taken in this %"rk- The pn)posed research is ouilined, together with 

I ; ues 'nve key iss I stigation in the chapters that follow. 
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3.4.1 The Overall Approach 

Structure will first be imposed on the image data by segmenting it and reconstructing the skin 

surface. This will be done using a template method designed for human-body range images. 

Once the initial data has been converted to a surface form, it is then possible to start detecting 

specific features on that surface. For each feature a pattern recognition function will be devised 

that searches for using local shape information. Previously amassed knowledge of labelled 

features and critical surface points will be used to constrain the search. In this sense, the 

complex image interpretation problem is treated in a progressive way, breaking it up into more 
tractable sub-parts. In terms of a system for processing the body scans, this can be translated 
into the following steps: 

1. clean the data; 

2. segment into high-level body components (head, torso, left leg, etc. ); 

3. reconstruct data in sparse areas; 

4. generate the skin surface; 

5. locate first set of features; 

6. locate next set of features, using the context of existing known features; 

7. repeat 6 until all features are found. 

From a more abstract view, each point in the chain of processing corresponds to a particular 
model of the human body. The segmented and reconstructed surface corresponds to a generic 
body model, from which other, more specific, models are derived. Each model corresponds to a 
different "view" imposed by the particular application. This is illustrated in figure 1.4 on page 
19. The model gradually becomes more specific, makes more assumptions, has a higher derived 
knowledge content, and provides more support for the particular application area. 

3.4.2 Rationale 

This progressive modelling approach is proposed primarily as a means of making the problem 
more tractable by breaking it down into sub-problems. Once the body has been segmented, the 
branched central axes can be constructed, the surface can be skinned, and gross information 

about the body, such as height, body volume and surface area can be determined. After this, a 
search for specific features can made, in progressively refined volumes, as symbolic information 
is gradually amassed. This symbolic information can also be used to adapt the cleaning and 
interpolation operators for different parts of the body, based on prior knowledge of 
susceptibility to noise, expected shape, and so on. This reflects the processes used by a human 
performing the same tasks, and also the typical structure of anthropometric specifications 
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[IS089]. A similar approach has been used in several cases for detection of facial features for 

recognition [BrPo93] [KoMK97], and is proposed by Nurre [Nurr97] for the human body. 

The assessment criteria set down in Chapter I present some opposing influences. For example, 

while generality, minimum intervention, broad applicability and robustness will tend to increase 

the complexity of the system, the demand for speed and low computational complexity will 

make it necessary to make trade-off decisions at many stages. The framework presented here 

should make these choices easy to implement, and to change in the future for new applications 

with different performance criteria. 

The use of differential geometry as the main shape description mechanism is justified on the 
basis of a great deal of prior work on similar free-form shape description problems [AsBr86] 

[PoBr871 [LeTW951. In Chapter 5 various transformations will be explored for their usefulness 
in locating key feature types, with the purpose of building a library of feature detection 

primitives. This exploratory, function construction approach potentially gives scope for 
discovering interesting emergent properties of the human body. The function building approach 
is convenient in that it lends itself to automated refinement by parameter optimisation, and the 
automated synthesis of new feature detection procedures [Drap96] [Poli96] [HaBu97], however 

this will be left as a topic for future work. 

3.5 An Integrated System for Human Body Modelling 
In order to explore and test the approach outlined in the previous section, an integrated system is 

needed, which will facilitate experimentation and demonstrate fully automated processing. 
Since no appropriate software is available, a system must be built as part of this work. 
Thoughtful design is needed at this stage, in terms of data structures and modular components, 
to ensure full flexibility and extensibility for a range of potential future applications. 

In particular, the system design is such that modules can be replaced if more effective and 
efficient techniques are devised in the future, and if the computational platform has sufficient 
resources. The modular design also allows the same internal components to be used for a range 
of applications. Figure 3.10 illustrates this layered architecture, showing the components that 
will be developed in the chapters that follow. 

Although it is useful for computational efficiency to use as much knowledge as possible about 
the image capture process, it is desirable for an open system that these hardware-dependent parts 
are localised as much as possible at a low level of processing. This is addressed by providing a 
hardware interface layer, which contains most of the processing that is specific to the image 
capture process. This makes it easier to replace the input data by another hardware system. In 
this work the automated system will be linked to three different versions of a family of whole- 
body scanners, with varying imaging components, numbers of data points, data density and scan 
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volume. This is managed by a Configuration I'lle, which contalm, appropriate Parameters for each 
hardware type. 

output body surface 
to CAD/CAM 

hardware 
configuration 
information 

visual interface 
L --.! 

feature detection layer 
rI 

electronic tape measure 

landmark and contour management 
E--I 

surface reconstruction 
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body metrics 

cleaned point 
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Figure 3.10: Layered architecture of the body modelling system. 

All work is carried out on a Dell Optiplex GXI with a 40()MH/ Pentium 11 processor and 

128MB RAM. Implementation i, ý in C++, using, the Open Imentor 3D graplik-, 11hrarles. This 

provides a good range of' oNect-oriented graphics prirnm\c, ý at a convenient level ()I' Zý II- 
abstraction, therehy allowing this work to concentrate on the problem in hand, rather than 

expending effort on low-level graphics functionali(N. In addition, tile library is portable to 

Silicon Graphics machines, . N, Iilcll may he ot'henel'it in the future. 

In order to encourage OthCr LISCI`s to Cxpcr1n1Cn( and provide feedback during development, tile 

user interface should be straiý! htl'Orward and intuitive. Where possible. operations should be 

I'Llily automated, but it should also be possible to override any aulomated decisiowý (e. 2- to 

relocate inaccurately placed landmarks), an(] to extract size and shape information interactively 

by manually placing landmarks and using these a-, anchors for an **electronic, tape ineasarre'". 

Interaction with, and navigation of, the 3D image should he as direct as possible, so that it can 
be rotated through any angle, zoorned, etc. As a development environmeni, it must also provide 
diagnostic tools and full access to parameters for data cleaning and pruturig. 

To be useful to others, the system is designed to provide Output in a number of formats. -1-11p, 11jis 

the benefit of' encouraging other researchers to build on the results. add extensions and develop 

more sophisticated techniques for It u nian -body surface niodelllnýv [West971 IDout-981 [Can-981 

[Yama981 IDoDB991 JOIBu991. 
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3.6 Issues for Investigation 
In exploring techniques for feature extraction, and building the automated system, many issues 

must be investigated. The discussion below is reflected in the structure of the subsequent 

chapters, each of which builds on the work of the preceding chapter. Attention will be paid 

throughout to the criteria in Chapter 1. In all cases, the simplest approach will be taken, only 

adding complexity where it appears to be justified. This should encourage conscious decisions 

at points where it may be necessary to make trade-offs between the use of prior knowledge, 

constraints, accuracy, robustness, tractability and speed. 

3.6.1 From Points to Surfaces 

As noted above, for the purposes of this work it is necessary to develop many of the processing 
functions from scratch, starting with the link at the image capture hardware interface level. At 

each stage of processing, decisions must be made about control parameters, for example, for 

cleaning, interpolation and smoothing. Such parameters should, as far as possible, be determined 

and justified by measurable characteristics intrinsic to the data, such as the sampling density. It 

will also be useful to note sensitivity to each parameter. 

The underlying representation used for each wbole-body image directly affects the operation of 
the modelling technique, and should be chosen so as to encourage the discovery of the best 

feature detection operators. It is expected that the restoration of missing data may be 

problematic. 

Measuring the performance of cleaning and surface reconstruction algorithms on live subjects is 
difficult, since reference data cannot easily be obtained. Initial evaluation will thus be purely 
visual, which should give a good first impression of the performance of the techniques. 
Volumetric comparison will be used to give quantitative results, using underwater weighing and 

air plethysmography techniques as reference standards [FJLC92] [MGBM95]. Performance 

must be compared across different body types, to determine if there are any significant biases or 
trends. For example, the test set should include male and female adults and children, of a wide 
range of body mass indices. 

Part of the requirement of minimal intervention is to devise a system that can operate fully 

automatically. For each scan it would be useful to generate a confidence measure to indicate if 

the data is likely to generate accurate results. For example, if the arms are held too close to the 
sides, then the upper torso measurements are likely to be inaccurate. It may be possible to devise 

an automated method to determine this, for example by a kind of "syntax checking". This is 

particularly important for self-scanning and for very large-scale processing, where there would 
be no reliable human observer to notice "obvious" effors. 
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Many of the issues raised above relate not only to these early stages of the processing, but will 
be of relevance throughout this work. 

3.6.2 From Surfaces to Features 

In Chapter 5 techniques for shape description will be investigated, and a library of operator 

primitives appropriate for the human feature detection problem will be built. The purpose of the 
library is to provide computationally efficient components with which to build detectors for 

specific features and specific applications, as demonstrated later in Chapter 6. Where 

appropriate, strict requirements will be relaxed to reduce complexity. For example, it might be 

quite valid to assume that in most cases a simulated tape measure is constrained to describing 

planar curves (e. g., the arc between the acromion points), unless explicitly stated otherwise 
(e. g., the multi-plane, multi-segment contour from nape to acromion, to elbow, to wrist). 

To provide sufficient means of expression, the library should contain low-level operators, to 

extract quantities such as the coordinates of a given point on the surface, surface curvature 
values, open and closed contours through a given set of points, and attributes of those contours. 
In other words, the library should be expressive enough to describe the features fully, but should 
also allow a compact expression. This is particularly important, if automated synthesis is to be 

attempted in the future, to reduce the combinatorial explosion encountered, for example, when 
using genetic programming with low-level primitives [HaBu97]. As yet there is no clearly 
defined primitive set for this. Other researchers using such a constructive approach have started 
with library functions or a well-judged set of primitives chosen by an expert in the application 
domain [Koza92] [Drap96] [Poli96] [HaBu971. 

At this stage it is not necessary to enforce strict language design constraints on the library. In the 
future, if automated synthesis is to be done, then it will be necessary to consider these issues in a 
more rigorous way, by showing sufficiency, closure, and so on. For now, the most important 
issues are to provide an expressive, but compact representation. 

3.6.3 Application and Evaluation 

In Chapter 6 the operators developed in Chapter 5 will be combined and applied to a real 
anthropometric problem. Anthropometric data, such as curvilinear distances between landmarks 
[IS089] will be taken from a number of subjects, to validate the location of features. One of the 
most important challenges is to devise a systematic method for building feature detection 
functions, based on the anthropometric specifications, local shape attributes and contextual 
information provided by labelled features. 

In measuring performance of the automated system some very practical problems must be 
addressed. Automatically generated anthropometrics will be compared against manually 
collected measurements. This raises many problems. Perceived "errors" will, in many cases, 
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simply be a result of the different media in which the data are collected. For example, while a 

real tape measure deforms soft tissue slightly, the electronic method presented here works on a 

still image, which does not deform. The compromise on choice of scan posture may be 

significant on certain measurements that are particularly sensitive to movement. These issues 

should be noted and dealt with appropriately. In addition, it is important to obtain information 

on the reproducibility of the automated system itself, as distinct from inter-technique variation. 

The techniques will be tested on a specific group of body types-women of medium 
build-rather than attempting to deal with all body sizes and shapes. This choice is typical of 

any pattern recognition system, where a decision must be made between generality and 
specificity. If a notional "body type" variable could be isolated, performance could be plotted 
against this variable, as sketched in figure 3.11. The "no free lunch" theorems of search and 
learning [WoMa951 show that neither can be considered "better" in a general sense (the areas 
below the curves are the same). It is therefore the particular applications' requirements that 

should dictate the choice of performance profile of the system. Note that this brings another 
requirement for the system to detect the body type and select the appropriate model to apply, 
adapt accordingly, or recognise the limits of its performance and degrade gracefully. 

performance general model 

specific model 

body type 

Figure 3.11: Choice of generality versus specificity 

Various criteria have been proposed to judge the performance of anthropometric techniques 
[GBCC891 [BrGr991. It is thus necessary to know what is relevant to the applications addressed 
in this work, and others illustrated in figure 1.1 of Chapter 1. In selecting the right off-the-peg 
clothing sizes to fit, the "grading" between sizes is typically about 5 cm, and therefore 

millimetre accuracy is not required, but centimetre accuracy is. These "acceptability" measures 
are discussed in detail at the end of Chapter 6. 

Certain other performance characteristics will be difficult to quantify, for example, intrusion on 
the subject, and ease of processing. It will be assumed that any constraints on the subjects' 
clothing, or restrictions on posture, and time for processing will count against the performance. 
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3.7 Summary 
Whole-body representations have been discussed for feature detection and for other body 

modelling activities such as animation. While the latter is outside the scope of this thesis, it is 

important to place this work in context, by considering the requirements of other activities. A 

polygonal surface mesh has been chosen, as a simple representation that will provide the 

required functionality. A deformable template approach will be used to generate a suitable mesh 
from the raw scan data. 

Strategies for feature detection were then discussed. A progressive, function-based approach 

was chosen, which uses search functions to find specific features, thereby interpreting the body 

surface in increasing detail. Local curvature will be used to control the search functions, 

together with the amassed contextual information. An overall system architecture has been 

proposed, and finally, some issues have been identified for investigation at each stage in the 

chapters that follow. 



Chapter 4 

From Points to Surfaces 

This chapter describes the transformations from the raw sampled data to a structured surface. 
Starting with surface reconstruction techniques that use minimal assumptions, further a priori 
knowledge is applied to improve the results. After visual assessment of the skinned images, they 

are validated by comparison of the enclosed body volume with hydrodensitometry and air 
displacement plethysmography. 

4.1 Data Modelling for Surface Reconstruction 

In Chapter 2 some qualitative experiments were carried out to assess the behaviour of the range 
data over the various surfaces of the body. At this point it is possible to define some basic 

characteristics of the data: 

e The n data points are sampled from the surface, S, giving a point set, P- (p, ....... P'j C V, 

which is assumed to contain noise. 

P is represented as a matrix of points P[rom-11column]t where row and column correspond to the 
sampling sequence from top to bottom, and from the right side in an anti-clockwise 
direction. When referring to a single row of points, the first index will usually be dropped 
from the notation. 

* Each point, pi, has an intensity value, Ii. 

Because of the overlapping of the imaging units' field of view, in the horizontal plane, the 
horizontal sequence does not imply a true ordering of points in space. At this point in the 
processing, very little has been done in the way of cleaning, except intensity and spatial 
thresholding, described in section 2.3.4. It is clear that considerable work is now needed to 
reconstruct a complete and smooth surface for visualisation and, more importantly, feature 
detection. To build this surface, several related sub-problems must be addressed in this chapter: 
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" detection, cleaning and smoothing of systematic errors and noise; 

" segmentation and labelling according to body part; 

" restoration of the surface in sparsely sampled areas; 

" building a smooth surface structure on the data points. 

For these processes to be effective, they must adapt to the particular properties of the data, 

which varies over the body, and with different image capture systems. This section investigates 

how these processes can be controlled by the known and measurable characteristics of the scan 
data, such as: 

" error characteristics; 

" point intensities; 

" sampling density; 

" expected size, shape and location of features. 

4.1.1 Range Measurement and Errors 

Coordinate values are measured in tenths of a millimetre, corresponding to the length that a bit 

represents in the original distance values (see section 2.3.2). The same units are used in all 
internal calculations. The mean error of each depth measurement within the working range of 
the system is taken to be ±1 mm [Hori98]. In modelling for surface reconstruction it is desirable 

to make use of as much prior knowledge as possible of these expected errors, in terms of 
magnitude, frequency, location and distribution. This section first discusses some known 

sources of error, and then how to make use of observed data characteristics and prior knowledge 

to detect and remove systematic errors and noise. 

The investigations in Chapter 2 indicate that the error is likely to be higher in some isolated 

areas, in particular, on surfaces with very high specular reflectance and at dihedrals, such as on 
the inside of the arms and legs and around the chin. This prior information might usefully be 

taken into account when designing operators for cleaning, smoothing and reconstruction, for 

example, by applying a different smoothing technique in areas where higher levels of error are 
expected. 

When the light beam hits the body surface its diameter is a few mm, so that where the angle of 
incidence is very large, the depth range, 8, over the beam width becomes significant (figure 4.1, 

case b). In these cases the expected depth precision would be less. In addition, further from the 
LED source the beam diverges slightly, so that the point size increases, with a corresponding 
decrease in precision. This, in part, determines the valid working range of the sensors. If it is 
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" detection, cleaning and smoothing of systematic errors and noise; 

" segmentation and labelling according to body part; 

" restoration of the surface in sparsely sampled areas; 

" building a smooth surface structure on the data points. 

For these processes to be effective, they must adapt to the particular properties of the data, 

which varies over the body, and with different image capture systems. This section investigates 
how these processes can be controlled by the known and measurable characteristics of the scan 
data, such as: 

" error characteristics; 

" point intensities; 

" sampling density; 

" expected size, shape and location of features. 

4.1.1 Range Measurement and Errors 

Coordinate values are measured in tenths of a millimetre, corresponding to the length that a bit 
represents in the original distance values (see section 2.3.2). The same units are used in all 
internal calculations. The mean error of each depth measurement within the working range of 
the system is taken to be ±1 mm [Hori98]. In modelling for surface reconstruction it is desirable 
to make use of as much prior knowledge as possible of these expected errors, in terms of 
magnitude, frequency, location and distribution. This section first discusses some known 
sources of error, and then how to make use of observed data characteristics and prior knowledge 
to detect and remove systematic errors and noise. 

The investigations in Chapter 2 indicate that the error is likely to be higher in some isolated 
areas, in particular, on surfaces with very high specular reflectance and at dihedrals, such as on 
the inside of the arms and legs and around the chin. This prior information might usefully be 
taken into account when designing operators for cleaning, smoothing and reconstruction, for 
example, by applying a different smoothing technique in areas where higher levels of error are 
expected. 

When the light beam hits the body surface its diameter is a few mm, so that where the angle of 
incidence is very large, the depth range, 8, over the beam width becomes significant (figure 4.1, 
case b). In these cases the expected depth precision would be less. In addition, further from the 
LED source the beam diverges slightly, so that the point size increases, with a corresponding 
decrease in precision. This, in part, determines the valid working range of the sensors. If it is 
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assumed that the surfaces lie within this working range, the data may be assumed to conform to 

the stated error. Outside of this range the error is undefined. 

source a source 

Figure 4.1: Angle of incidence and depth uncertainty. 

Noise can be considered separately from the known sources of systematic error. In the absence 

of any other knowledge, the errors due to noise are considered to be normally distributed, with 

zero mean. 

The main problem when processing the data automatically is to discriminate between errors and 

subtle features. A way of formulating this might be to define a maximum local deviation that a 

sampled point may take with respect to the characteristics of neighbouring samples, without 

being considered to be noise. In information theoretic terms, this would be a measure of the 

information content of those points. Points with too high an information content would be 

treated as noise. This similarity value can be used as a threshold in logical smoothing operators 

to remove undesirable points, or in probabilistic terms, to determine values for a weighted sum 

filter. 

The first question then is what metric should be used. Candidates Include changes in curvature 

and Euclidean distance between points. For example, if the points in a horizontal cross section 

are considered, a simple choice might be to impose a low curvature bias on the reconstructed 

surface. In fact, it is likely that multiple metrics are needed, and that these will vary over 

different parts of the body. The next question is what size of neighbourhood should be used to 

determine what surface characteristics are considered "normal". If the neighbourhood is too 

large, then the effect will be to smooth out subtle surface features, if it is too small, then results 

will be more prone to contamination by noise [LeHD931. 

If systematic errors occur, there may be two or more points with similar, but anomalous 
characteristics with respect to the overall behaviour of the sampled points. Thl.; situation Is 
harder to detect, since there is no obvious local indication in the data that an error hits occurred. 
In this case prior information, or the use of other, more global data character' stics, are required 
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to resolve the ambiguity. Such information could include the expected surface characteristics 

and an application-dependent decision on what type of feature it is appropriate to preserve. This 
is discussed further, in section 4.1.4, in the context of what types of feature can be modelled. 

The location of errors is significant. On areas of low curvature, and areas where most of the 

sampled points have highly correlated behaviour, errors are easy to detect and correct, since 

there is substantial evidence to determine what is likely to be correct behaviour. Conversely, if 

errors occur on areas of high curvature, and high change of curvature, then each new point 

contains a large amount of information. This is discussed by Stoddart et al in terms of the 

variation length [StIW95]. If the surface is considered as a one-dimensional function, this is the 
horizontal distance travelled (along the surface contour) that gives rise to a given change in the 
function and its derivatives. Functions with a small variation length (large changes in behaviour) 

require higher sampling to be modelled correctly, especially in the presence of noise. If the 

sampling density is fixed, then regions with small variation length are modelled with lower 

confidence. 

4.1.2 Intensity 

As well as putting a threshold at the lower intensity limit, as discussed in Chapter 2, 
intensity can be used to indicate the confidence of the depth value (confidence oc 1). In 

particular, when the angle of incidence is large, the intensity is expected to be low, and the 

precision is also expected to be low. Similarly, multiple reflections will often, but not always, 
produce low intensity values. 

In logical processing operations, points of higher intensity should therefore be selected in 

preference to those of lower intensity. In weighted sum operators, a legitimate choice would be 

to assign a weight proportional to the intensity value. Processing in conjunction with other 
objective functions, intensity could be used to moderate the effect of an operator. For example, 
if outliers are to be removed based on spatial isolation, there is a danger of cleaning out a point 
that is most especially needed, precisely because it is the only point in a large neighbourhood. 
Since this problem is most likely to occur in areas where the intensity values tend to be low, it is 

possible to prevent spatial "outliers" being removed unless they are also below an upper 
intensity threshold. Unfortunately, it is not easy to choose a particular value of this upper 
intensity threshold, Iupper, or to determine it in an automated way. 

4.1.3 Sampling Density 

It was noted in Chapter 2 that sampling is sparse on surfaces whose tangent lies close to the 
direction of the incident light beam. This affects regions such as the tops of the shoulders, the 
insides of the arms and legs, and the underside of the chin and bust. In addition, because of the 
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divergence of the light beams from the LEDs on each sensor (as shown in figure 2.7a on page 
43), sampling on the sides of the head and neck, and on small children is also slightly lower. 

These effects will now be investigated in a quantitative way, in order to devise appropriate 

parameters for processing. Density along a particular surface contour is estimated here by first 

reconstructing the contour (this is discussed in detail later, in Chapter 5). The parameter u is 

defined as the distance along the contour, and the separation, A., between connected points on 

the contour can be computed as Xi = lpi,, -pil. 

Results are shown in table 4.1 for cross-sectional contours sampled at key sections on an adult 
female subject: 

" head (at nose level), 

" neck (narrowest part), 

" shoulder (-2 cm below acromion), 

" upper torso (-2 cm below axilla), 

lower torso (mid hip), 

right arm (at elbow), 

right upper leg (mid thigh), 

right lower leg (mid calf). 

Table 4.1: Separation between points (k) on sampled contours (10" mm) 

total 
pts 

contour 

. Ie th,, 
max median mean, stdev 

-0 ,I head- 70 5688 318 86 81 57 
neck 49. 3600 599 82 73 201 
shoulders 1741 9835 157 75 571 27 
upper torso 1331 9798 561 76 74 58' 
lower torso 154 1 9931 171 72 64 30 
right arm 19 2357 541 79 124 113 
right upper leg 66 5068 577 81 77 75 
right lower leg 50 3550 427 80 71 68 

overall 76 70 1 60 
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Figure 4.2: Frequency histogram for ), (a) over each sample, (b) combined. 

If the samples from each body segment are considered separately, it is clear that the distributions 

of ý, are very skewed and a normal distribution is not an appropriate model. However, when all 

body segment samples are considered together, by inspection a normal distribution (albeit with a 

long positive tail) appears to be a workable assumption. Therefore the overall mean, ýL, and 

standard deviation, a),, will be used in various places where the density of the data is important 

in controlling operations, and can be used to obtain the probability, p(sample(d)), on sampling it 

point within a given distance d in u, where u is the surface contour length: 

if d= gý, p(sample(d)) = 0.5 

if d= g), +ai p(sample(d)) = 0.842 

if d= ýt), +2(y), p(sample(d)) = 0.977 

Note that in this work a single value for d is used over the whole body surface. A more 

sophisticated system would make use of local information on the different observed sampling 
densities over the body. 

ýt p+o g+2o 

right lower leg 

II 

III hII 

0 100 200 300 400 500 



88 

If X is considered as a function of u it is possible to observe the distribution of densities around 
the body. Because of the layout of the imaging units, low-density areas often occur on areas of 
low curvature, where the tangent has a small z component (z runs left to right across the body). 

This is clearly of significance for cleaning and for restoration of missing data. For example, 
there are areas where the density is mostly high but there are also large gaps (e. g., on the legs), 

as opposed to areas where the data is spread more uniformly (e. g., on the head). In both cases 

the mean density may be similar, but for data restoration purposes, they are very different. In the 
former case there is no local information to guide the surface restoration across large gaps, and 
therefore the decision must be made via semi-local, global and a priori knowledge. 

Where the surface lies within the overlap between the fields of view of two sensors, it is 

sampled by both sensors. In such situations it is necessary to decide how to deal with the 

additional data. If it is considered necessary to prune points to remove the redundancy, then 
there are several possible ways to do this. If the intensity values of two points in close proximity 
differ greatly, then it can be reliably assumed that, unless specular reflection is occurring, the 
higher-intensity point is more valid, and that point can be selected. If a weighted sum is used, 
then each point can be assigned a weight monotonically related to its intensity. However, as 
noted before, other data attributes may also be relevant. A median filter might be used to select 
the point based on some distance metric, or the weighting function might include the distance 

metric as a parameter. If an approximation method of surface fitting is used, then redundancy is 

not a critical issue at this point, since the surface would pass between the points [West971. With 

a surface fitting approach reliability measures could be used, for example, to give extra 
weighting to higher intensity points. 

4.1.4 Modellable Features 

Prior knowledge of human shape, and expected size, shape and distribution of features can be 

used to determine the limits of what can be usefully modelled, in terms of- 

* individual entities, for example, the possibility of modelling separate fingers; 

* local features on the surface, for example, the sharpness of cusps, detail of buttons on 
clothing, etc. 

The limits of what can be modelled are a function of the measurement precision, data density, 
expected shape characteristics and the particular requirements of the application. 

Thus the size of the individual entity that can be reconstructed, in terms of its height and width, 
is determined largely by the density of the data. It is also affected by the measurement precision, 
but since this is considerably smaller than the sampling density, it does not significantly affect 
this decision. According to the Nyquist sampling theorem [Vase96], the smallest feature that can 
be recovered is twice the sampling frequency. In other words, to be 98% confident of 



reconstruclina a leature, it must he at least lt, +2(T, in each dimension. For the ýLib'ects used In 

this work, this would he approximately 2 cm. Thus, for example, it i.,, not appropriate to 

recons'truct cach finger individually. but to treat the hand as a single entitý. 

in ternis of' a t`eature's dewh, the smallest value is determined hN the precision, mduch is 

assurned to be ±1 nun l[ioi-1981. Thus it should be possible to preserve 1'eatures that deviate 3 

mrn or so in depth front the surface, such as the edges of' clothing against the body, but not aný 

smaller features (see figure 4.3b). The largesi local 1eature that Should he preserved is based 

more on the c-qwcteel attributes. and what is necessary for the appl lCat lom, 11' it series of' sarnpIC 

points Lives a I'alrly smooth surface. and the next sample is significantly t'ar 1'roill those point.,,. 

, should it be assurned to be a valid teature. or Outlier (see figure 4.3c and 4.3d)? For this work it 

is not necessary to model very fine features, or deep into cusps, in(] theretorc it is acceptable to 

smooth thern. 
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Figure 4.3: Modelling small features. 
(a) featureless surface, (b) possibly a feature, (c) probably an outlier, (d) probably a feature. 

it is expected that data reconstruction may be difficult on sections of vcrý SMAI C"'CL11111'erence. 

, such as the wrists, where the rate of curva(ure is higher, and the overall data density is smaller. 
Again, this relates to the variation length, discussed by Stoddart vt al JSOW951. It might he 

possible to use information on curvature to control the properties ()f a smooilinig, operator. For 

example, an anisotropic operator could he devised that biases the smoothing to lower values in 
directions of high curvature. This would preserve detail in direction,,, of smali ýarlation length, 

but smooth areas where the variation len, 
-, th is large. 

4.1.5 Surface Normal Prediction 

By knowing tile approximate stance ol'subJects, as discussed In Chapter 2, and the ýLeojjjCjj-y ()I' 
the sensors, it is possible to use some of' this information to place bOUIIdS Oil tile eStInIation of' 
the surface normal,,. For this discussion the data is considered slice by slice. 

For a point to be viewable by the sensor, the (lot product of the surt'Lace normal and the LEI) 

vcctor rnus't he greater than zero, as illustrated in figure 4.4. At first sIght tills nlig a at c ýJlt ppe ý to b 

a useful aid for segmentation. UnfOl-tUnately the vil IbIlIty straint does not provide ellOU"ll s con I t, 
information to determine. for example, Iftwo Point',,, adjaccill in , cquence, belong to the left and 
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right leg respectively, or to tile same leg, since the two sampled points may legitimately 

correspond to surfaces whose normals are anything less than 71 apart. Zý 

Figure 4A Limits of LED vector and surface normal. 

Assumptions about body geometry can be used to discount (with a high probability) certain 

points from the true surface, by virtue of their expected normals and the angle of incidence of 

the light beam. This is illustrated in figure 4.5. The centrold of a cross section of points is 

computed, and the space is divided into quadrants around the centrold. Points whose source is in 

the diagonally opposite quadrant, for example, pl, can safely be considered as invalid, since that 

source is not visible from any point on the body surface within that quadrant. A likely cause of 

invalid data might be reflection from highly specular surfaces. Note that in slices that include 

the arms, these assumptions are less valid, because the arms' many degrees of freedom rnean 

that the body centre cannot be well approximated via the bounding box of all the points. After 

generating an hypothesised surface, decisions about point validity can be based on the normal of 

the proposed surface and the angle of the light source. 

LED 1 

LED 2 

Figure 4.5: LED angle, expected surface normals, and invalid points. 

4.2 Piecewise Linear Representations 

in the preceding discussion, the surface representation had not yet been determined. The main 
requirements are for a complete and faithful representation that can be generated in a 
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computationally efficient way, with low memory requirements. In many ways, the simplest 

choice would be a polygonal mesh, which also has the benefit of being fast to render on a 

machine of modest computational power. Before proceeding to develop techniques to generate 

such a piecewise linear representation, it is necessary to determine if it is suitable for the 

anthropometric requirements of the work. The first question is whether the density of the initial 

sampled data is sufficient to represent the surface well enough by a polygonal mesh with nodes 

of uniforrn density. The criterion for this is the expected type and magnitude of errors 

introduced in the system's main outputs--convex contour lengths and volumes-by using a 

piecewise linear model. 

If it is assumed (for now) that the surface of the body is sampled with uniform density and 
perfect depth measurement, then it is possible to determine what kind of errors are incurred by 

the use of a polygonal mesh. Table 4.2 below shows the errors on estimates of piecewise linear 

circumference (PLC) and area (PLA) on an example cross section of the body. The cross section 
is assumed here to be circular, which, though of course not true in reality, is a useful assumption 
for this purpose. The data separation values in the leftmost column correspond to the Euclidean 
distance between samples, in other words, the chord length between points along the surface 
contour. The circumference is chosen to be 900 mm, with an area of 644.58 cm 2. 

Table 4.2: Errors for plecewise linear circumferences (PLC) and areas (PLA) 

chord 
length (mrri') 

angle 
(radians) 

:,, no.,,,,, 
points 

arc length 
"-(Mm), -, 

:, PLC 
(mm) 

PLC 
Y, (%error' 

PLA, 
(mm 2 ), 

PLA 
O/oerror 

6 0.042 150 6.0 899.9 -0.007 64439 -0.029 
7 0.049 129 7.0 899.9 -0.010 64432 -0.040 
8 0.056 112 8.0 899.9 -0.013 64424 -0.052 
9 0.063 100 9.0 899.9 -0.016 ý64415 

-0.066 
10 0.070 90 10.0 899.8 -0.020 64405 -0.081 
20 0.140 45 20.0 899.3 -0.081 64248 -0.325 
40 0.280 22 40.1 897.1 -0.327 63618 -1.303 

100 0.713 9 
_I 

02.2 881.0 -2-106 59131 -8.263 
150 1.102 6 157.9 855.1 -4.985 1 52178 1 -19.051 

Although several simplifying assumptions are made in this exercise, it serves to show how small 
an error is introduced as a result of the piecewise linear model, with perfect data on a circular 
cross section. In fact, the sampling has to be as low as one point per 50 mm for the error on the 
contour length to reach 1%. Of course, the body is not circular, nor fully convex, but if no noise 
is assumed, the piecewise linear estimate for the convex hull will always be an underestimate, 
whether the shape is convex or not. An opposing effect comes from noise, which will tend to 
cause overestimates on convex hulls. Isolated positive errors on depth measurements will result 
in an overestimate on the convex hull, but isolated negative errors will not affect it at all; only 
systematic negative errors will affect the convex hull. On area and volume estimates, concavities 
and convexities tend to cancel each other out in a piecewise linear model. 
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With the observed sampling densities, the discussion above suggests that a piecewise linear 

model is a valid representation for body contour measurement. Therefore the goal of the next 

sections will be to reconstruct the body surface as a polyhedral mesh. If the mesh has a uniform 
connectivity then this simplifies future operations. The c-connected, oriented, piecewise linear 

surface is represented by, R= ýrj ....... r)C: %3, such that for all i=1... m, and for all j-I... C, 

where Iri - rjl :5d, where d is the maximum separation permitted between connected points. 

The surface need not be fully closed. For example, the under surfaces of the feet may be 

ignored, and there is no particular requirement that the extremities, such as the fingertips, or the 

very top of the head, are closed, as long as a minimum distance condition holds. This relaxation 
of the closed surface condition should not affect volume or surface anthropometrics, although in 

the future it may be necessary to restore the closure condition, for example, in determining 

surface area. 

4.3 Generic to Humanoid Surface Reconstruction 

A theme that runs through this work is the use, or not, of prior knowledge. This is particularly 
interesting to observe in surface reconstruction. A general surface reconstruction method that 

makes minimal assumptions [HDDM92] [CuLe96] [AmBK98] [BBCS99] can be applied to the 

semi-cleaned data. As discussed in Chapter 3, such a method would be expected to give good, 
but not adequate, results, with particular problems at the occluded branch points of the body. By 

adding more assumptions, for example, segmenting the data, it would be expected that 
increasingly better results might be obtained. In addition, the use of assumptions and constraints 
makes it possible to simplify processes and reduce the computational complexity. This 

progression will be explored through the following steps: 

generalised surface reconstruction methods; 

better cleaning and simple triangulation; more assumptions, 
more constraints 

segmentation and simple triangulation; 

closed compound deformed cylinder meshes. 

At each stage the results will be assessed visually, and finally a volumetric analysis will be 

carried out to validate the enclosed volumes against reference methods. 

The drawback of adding assumptions to the processing is that it puts limitations on the 
applicability, for example, that the subject must not be wearing loose clothing, that they must be 
standing in a certain posture, etc. By developing more sophisticated processing operators in the 
future, some of these conditions might be relaxed, thereby extending the applicability. For 
example, a broader range of postures and body shapes might be processed successfully. 
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4.4 Generalised Reconstruction 
Experiments are first presented using Hoppe's surface reconstruction technique [HDDM921, to 

determine how well such a generalised technique can deal with the images. Data sets were 

partially cleaned by intensity thresholding, as described in Chapter 2, then normalised. In 

Hoppe's technique tangent planes at each data point are estimated as the least squares best 

planar fit over k nearest neighbours; the sign of the normal is chosen to give consistent 

orientation to neighbouring planes. This NP-complete problem [GaJo79] is approximated by the 

heuristic of propagating the normal alignment first over areas of low curvature, and then to 

higher curvature, which tends to give successful results. The triangular mesh surface is then 

generated by a version of the marching cubes algorithm [LoCl87]. Outlier noise is handled using 

assumptions of a given minimum separation between connected points, so that a point greater 
than d distant from other points is not considered part of the surface. The method assumes 

smoothness (i. e., the surface does not contain spikes or sharp cusps) and connectivity where 

possible (i. e., it does not contain holes smaller than d in diameter), within this constraint. The 

distance parameter can be varied to deal appropriately with data of various sampling densities 

and noise characteristics. 

The results of Hoppe's method, using scan input after intensity thresholding, are illustrated in 
figure 4.6a. The strips of points above the body and in front of the left foot correspond to points 
sampled on the physical structure of the scanner itself. Since the geometry of this is known, the 

points can be removed by spatial thresholding. High-intensity points appear in the raw data 

above the head, but since these are relatively few in number, the top of head can be correctly 
detected if a threshold is imposed on the number of data points in the cross section. By starting 
at the first, topmost data points captured, the first slice of head data can be detected as the one in 

which the total number of points, after initial cleaning, is above the threshold. All points below 

this are assumed to belong to the body. The results of these processes are shown in figure 4.6b. 

On most of the reconstructed images an artefact appears, extending from the inner surface of the 
left leg downwards, as illustrated in figure 4-6a and 4.6b. At first sight it is difficult to see how 

such a structure could be removed without losing valid data, since the artefact actually joins the 
leg. On closer inspection, it is apparent that the structure corresponds to data points above the 
lower intensity threshold, which recur at a similar location at the front of the leg. By tracing 
them back to their source, they were found to be the result of LEDs diagonally opposite, and 
therefore can be assumed to be reflections, as discussed in section 4.1.5, and illustrated in figure 
4.5. It appears that they are caused by light passing between the legs and reflecting off the inside 

of the scanner itself. Such points can be detected and removed by a simple test whose time 
complexity is 0(n). This method is valid as long as the subject is standing with both feet at 
approximately the same location in x. Results of this reflection cleaning step are shown in figure 
4.6c. 
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Figure 4.6: Hoppe's reconstruction, (a) with intensity thresholding, (b) with spatial 
thresholding, (c) with reflection detection. 

Hoppe's technique does not make any assumptions ahout surface connecllvitý, or about tile 

numberor locationot'sairface boundaries. It therefore quiteJustifiably leaves gaps where data is 

sparse, and connects body segments where points are In close proximity. Conversely, it has the 

advantag, e that it can be used on any posture, as shown in figure 4.6, since it does not have prior 

assumptions. Although a deforniable template method might avold the problem of' holes, via a 

closure constraint, it is not expected that other -eeneralised surl'ace reconstruction iechniques 

would perl'Orm significantly better in ternis of' dealing with the problern of' nearby points 

originating 1rom different body parts. 

As discussed in section 4.1, there is a great deal of prior and measurable Information that call he 

applied by developing an Improved surface reconstruction technique specifically for liumall- 

body range data. In the spirit of' the minimal complexity criterion, it is useful to qart with it 

niple schenle. Tile known structure in the data call he exploited by reconstrLIC6112 data from 

each sensor head separately. This is Illustrated in figure 4.7. The line of' points In each sampled 

slice, s, are treated as being essentially parallel with adjacent slices, and tile known sampling 

sequence for each head is used. Thus, adjacent points, p1\11, jand p1\11,11are connected ifthey ineet 

the distance criterion, 1pj, jjjj-pj\jjj, jj1 < d, where d is tile distance parameter corresponding, to 

p, +2(y, discussed in section 4.1.3. Tile third vertex of each trian-gulated face is connected at 

pl,, 111j, if 1pj,, jjjjj-pj, jjjjl < d,. This autornaticallN avoids tile problem of' large spatial outhers, in a 

sillillar way to Hoppe's technique, hut it inearis that a few holes kVIll OCCLII-. Tile number of such 
holes depends on tile probability ofol-ltaining a suitably connected triple ofpoints, which in ILII-lj 

relates to the sampling density and the chosen d value. The orientation ofthe surface normal I'm 

each polygon is much more straightforward to determine, since the direction of the light source 

I,, known, the local visibility constraint. 0/1-1, -Tr/2 < 0,1,1,1, <- 191,1.1)+TU2, discussed earlier, holds. 

This avoids Hoppe's NP-complete surface orientation problem, and the overall (line complexity 
ISO(n). 
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Figure 4.7: Surface reconstruction by polygon growing. 

This starting point makes it possible to determine what is essential in the surface reconstruction 

process. At this point the problem of redundant data is side-stepped, since the data from each 

sensor head is reconstructed separately, and each generates a fairly smooth surface patch, which 

overlaps at the edges with the patches from the adjacent sensor heads. Although this is not a 

problem visually, it clearly must be addressed if any useful body metrics are to be extracted. 

This simple reconstruction process exploits the information implicit in the data capture 

sequence, so that points are connected in an anti-clockwise manner, unless they fail the distance 

condition. If data from all sensors is treated as a union set, then the assumption of a sequence 

cannot be fully exploited, since the whole data set makes up a staggered, overlapping spiral. The 

, simple triangulation method on the union set tends to produce small ripples at these areas of 

overlap. If such a data interpolation method (as opposed to surface fitting by approximation) is 

to be pursued, then the data redundancy problem must be addressed. The prun . ing technique 

shown in figure 4.8 uses a mean filter on a radial neighbourhood, which ensures data reduction 

to any given density, depending on the filter radius r. Data reduction takes 0(n2) time, where n 

is the number of points in the slice. Alternative methods would be to select the point with 
highest intensity, or weight the mean filter according to intensity. However, i will e tb 

later that this cleaning step is not needed, as it can be carried out as part of another operation. 

/ 

" "S. " LT "S. " 

Figure 4.8: Data reduction by a mean filter in ad radial neighbourhood. 
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This simple reconstruction method is clearly limited because of the proximity of body segments. 
If the connectivity distance, d. is increased, fewer gaps occur in the surface, but inappropriate 

connection between body segments increases. Since these always occur at cusps, it might be 

possible to devise a cusp detector and use it to prevent this. Unfortunately such a simple 
treatment is not possible, because different types of cusp occur, as illustrated in figure 3.4 on 

page 62. Bisecting cusps correspond to two distinct body segments. Some features of this type 

are easily visible in the data, such as at the top of the legs; some are very subtle, and not always 

obvious from the sampled data, such as at the top of the arms. The second type is a non- 
bisecting cusp, which appears, for example, on the buttocks, and does not correspond to a 

separation into different body parts. Since it is not always possible to distinguish these features 

in a generallsed sense, it is necessary to devise a specific method that incorporates this prior 
knowledge. This will be discussed in the sections that follow. 

4.5 Segmentation 

Some of the problems of generalised surface reconstruction techniques may be avoided if the 

process incorporates specific knowledge of the human body. This will be Incorporated into 

segmentation procedures that detect the key branching points and then assign an appropriate 
label to each sampled point, indicating to which part of the body it belongs. 

4.5.1 Primary Landmarks and Segment Choice 

The key body segments have been chosen here to break the body into simple components that 

can be skinned more easily. The primary landmarks mark the boundary between key body 

segments: 

" top of head, 

" seventh cervical vertebra (the top of the torso proper), 

" branch points of the left and right arms (which may be at different levels). 

" torso/leg branch point, 

" ends of the hands (which may be at different levels), 

0 bottoms of the feet. 

This segmentation makes the following assumptions: 

y(top of head) > y(seventh cervical) 
> (y(left axilla) r) y(right axilla)) 
> (y(end of left hand) r) y(end of right hand) r) y(leg branch point)) 
> (y(bottom of left leg) r-) y(bottom of right leg)) 
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y(left underarm point) not necessarily = y(right axilla) 

z(left underarm point) > z(leg branch point) > z(right axilla) 

y(end of left hand) not necessarily = y(end of right hand) 

y(top of left leg) = y(top of right leg) = y(leg branch point) 

y(bottom of left leg) = y(bottorn of right leg) =0 

z(bottorn of left leg) > z(leg branch point) > z(bottorn of right leg) 

x 

z 
At this point it is necessary to make a decision about how the boundary between tile seements 

should be defined. For greatest anatomical meaning, the partitions should correspond to the way 
that the tissue is associated with each part of the skeleton. To do this correctly requires 

considerable investigation beyond the scope of this work, so a more simple approach is taken 

here, by making a horizontal partition at each branch point. This is useful in optimising the 

surface reconstruction and shape analysis operations, as will be discussed in further depth in 

section 4.6.2 and in Chapter 5. 

The top of the head is trivial to locate if it is assumed that the arms are held downwards from the 

shoulders, and nothing extends above the head. The top of head landmark is placed at the 

nearest sample point to the centroid of the top slice of data. 

The seventh cervical vertebra marks the separation between the torso and the neck, which would 
normally be located by feel. Nurre located this as the smallest convex hull on the body [Nuri-97], 

although he noted that this was not a robust method on very muscular subjects. In this work It Is 
found by detecting features in the convex hull space. If horizontal convex hulls are generated at 
close intervals down the body, the nape corresponds to a discontinuity In the first derivative of 
the convex hull length with respect to the height of the slice. This will be discussed in more 
detail in Chapter 5, in section 5.4.7. Points above this can then be assigned as belonging to the 
head. The remaining landmarks relate to the main branching points on the body. 

4.5.2 Branch-Point Detection 

The main characteristic of the branching points is that they lie at cusps, in highly occluded 
regions. There is therefore very little data at the point at which the branch points are located. 
Partial cusps continue above the axilla, so the method must be able to detect the transition point 
between the non-bisecting cusp above the axilla and the bisecting cusp below that point. Li and 
Jones used a step detection method to segment the arms [LiJo971. The results appear to be 

effective, although no quantitative validation is reported. At first sight a simple frontal 

projection and gap detection method looks attractive. Such a method must be able to detect a 
true gap on the body, as opposed to the gaps between the finite sampling of data on the 
continuous surface. The minimum detectable gap must therefore be significantly greater than the 
expected sampling density. Unless the arms are held far away from the body (which distorts the 
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"natural" shape of the shoulders) the gap will tend to be detected too low down. This problem is 

worsened, of course, on data with a lower sampling density. 

In addition, detecting the branch point of the legs with such a method will usually fail because 

the legs often touch unless the subject is of very slight build. This can be avoided if the feet are 

placed widely apart, but this distorts the hip shape. Simple turning point methods fail for the 

same reasons. West [West97] used a spline fitting method for curve reconstruction and detected 

the branch point where the splines from the left and right legs start to overlap, working upwards 

from a point of guaranteed separation. Again, this is only suitable where the subject's legs do 

not touch. Nuffe's method [Nuff971 was similar, in that the branch points were designated as the 

point at which the convex hulls of the separate body segments merged. More recently Certain 

and Stuetzle have used a method that detects the branch point of the legs, based on their 

representation of the lower body as a paired stack of ellipses fitted to the range data [CeSt99]. If 

the distance between the centres of the ellipses of the right and left side is considered as a 
function of height, the branch point appears at a discontinuity in the function. 

Exploration of inter-point distance statistics reveals some interesting characteristics relating to 

cusps and transitions at branch points. Within a slice of data points, the mean Euclidean distance 

of each point to all other points can be computed. At cusp points this value is low, and the value 
increases for points on the outer side of the body, away from the cusp, as shown in figure 4.9. If 

the mean inter-point distance values for all data points in a given slice are described as a 
function of the distance along the body's vertical axis, the transitions at the branch points appear 

as points of inflection. Tests have been carried out to detect this automatically, but it has not 
been possible to do it reproducibly, so this method has not been used for transition detection. 
However, it is used for detecting the cusp bisector, as described later in this section. 

high 4 low o high Inter-point mean 

cusp bisector 0. 
distance from cusp 

Figure 4.9: Inter-point means on a horizontal slice through the legs. 
Low values occur at cusp points. 

Re-entrancy has also been investigated by transforming the data to a cylindrical coordinate 
system about the centroid of each slice of data. Re-entrancy can be detected where two or more 
points fall close to the same radial line, but with significantly differing distances from the 
centroid. This is implemented by binning the data into sectors of fixed size 80, and detecting the 
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re-entrant sectors (figure 4.10). A threshold on the level of re-entrancy is used to detect the 
branching point transition at the underarm level. This method allows each arm branch point to 
be detected independently, without the assumption of symmetry. 

> 

cent 

,w 

: art 0 

re-entrant sectors 

end 0 

Figure 4.10: Re-entrancy detection at the axilla level. 

Once the correct level (y) of the branch points has been detected the precise location in the Xz 

plane must be found. This is considered to be the centre (with respect to x, the depth) of the cusp 
at that level, as illustrated in figure 4.10. The centre axilla is then designated as the inner point 
at approximately (0, d-0,,, )12. 

It is not possible to use this method directly to detect the branch point on the legs because the 

same type of radial re-entrancy does not occur. A more straightforward approach is to make use 
of the changing depth of the torso through the centre line of the body (central with respect to 
body width, along the z axis), and to detect the bottom-most point on the torso. In order to find 

this point, a constrained volume of data is sampled through the approximate centre of the torso 
along the z axis. It is assumed that the subject may be standing off-centre when scanned, and the 

arms might be held in any position, and so the true centre of the torso may be significantly 
different from the centroid of the data in each slice. A better approximation is found by finding 

the centroid of the head, and using the same z value, cz, as the approximate centre line of the 
torso. When the data through cz ± (g), +2q, ) is projected onto the XY plane, the changes in depth 

can be extracted from the contour. This width, g), +2q,, is sufficient to sample enough points to 

reconstruct the full contour, and to allow for the fact that the approximated central line is not 
necessarily the true centre of the torso. 

Consider the depth of this contour, from front to back, starting at the top of the torso, and 
moving downwards along the body's main axis. On subjects where the legs do not touch each 
other (figure 4.11 (b), (c) and (e)), the lowest point on the torso can be detected where the depth 
is zero. On subjects where the legs touch below this level (figure 4.11 (a) and (d)), the zero- 
depth point occurs below the target point. The zero-depth stopping criterion must therefore be 
modified to deal with this wider range of body shape. Since the larger values correspond to 
subjects of heavier build (whether because of fat or muscle bulk), body mass index, BMI - 
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weightlheightý, was investigated as an indicator. The correct level of the branch point, and the 

width of the contour at that point, were extracted manually from scans of subjects with a range 

of BMI values. A linear relationship, stopping depth -kx BMI, was tested, and a piecewise 
linear regression fit was found on three body mass ranges-light, medium and heavyý-as shown 
in figure 4.12. 

z 

(a) (b) (C) (d) (e) 

Figure 4.11: Contours through the body's centre z plane. 

To calculate BMI, the subject's stature can be determined in an automated way from the top of 
head landmark, but the weight must be supplied (which contravenes the minimum intervention 

criterion), since it cannot be detected from the image. An alternative estimate of body type was 
investigated by sampling contour lengths on the torso. The curve lengths of a sample set of 
convex hulls around the mid-torso, together with the height value, can be used to approximate 
volume: volume - sample contour length X height. This can then be used as an approximation of 
weight in the BMI calculations. 

12 1 

10 
stopping 
depth 8 -- 

(cm) 
light 
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Figure 4.12: Piecewise linear fit of stopping parameter versus BIVII. 

The precise landmark position is defined as the centre of the cusp at the detected level. This is 
found by computing the mean of the n smallest inter-point distance values, discussed earlier in 

15 20 25 30 35 



101 

this section. As the distance between each point and every other point must be calculated, this 

takes O(n 2) time, where n is the number of points in the relevant slice. 

4.5.3 Data Partitioning 

Once the branch points have been found, data must be partitioned so that each point can be 

labelled. In order to detect the gap between the arm and the torso, the data are projected onto the 

yz plane. If a gap greater than a given threshold is detected in the data, it is considered to be a 

gap between body segments. It is desirable that the threshold be as small as possible, in order to 

detect the smallest gap possible, but it must also be large enough that it indicates, with a high 

probability, a true gap on the surface, and not a gap in the sampling. With the data projected 

onto yz, any point may correspond to the front or back surface of the body (i. e., there are two 

chances of sampling a point). The probability of not sampling, p(-isample), within a distance d 

in z is therefore: 

p(-isample(d, z)) - I-p(--isample(d, u))*p(-, sample(d, u)) 

where: p(sample(d, z)) - p(3 p, such that z. i,, < z(pl) < z,,, i,, +d) 

and similarly: p(sample(d, u)) - p(3 pi such that u. i,, < u(pi) < u. j,, +d) 

with: p(sample(d, u)) - 0.842, if d- gx+crk 

thus: p(-, sample(d, z)) - 1-(1-0.842)*(1-0.842) - 0.975 

In practice, however, the probability is actually slightly higher than this because RX and (3k are 

calculated around the whole contour of the body. Since it is known that the sampling density is 

high in areas where the surface normal has a high x component, and vice versa, the density of a 

projection on z would be proportionately higher. 

Starting from a point sufficiently far below the ends of the arms, each slice is processed. From 

the centre of the body outwards, space occupancy should conform to the following regular 

expressions, where I- data present, 0- data not present, +- repeat one or more times: 

1+0+ = above underarm 

1+0+1+0+ - arm 

1+0+ - below arm 

It is necessary to ensure that the gap detection starts slightly away from the centre of the body, 

so that the gap between the left and right leg does not confuse matters. For example, if the hands 

were held above or below the leg branch-point, the pattern from the centre would be 
0+1+0+1+0+. Points on the outside of the detected gap are assigned to the arms, and points on 
the inside are assigned to the torso (unless they have already been assigned to the legs). From 

the highest level at which a gap is detected, segmentation proceeds by interpolating between the 
innermost arm point at the top of the detectable gap, and the arm branch point as detected 
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previously. Points on the outside of this z value are assigned to the arm, and on the inside to the 

torso. 

Segmentation of the legs is more straightforward, if it is assumed that the z value of the branch 

point can be used to define a plane separating the legs. Points on either side of the plane below 

the branch point can then be assigned to each leg as appropriate. 

4.5.4 Sensitivity to Noise 

These methods occasionally produce erroneous results because of sensitivity to noise. Since the 

methods described make heavy use of local information, and little use of global or semi-local 
information, this is not surprising. An immediately useful contribution to solving this problem is 

to apply an outlier cleaning process before segmentation. A simple method makes use of the 
Euclidean distance between points to detect spatial isolation. A point, pi, is considered to be an 

outlier if there is no point pj such that Ipj - pjI :Sd, for all j-I... n, where d- pt+2crA. A 

drawback of this method was mentioned earlier, in that isolated points in sparsely sampled areas 

might be incorrectly identified as outliers. If an upper intensity threshold is incorporated, this 
helps to reduce the over-cleaning. For example, a point is considered to be an outlier if there is 

no point pj such that 1pi - pjI 5dnI, < 1,, pp, for all j-I... n. For simplicity, 1,, pp,, is defined here 

as 2xI,,,,,,. This is an O(n 2) operation, where n is the number of points in a slice. 

4.5.5 Syntax Checking as a Confidence Measure 

The processes described above make several assumptions about the body posture, and so on. 
Therefore, to have a good level of confidence in the automated output, it is necessary to 
determine if the subject and their posture actually conform to the assumptions. For this a simple 
"body syntax checking" has been devised. After segmentation, the spatial relationships of the 
key landmarks are fed into a function that tests for the conditions described in section 4.5.1. In 

addition, some approximate tests are made on the maximum and minimum distances between 

the 7 th cervical vertebra, the crotch point and the axillae. The range values have been determined 

statistically from the sample subjects in this work, with a margin of error to avoid false 

negatives. 

Although the tests described here are extremely simple, it is interesting to consider how this 
might be made more sophisticated, for example, via statistical shape models [CTCG95]. 

4.5.6 Validation of the Segmentation Processes 

Segmentation, using the processes described above, was carried out on 26 male and female 
subjects, with a range of ages (8-48) and BMIs (14.3-34.2). The results were assessed visually, 
as shown in figure 4.13. 
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Figure 4.13: Segmented scans. 

In addition, a random sample of ten subjects was tested quantitatively. Branch Points were 
detected manually on the 3D surface and by the automated method, and their heights, y, were 

compared, as illustrated in figure 4.14. The branch point of the legs shows very good agreement, 
but the branch points of the arms show a rather high error, and are usually 2 cm or more too low. 

Detection of the arm branch points appears to be sensitive to the arm position, with better results 

if the arms are held further from the body. The leg branch point detection appears to be fairly 

insensitive to posture. These tests give an initial indication of the effectiveness of these 

procedures. Further validation will be carried out later in this chapter, by volumetric methods, 

and in Chapter 6, by surface anthropometry. 

automated-manual 
height (cm) 

1 
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Figure 4.14: Heights of branch points (automatic-manual), versus BMI. 

4.6 Surfaces on Segmented Data 

Now that the images have been segmented, it is possihie to explore how tile results of' this can 
be used to improve surface reconstruction. 

4.6.1 Simple Triangulation 

The same triangulation method, as described previously, can be used to reconstruct the surface, 
this time only connecting points belonging to the same segment, except at the specified segment 
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boundaries. This greatly improves the result, as shown in figure 4.15. Good detail is visible, 

Figure 4.15: Triangulation on segmented data. 
d increases in the images left to right. 

Because the data have been segmented, d can be increased, to interpolate across gaps, without 

the "webbing" artefacts between the legs and between the arms and torso, seen before in figure 

4.7. This reduces the number and size of holes, but because the interpolation method is linear, it 

is inappropriate over large gaps, such as the inner surfaces of the legs, where it results in 

truncated areas on the surface. Better results are obtained if splines are used [West971. In 

addition to the large holes where the data are sparse, small holes appear, because the numbers of 

points in each slice varies. Given the short-comings of this simple triangulation method, it might 

be more convenient to enforce some regularity to the structure. This is explored in the next 

section. 

4.6.2 Segment Matrix Representation 

If a uniform number of points per slice is enforced, each segment can be represented as a 
deformed cylinder, which flattens out as a two-dimensional matrix of points. The data can be 

converted to local cylindrical coordinates if the centroids of each segmented slice are found. If it 

is assumed that no radial re-entrancy remains, the angle about the centrold imposes useful 

structure on the data. Each segment is represented by a pxq matrix of vertices, where p is the 

number of horizontal sample points on the segment, and q is the uniform vertical sampling. 
These parameters are selected to give an approximately uniform density, similar to the average 
density in the initial sample points, and a smooth change in density between segments. 

noi, ýv. altlioul2h the stirt'lice Is al. so rathei 
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At this point it is necessary to ensure that no undesirable constraints are placed on what can be 

represented. In effect, the representation is a radial expansion matrix, where each point can slide 
to any position along the radials. Some examples of shapes are shown in figure 4.16. 

(a) (b) (C) (d) 

(e) (f) (g) (h) 

Figure 4.16: Representational constraints. 

This representation is well suited to shapes that are approximately circular in cross section, 
where the tangent on the curve is close to perpendicular to the radial line (a, b and c). In such 
cases, the distribution of vertices is approximately uniform. Wherever the tangent at a given 
point is almost parallel to the radial line, the shape is less well represented, as the data will be 

sparse in these areas (e, f and g). This representation allows cusps to be retained (d), but does 

not allow radial re-entrancy (h). 

Since the arms, legs and central part of the torso are approximately elliptical in cross section (a), 

there are no problems in these areas. Even on the complex shapes of the upper and lower torso 
(b and c), the representation is suitable. The two areas where re-entrancy sometimes occurs are 
on the chin, and on the lower shoulders where there may be a concavity between the upper 
humerus and the outer end of the clavicle (f). Since these effects appear to be very small, and 
are expected to have a minimal effect on the anthropometric information extracted in this work, 
they are not addressed further here. 

In order to obtain the regular data structure, highly dense areas must be pruned and sparse areas 
must have missing data restored. Ideally the density would be proportional to the curvature (i. e., 
not necessarily uniform), but the requirement for simplicity of processing means that a 
compromise must be made, by erring on the side of higher than necessary density in some 
places. In practice, matrices with n columns on the arms, 2n on the legs and 4n on the head and 
torso have been used. To give a density similar to the initial sampling, n was set equal to 45 on 
all subjects for these experiments. The vertical dimension, q, of the matrix varies according to 
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resulting compound niatrix representation i,, shown in figure 4.17. 
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Figure 4.17: Hierarchical segment matrix. 
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The meshes are fitted to the segment data by first binning tile point,, (figure 4.18) into fixed 

interval sectors, where the sector angle 0= 2n/1). The radial distance of point p, fron, tile 

seernent centroid is denoted by r(j), Redundant point,, ., ý%, itljilj cach ectol are remmed by 

applying a median filter \vith respect to r, which also rernove, ý spatial OUIllel-S. In tile IlCXI pass, a 

lo6cal smoothing operator removes points where 
I/)I 

... 11,1 - 1)1,,, 11,, 111 > (I A IJ)I 
11,1 - /)I ,,, I > (I. All 

operations have 0(n) tinic complexity, where n Is the number of' points In tile original , ampling 
of tile shce. 

The connectivity and geometry of' the vertices ensures that point,., III tile SaIIIC COILIIIIII Of tile 

point matrix have a similar radial value, and that vertices in the sarne row have the same i, "alue. 
These constraints help to reduce the complexity of' scýcral sut)sequen, operations, and 

automatically provide the horizontal contours. 
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Figure 4.18: Radial binning, with bin angle o. 
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4.6.3 Restoration of Missing Data 

At this point missing elements in the data structure are tagged. Previous attempts at linear 

interpolation across gaps did not produce acceptable results. It is necessary to find a low- 

complexity method that gives acceptable results over the whole body, where different curvatures 

and data densities occur. 

A commonly used technique is to approximate missing data with a polynomial curve or surface, 

usually of order two or three, which tends to deal well with the types of surfaces encountered on 

the human body, and the associated level of sampling available. This can be implemented, for 

example, by deformable templates, discussed in section 3.1.3, where a stiffness coefficient, or 

similar, controls the behaviour across sparse areas [KaWT87]. More specifically, on human- 

body range data, Li and Jones [LiJo97], West [West97] and Douros [Dour98] used cubic spline 
fitting, obtaining good results over most of the body. Using a more constrained method, Certain 

and Stuetzle have used ellipse fitting to reconstruct sparsely-sampled areas of the body 

[CeSt99]. Other valid techniques might be to interpolate across the gap imposing a smooth, 

perhaps linear, change of curvature or radial length. 

By necessity, all these techniques use some sort of heuristic to infer the most likely behaviour 

over the missing data. The biases they impose are well understood, and given that they operate 
in the absence of prior knowledge, they produce good results. However, the results of spline 
fitting highlight some of the problems of using them on large gaps. On most of the arms and 
legs, a similar curvature applies across the whole cross section, so the existing data can 
effectively control the spline to reconstruct in a feasible manner. However, at the top of the legs, 
if they touch, the missing data is actually planar, and so a spline interpolating technique will fail 

to reconstruct accurately. On the insides of the hands the surfaces are also approximately planar 
or slightly concave, and therefore a linear interpolator might give acceptable results, but splines 
tend to produce convex surfaces, which are not representative of the true contours. These 

variations make it difficult to find any single method that would produce acceptable results; on 
some areas a technique such as cubic spline interpolation can be used, and on others prior 
knowledge appears to be required. In addition, these techniques tend to be computationally 

expensive, so it is interesting to investigate whether or not a simpler method can produce 

acceptable results. 

As discussed earlier, in section 4.1.3, knowledge of the geometry of the imaging components 
can be used to advantage. Given the arrangement of the sensors, as illustrated in figure 2.7a, it 

would be expected that low density is obtained on surfaces whose normal has a small 
component in x, and surfaces that are almost parallel with the incident light beam, in other 
words, where the normal has a small y component. Areas that are occluded because of mutually 
shadowing body segments, such as the branch points of the arms and legs, also tend to have a 
small x component, so these do not have to be treated as special cases. For large gaps to occur, 
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the x and y conditions must hold over that area, and therefore this will tend to be in areas of low 

curvature. This suggests that the interpolator should impose a low curvature bias. Interpolating 

the radial lengths across the empty elements of the segment matrices' imposes a circular bias, 

tending to over-expand the surface (4.19a), especially on the inner surfaces of the hands. Point- 

to-point linear interpolation truncates the surface (4.19b). A combined point-to-point linear and 
linear radial interpolation (4.19c) takes the mean of the radial and point-to-point . interpolators, 

and produces more acceptable looking results in a computationally efficient (O(n)) way. 

(a) (b) (c) 
Figure 4.19: Linear radial, point-to-point linear and combined interpolation. 

4.6.4 Closing and Rendering the Model 

The surface is now composed of a set of meshes, which mostly describe each segment well, but 

do not represent connectivity across segments. For visualisation, the meshes can simply be 

rendered as they are, by generating a vertical seam tojoin the zeroth and pth points of each row, 

as shown in figure 4.20. 

Figure 4.20: Segment mesh joining. 

At the boundaries of each segment, visual or actual closure should occur. At the top of the head, 

closure is enforced by simply duplicating the top-of-head landmark p times to generate the first 

row of data. Since the head and torso both have the same p value, they join smoothly. However, 
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where the arms and legs join the torso this is not the case, because an unknown number of points 

on the torso should join with each arm and each leg. For visualisation purposes it is possible to 

obtain an acceptable result by simply overlapping the meshes, but it would be desirable to 

represent the connectivity information explicitly for further processing operations. The tops of 

arms join the torso at known rows (where the underarm points are located), and the legs join at 
the same, bottom-most, row of the torso. An array of nearest neighbours is generated for each 
direction across the join, which stores the relevant connectivities. Complete closure is not 

enforced, so a small gap occurs at the end of the fingers, and the bottoms of the feet are absent. 
Completed mesh models, after smoothing, are shown in figures 4.22 and 4.23. 

4.6.5 Post- Reconstruction Smoothing 

The resulting complete meshes are smoothed using a weighted sum filter. The basic filter, 

shown in figure 4.21, is the second binomial expansion in two dimensions, which approximates 

to a Gaussian, with increasing (j on repeated iterations. 

oT -11-o 11a=0.58 1 21 
121 14641 cy = 1.03 

0101 615201561 cy = 1.23 

Figure 4.21: Basic 2D filter, and the binomial expansion for iterations. 

it is possible to vary the window width for each segment, or equivalently, to keep the same 

window width and iterate a variable number of times. The results of this smoothing operator, at 
increasing iterations, are shown in fi(Ture 4.22. L- 

ML 

Figure 4.22: 0,1,2 and 7 iterations of the SMoothing operator. 
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In practice, the number of iterations has been chosen empirically, based on visual assessment of 

the results, and is ordered head < tot-so < arin < leg. Figure 4.23 shows output of the uniform 

smoothing operator at (a) 2 and (b) 7 iterations, and (c) output of the *, adaptive" smoothing 

operator, which shows better smoothing on the insides of the legs than the 2-iteration operator, 

and better level of detail on the torso than the 7-iteration operator. There is, of course, more than 

one criterion for smoothing. Visual acceptability and appropriate scale for subsequent shape 

analysis are both of relevance here. For example, the smoothing scale is important in detecting 

underlying curvature against local changes in curvature. This will be discussed further in 

Chapter 5, when differential geometric properties of the surface are explored. 

At this point the body is segmented in a relatively simple way, but in the following chapter,, as 

more landmarks are found, more specific operators could be applied, based on detailed sub- 
division of the body. For example, the hands could be treated differently than the arms. 

4.6.6 Summary of Surface Reconstruction Processes 

Various experiments have been described to reconstruct the body surface from raw da(a. Some 

of these methods were discarded in favour of techniques that produced better results, so it is 

worthwhile now to summarise the processes that have finally been implemented: 

1. remove very low intensity noise, by intensity thresholding-, 

2. spatial thresholding: remove data that correspond to known structures of the scanner itself; 

3. use knowledge of expected surface normals to detect and remove multiple reflections, 

Figure 4.23: (a) uniform smoothing 2 iterations, (b) uniform smoothing 7 iterations, 
(c) "adaptive" smoothing. 
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4. spatial outlier cleaning; 

5. detection of key landmark points; 

6. segmentation: label points according to each body part; 

7. radial binning: impose a regular radial structure on the data for each segment; 

8. median redundancy filtering: reduce the data to a regular matrix of points; 

9. median smoothing: remove noisy points, using the matrix connectivity information; 

10. mesh interpolation: fill missing elements in the matrices; 

11. iteratively apply a simple, isotropic, Gaussian smoothing filter. 

4.7 Volumetric Validation 

The visual inspection carried out during these stages of processing serves to detect "obvious" 

errors, but does not give quantitative results on the overall cleaning, segmentation and skinning 
processes. It would be possible to carry out tests on phantoms or run simulations to validate the 
methods. However, because of the many problems of the living human, it is necessary to 
validate based on live subjects if possible. 

In-sample tests have already been carried out, in section 4.5.6, to develop the segmentation 
techniques and it would also be useful to validate the surface reconstruction. Since body volume 
can be determined by other methods [FJLC921 [MGBM95], which are considered to be accurate 
and reliable, this might be a useful method to contribute towards a quantitative assessment. 

The processing operations being validated at this stage are effectively an implementation of the 
generic model of the human body, so it is reasonable to expect that equally good results will be 
obtained for women, men and children, of various builds. It will be of interest, therefore, to 
determine if any particular bias is present. 

4.7.1 Data Collection 

In these experiments data from 23 subjects have been collected. Each subject was scanned, and 
their volumes were determined by both underwater weighing [FJLC921 and air displacement 

plethysmography [MGBM951. These are considered to be the most accurate methods available 
for body volume determination, and usually give results to about I% error. 

Underwater weighing measures the body tissue volume (without lung volume) but air 
displacement plethysmography measures body volume and residual lung volume (at expiration), 
so corrections have been made to derive comparable total body volume (including lungs) and 
total lung volume (including residual volume) for each technique. 

Subjects were scanned in the "reference posture" as described in Chapter 2, at a mid-tide lung 
volume. To estimate total body volume including full lung volume (to enable comparison with 
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the reference techniques) half the independently measured tidal lung volume was added to the 

results. 

Subjects were processed by each technique in as close a time frame as possible to ensure that 

minimal change in volume had occurred. In all cases the techniques were carried out within the 

same day, or at the same time of day on two consecutive days. Each process was carried out 

twice on each subject. Similar numbers of children, adult women and men are taken from the 

original data set to represent a wide range of builds, although the extremes are not represented. 

Table 4.3: Characteristics of sample. 

ag6/gender 7x children, aged 8-16 
7x adult female, aged 24 - 42 
9x adult male, aged 22 - 48 

weight range 24 - 78 kg 
height I range' 1.28 - 1.84 m 

I-BIVIlirange--', 'ý 14-25 

4.7.2 Volume Estimation from Scans 

The regular matrix structure of the compound deformed cylindrical mesh representation makes 
it possible to calculate the volumes for each slice separately, then integrate them to acquire an 
overall measurement [Yama98]. In Yamanaka's method the total volume is determined by 

summing the volumes relating to each quadrilateral face, if they are treated as "cheese wedges" 
about the slice centroid, as illustrated in figure 4.24. Each pair of approximately parallel sides 
on the quadrilateral outer face of the wedge is averaged so that it can be treated as a rectangle in 

a plane orthogonal to the overall slice plane. The wedge volume is then calculated as the area of 
the resulting scalene triangle, aWcentroid% extruded along the y axis. 

slice n centroid -'- 
slice n+1 centroid 

j/ r(a') - (r(a) + r(d»/2 
r(b') - (r(b) + r(c»/2 
W- (O(n) + o(n+1»12 

b 

centrold(n) 

centroid(n+l) 

centrold' 

Figure 4.24: Integrated wedge method for volume estimation. 

a' b' 
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4.7.3 Results 

Results are presented in table 4.4 and figure 4.25. Each method was carried out twice on each 

subject. The differences between each of the two runs allow a tentative reproducibility measure, 

averaged over all subjects, to be computed, as indicated in table 4.5. 

Table 4A Body volumes (including lungs). 
air displacement = ad, scanner = sc and underwater weighing = uw. 

subject mean volume 
OF 

lung volume ad-uw sc-ad,, ', " SC-UW 

25.25 1.50 0.077 0.867 0.943 
2 26.19 1.90 0.023 0.508 0.531 
3 27.92 1.40 -0.074 0.494 0.420 
4 33.27 1.90 0.029 -0.755 -0.726 
5 41.93 2.70 0.149 -0.823 -0.674 
6 50.06 2.90 0.135 -0.754 -0.619 
7. 52.49 3.30 -0.453 1.165 0.711 
8 54.49 3.70 -0.266 -0.193 -0.459 
8 55.56 3.10 -0.609 0.183 -0.426 

10 56.85 3.70 0.022 1.567 1.589 
11 58.30 3.20 -0.132 -0.103 -0.236 
12 58.94 3.10 -0.723 -0.518 -1.241 
13 59.15 3.80 -0.950 2.462 1.513 
14 59.23 3.40 0.385 -2.702 -2.317 
15 63.16 4.15 -0.345 0.089 -0.256 
16 64.26 3.20 0.000 1.022 1.022 
17 64.42 4.70 -0.086 1.643 1.557 
18 65.69 3.90 0.621 0.011 0.632 
19 65.84 3.90 -0.650 -0.166 -0-815 
20 67.68 3.65 -0.063 0.880 0.817 
21 67.86 4.00 -0.464 0.261 -0.203 
22 71.38 4.20 -0.284 1.771 1.487 
23 77.94 

. 
4.20 -1.358 1.485 0.127 

1 RMS , 0.233 1.329 , 0.997 

Table 4.5: RIVIS Intra-technique difference. 

lntra-technlque, ý 
difference(litres) 

scanner 0.427 
-air displacement 0.191 

1 underwater weighina 0.3 

The body volume tests show a good agreement with current volumetric methods over a range of 
body types. Figure 4.25 shows the differences in the techniques, (a) as a function of mean 

volume by all techniques and (b) as a function of BMI. No particular bias appears to be present. 
However, the accuracy is not yet considered to be high enough to use the values for estimating 
quantities such as percentage body fat in a meaningful way [WDFE99]. 

i- 
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difference in techniques (litres) 
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Figure 4.25: Inter-technique differences. 
(a) versus mean volume by all methods, (b) versus BMI. 

Data on reproducibility of the scanning technique are currently limited, but the intra-technique 

differences in table 4.5 show similar values for all the techniques. It is interesting to note that 

these intra-technique differences are similar to the inter-technique value of (ad-uw), whereas the 

inter-technique values of scanning versus the other two techniques are significantly higher. This 

suggests that the differences between the scan-derived measurements and the other two 

techniques might be the result of systematic differences that arise on a subject-by-subject basis. 

A possible"source of error is the variation in methods for determining lung volume. In particular, 

large differences in lung volume (up to two litres) could occur when subjects attempt to find and 

hold their mid-tide volume for each scan. Subsequent tests have been carried out by Wells et al 

to measure the lung volume held during scanning [WDFE99]. The results show an improved 

precision of the scan-derived measurements, but there is still a discrepancy between the 

techniques, which must be explained somehow. This was also noted by Smith et al, who carried 

out similar experiments [SmJW90]. 

There are several other possible sources of error, each of which might cause a loss or gain in 

terms of the volume measurements. Earlier, it was acknowledged that the representational form 

imposes a slight bias, by "filling in" small concavities, however, this is likely to cause only a 
few millilitres gain. The sparseness of data on the inner surfaces of the arms and legs might 
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result in a significant loss, if the surface restoration algorithms discussed in section 4.6.3 are not 

performing correctly. In addition, it is possible that the method used to calculate volume might 
impose a bias, which is positive in some body shapes and negative in others. If the body is 

treated in a simplified way, it is possible to estimate the effects of depth measurement error on 

the volume calculations. For the purposes of this discussion, the body is considered as a set of 

three cylinders: the head and torso together are represented as a cylinder of diameter 150mm 

and height 1000mm; the legs are represented by two cylinders of diameter 75mm and height 

750mm. The total volume of this is 97.19 litres. If a systematic error of +lmm in depth 

measurements is present over the whole body, the volume increases to 98.85 litres, giving an 

error of +1.66 litres. Although it is assumed that errors in depth measurement are not correlated 
in this way, this simple example does serve to illustrate how high an error can arise in the 

volume measurement from a small error in the original sampling or post-processing of the 

surface. 

4.8 Discussion 

Visual assessment has been useful during development of the techniques, to indicate obvious 
errors in cleaning, segmentation and skinning. The segmentation processes have also been 

assessed by comparing the heights of the automatically detected branch points against those 
located manually on the scanned image. Although the leg segmentation method appears to give 
reproducible and accurate results, the arm segmentation method appears to be rather sensitive to 

arm position, giving better results if the arms are held further from the body. Several 
improvements might be made, perhaps using a step detection technique similar to that of Li and 
Jones [LiJo97]. The body volume tests showed a good agreement with current volumetric 
methods over a range of body types. However this method is limited as a validation technique 
because of the many potential sources of error in capturing the original image, and the many 
processing operations required to determine body volume from the scan. 

The radial expansion matrix, described in section 4.6.2, provides a useful way of representing 
the body over most areas. A few limitations were noted, which means that certain areas are less 

well represented, such as at the branch points of the arms and legs, under the chin, and at the 
shoulder joints, where the body surface sometimes folds over slightly and radial re-entrancy 
occurs. While these short-comings are acknowledged, the representation has many advantages, 
notably the low time complexity to generate the surfaces, and the useful structure it imposes on 
the data to simplify subsequent processing. 

The interpolation method appears to produce visually acceptable results over most of the body, 
although the "stepped" appearance on the inner surfaces of the arms and legs indicates the need 
to make more use of vertical coherence between the data slices. Application of a large-window 
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Gaussian filter makes a significant improvement here, but some ripples are still discernable on 
the resulting images. 

However, as with the previous processing steps, the architecture of the system allows each 

processing operator to be replaced at any time by one employing a different technique as long as 
it can take the same structure of input and produce the same type of output. The choices taken 
here are simply those based on the criteria stated in Chapter 1, and the current state of 

understanding of the data and processing techniques. It is always possible to make use of 

another method in the future, as techniques are improved, and greater computational resources 

are available. For example, more use could be made of subsequent landmark labelling to control 
data interpolation operators retrospectively. 

Validation of these processing techniques in vivo is a difficult task. Three methods have been 

used here: 

" visual assessment of images; 

" numerical comparison of automatically generated branch points versus manually located 

ones; 

" volumetric comparisons of the fully skinned images. 

Further quantitative validation will be carried out in Chapter 6, where automated surface 
anthropornetrics will be developed. It would be useful to carry out more tests on the 

reproducibility of all these processes; this is identified as an immediately important task for 
future work. 

4.9 Summary 

This chapter has followed the transformation of the raw data to a polygon mesh surface 
representation. Starting from a simple triangulation method, with few built-in assumptions, more 
assumptions and constraints have been gradually added, where this can be justified in terms of 
the assessment criteria set down in Chapter 1. The resulting processes are partially data-driven 

and, where necessary, also include some a priori knowledge of the imaging system, the body 

geometry and the subject's stance. 

Segmentation algorithms have been developed to detect the branch points of the body and 
partition the image into a set of high-level body segments. This facilitates the surface 
reconstruction process, and allows a simple two-dimensional matrix representation method to be 
used. Finally, quantitative validation has been carried out, by comparing the resulting enclosed 
volumes with existing volumetric techniques. Good correlation is found over a wide range of 
body types, although some discrepancies are still present, and these must be addressed if the 
technique is to be used in precision applications, such as the estimation of body composition. 



Chapter 5 

From Surfaces to Features 

Now that the body is represented as a complete surface it is possible to start analysing it in 

terms of size and shape. Ofparticular interest are operations that can be used as discriminants 

for detecting features. This chapter presents an exploration of some surface transformation 

operations to extract low-level features and their attributes. These operators are collected 
together at the end of the chapter into a libraryfor constructing feature detectors in Chapter 6. 

5.1 Exploration of Shape Description Techniques 

This chapter explores methods to extract features and their attributes from the surface. In this 
discussion "features" refers to entities on the surface: points, contours, patches, and so on; 
64attributes" refers to the characteristics of those features. 

The goal of this chapter is to find useful, reusable primitives for feature detection. At the end of 
the chapter, in section 5.6, the operators are brought together into a library. In the next chapter 
this library will be used to build detectors to locate application-specific features defined in the 

anthropometric standard ISO 8559 [ISO89], and summarised in Appendix A. Some of these 

operators have already been used in the previous chapters to explore the data. For example, in 

the last chapter non-convex, planar, closed curves were used to determine the data density with 
respect to contour length. 

The investigations can be broadly separated into three levels at which they describe the body: 

high-level structure and relational information (for example, central axes); 

" local attributes from differential geometry (for example, critical points of curvature); 

" surface lengths and convex lengths of open and closed curves (for example, to simulate a 
tape measure). 
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5.1.1 Representation and Basic Attributes 

Each data set is now represented as a compound two-dimensional matrix of points, with 
connectivity within the segment implicit in the matrix, and connectivity between segments 
explicitly defined. From this representation it is possible to: 

" extract the cylindrical and Cartesian coordinates of each vertex; 

" find the nearest surface point to an arbitrary point in space, using various distance metrics; 

" determine to which segment each vertex belongs; 

" extract connectivity and proximity information; 

" extract horizontal and vertical "slices" of data from the matrix. 

5.1.2 Data for Experimentation 

Data for experimentation in this chapter is made up of a mixed group of subjects, from 8 to 48 

years of age, and a range of body shapes and weights, as described in Chapter 4. All subjects 
were scanned in the reference posture, to ensure that the investigations focused on the body in 

the appropriate stance. 

At this point the experimental framework allows scans to be processed automatically from 
download (or, equivalently, read in from a stored file) to generate the surface structure. 
Landmarks can then be placed manually on the reconstructed surface and labelled, so that 
images can be "annotated". This makes it possible to assess the anatomical and anthropornetric 
significance of the shape analysis processes explored in this chapter. 

5.2 High-Level Structure 

In the previous chapter the body was segmented into its main components. This section 
discusses other methods for explicitly describing structure at a high level, to provide context and 
reduce the search space for feature detection. 

5.2.1 Central Axes 

With the data segmented, the central axis of each segment can be generated. This is done by 
concatenating the centroids for each horizontal slice of data along the vertical axis, as shown in 
figure 5.1. One simple way to find the centroid is at the centre of the bounding box for each 
slice. For simplicity, the edges of the bounding boxes are constrained to align with the x and z 
axes. 
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An obvious enhancement would be to use the first-order moment [Nurr, 97] instead of the 
bounding box centroid. This would be more resilient to noise. and would be a true reflection of 

the actual data, taking into account slight rotations in posture. 

This method is acceptable except where the branching points at the underarnis occur at different 

levels (as is often the case). In such situations the axis makes a sudden shift, and then return, -, to 

the centre after passing the second branch point. A simple solution is to interpolate the axis 
between the two branch-point levels, although a true medial axis method, such as a 3D "prairie 
fire" algorithm, might be more acceptable overall [DuHa731. 

I- 

5.2.2 Space Partitioning and Search Constraints 

Segmentation makes a significant contribution in constraining the search space for a particular 
feature. With the axes found, relational constraints can also he imposed. For example, it is (lien 

possible to constrain a search to the inner or outer side of a leg. It' ((--%. cv, are the coordinates 

of the centroid: 

> cz. =* left side 

z< cz =ý right side 

x< cx =ý front 

x> (-. v => back 

It is also useful to be able to constrain the search to an area -close- (o the ccntrc ofthe body. For 

example, the navel is expected to be located close to (but not necessarily exactly al) the centre 
in -,, in other words, where zýc, -.. 

As new landmarks are found, they can be used to delineate sections of' the body volume to 
further constrain the search. For example, the acromion will be located below the seventh 
cervical vertebra and above the axilla (y(acronfion) < y(7"' cervical VC11C171-11) r-) y(acronfion) > 
y(axilla)). 

Figure 5.1 Central axes by centroid interpolation. 
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5.3 Differential Geometric Properties 

This section explores how differential properties can be extracted from the surface in a 

computationally efficient way 

5.3.1 Derivatives and Curvature on Sampled Surfaces 

In estimating derivative information on sampled surfaces, it is necessary to determine whether 

this can be determined directly from the polygon mesh data (for example, by a weighted window 

operator), or if it requires a function to be f itted to the data. Many researchers have used local 

least squares curve fitting techniques, on the basis that a better estimate of derivatives can be 

obtained that way, particularly on noisy data. Typically, a polynomial curve or surface is fitted 

in a local neighbourhood around the point (the so-called "facet model") and the derivatives of 

the point are calculated from the expression of the curve [Beau781 [Bes188] [Fish89] [LeHD93] 

[StIW951. 

However, these methods are computationally expensive, and it would be desirable to use a 

simpler method if it does not compromise the ability to generate useful characterisations of 

shape. Others have discussed methods that do not make use of any kind of surface fitting, but 

these start with the assumption that the surface normals have been found for the points adjacent 
to the one in question [FlJa89] [KaHd98]. In the case of derivative and curvature measures it is 

arguable that the relative values are of more importance. If this is the case, then it might be 

acceptable to use a more computationally efficient method, as devised by Guy and Medioni, 

who determine sign and direction of principal curvature on sparse, noisy data by a voting 

method, based on various preferred surface characteristics [GuMe97]. However, in the case of 
the data for the human body, a surface, with connectivity and orientation information, has 

already been derived. In addition, since a significant amount of smoothing has already been 

done, noise should not be a critical issue. 

Because the body is represented as a two-dimensional matrix, it is possible to take advantage of 

this regular structure to simplify operations significantly, not just for curvature estimation, but 

also for other derivatives. Discrete estimations are often used in two-dimensional greyscale 
image processing, and should be equally applicable here. For example, the Laplacian can be 

estimated by a convolution operator with a 3x3 mask, as shown in figure 5.2. In fact, the 

operator can be defined in many ways. Two main decisions must be made: (a) the extent (width) 

of the neighbourhood, and (b) what weighting to give each point. If the neighbourhood is too 

small the estimate is sensitive to noise; if it is too large, discontinuities and other high-frequency 

changes in curvature can affect the true estimate. Much of the noise should already have been 

removed in the earlier processing operations, so the window need not be very wide. 
Consequently the convolution masks used here are of length three, corresponding to 

approximately 1XI cm on most of the body. An odd-numbered mask has the advantage of 



121 

generating the value associated with the centre element, while an even-numbered mask 

generates the value relating to a point midway between elements. Weightings on the elements 

are dependent on the purpose of the operator, and will be discussed separately in each section. 

1 

Figure 5.2: A 3x3 convolution mask for discrete estimate of the Laplacian. 

This work will only look at the first and second derivatives, which-should provide a useful set of 

transformations on the surface for feature detection, without resort to higher derivatives, which 
have the disadvantage of being increasingly sensitive to noise. 

5.3.2 Viewpoint-Invariant Curvature 

The viewpoint-invariant curvature measures discussed in Chapter 3 are investigated here. The 

theoretical underpinning of curvature analysis must now be translated into an efficient method 
for computing the values. Curvature in the plane through the normal is determined by finding 

the radius of the circle fit to the contour (figure 5.3a). At any one point, the point and its two 
immediately adjacent neighbours on the planar ýontour (pi. 1, pi, pi., I) (figure 5.3b) can be 

considered as lying on this circle, which is estimated in its discrete form as a regular polygon. 
The angle 0 at the centre of the circle and two points on the contour (pi-I and pi, or p! and pi., I) is 

therefore approximated by 7c-ý, where ý is the inner angle between the triple of points (figure 

5.3c). 

Pi 

Pi, 

p pi'l ýA-a 
0 iýý 

Figure 5.3: Curvature from discrete data. 
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This inner angle is determined from the dot product of the vectors between the sampled points: 

arccos 
a-b where 

(Ia 

11 bII 

The curvature is estimated from: 

O= n-e 

r sin 0- (lb - al)/2 

Y 2sinO 
r -lb- 

aI 

Eqn. 5.2 

Eqn. 5.3 

Eqn. 5.4 

The principal curvature is the maximum on the curvature magnitude function about the normal. 
Since the representation is already quantised, it is possible to simplify identification of the 

maximum by computing the curvatures only at z/4 intervals, as shown in figure 5A 

IKII - max(IKI), with 9=0 to 2n Eqn. 5.5 

and K2 is found orthogonally to K1. If necessary, the direction of maximum curvature could be 

found by interpolation, as, for example, in the commonly used Canny edge detector [Cann86]. 

To calculate each planar curvature value convolution masks of length three are used, as 
discussed above: 

\J/l ý. T 

Figure 5A Length-3 convolution masks for curvature. 

The sign of curvature can be assigned by determining whether pi falls on the outside or inside of 
the chord Pi-2 to Pi+2 with respect to the centroid (figure 5.3c). The distance of the centroid to the 

closest point on the chord, and the distance of the centroid to pi are calculated. If: 

centroid-chord > centroid-pi, the sign is positive, 

centroid-chord - centroid-pi, the curvature is zero, 

centroid-chord < centroid-pi, the sign is negative. 

The only undefined case is where the two vectors are parallel, which cannot occur, since the 

representation precludes such radial re-entrancy. 

A drawback of the fixed discrete window is that the vertical density of the vertices is fi ixed, but 
the horizontal density varies, so the width of the fixed sample window in terms of the surface 
contour length also varies. If the'window is too large (if the horizontal density is )ow) this will 
tend to smooth out areas of mixed curvature. This will also affect the curvature values slightly if 

Eqn. 5.1 
pi. I-pi 
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the vectors a and b in figures 5.3b and 5.3c are of significantlý different lengths, and a 

correction for this could be made by appropriate weighting. Aside from this effect. the method 
for determining the magnitude of curvature is invariant to the surface orientation. This Inethod 

thus deals with positive, negative and zero curvatures uniformly, and presents no additional 

constraints over and above those imposed by the bcKiy representation Itself'. 

Each vertex in the mesh can be assigned its signed curvature values, so that the tuxly can tv 

mapped according to its type: 

" flat (11<11ý0,10 ý0) 

" parabolic points: ridge (IKII<O, IKil=O), valley OKII >0.11-0 =0) 

" elliptic points: pit OKII > 0, IK, l > 0), peak OKII < 0.10 < 0) 

" hyperbolic points: saddle (IKII < 0, IK-il >0 or IKII > 0. IK21 < 0) 

Results of this analysis are presented in figure 5.5 for a male and a female torso. Peaks are 

coloured green. pits are red. and saddle area,, are ýello\%. 

i-igure b. b. uurv, ituru, niq),; or) "'(-' '-)I ' 'ItOlu -j"d female subjeLt. Red = pit, yellow = saddle, green . peak. 
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Note that -flat- is designated here where IKI = 0. There will be little that is truly planar on the 

human body, so a threshold, Ktl,,, is needed to discriminate flat regions. Figure 5.6 shows the 

resulting curvature maps when ry,, is increased, and more areas are labelled as valley (pink), 

ridge (fight green) and fully flat (white). 

There is no "objective" value for but it relates to the precision of the original depth 

measurement, any errors introduced by the processes leading up to surface reconstruction, and 

the particular application of the data. A lower bound can be estimated by considering a perfectly 
flat surface, and estimating the curvature value that would be observed on this surface (figure 

5.7). This would then indicate the lowest vfl,,, value that should be used, to eliminate the effects 

arising from sampling errors and subsequent processing. The flat surface I s sampled at 5 mm 

intervals, with uncorrelated errors on depth measurement, Ei, of approximately ±1 mm. After 

smoothing with, say, three Iterations of the smoothing operator (CY the error on depth 

measurements, E2, is approximately 0.12 mm. 

Figure 5.6: Increasing flatness threshold, Kfiat, for the curvature map. 
Kflat = 0.0,0.1,0.2,0.4,0.6,0.8. 

Red = pit, yellow = saddle, green = peak, pink = valley, light green = ridge, white = flat. 



125 

0 

Yy9 sampled points 
true surface 

atter smoothing 

Figure 5.7: Sampling errors, before and after smoothing, on a flat surface. 

Using the method for determining curvature described here, the observed normalised K values 

would be approximately 0.2, which gives the lower value for Ký17,, as shown in figure 5.6c. Other 

suitable flatness values could be found in a similar way, taking application-specific needs into 

account. 

5.3.3 Scale Space and Appropriate Smoothing Levels 

The analyses in the previous sections were carried out on the body with the smoothing operators 
described in Chapter 4. The operators selectively smooth areas of the body with Gaussian 

approximations of varying width, which were selected for visual acceptability. It was noted that 
the choice of smoothing is not absolute, and should be chosen according to the particular 
application of the data. Therefore, it might be appropriate to use different smoothing levels for 

volumetric measurement, analysis of curvature or surface anthropometry. Curvature changes in 
scale space are shown in figure 5.8, starting from the unsmoothed surface (in other words, 
smoothing window width 1). 

Sk, 

Figure b. d: L; urvature maps witn U, 1,2,5,10 and 20 Smoothing iterations. 
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Higher smoothing values lead to larger areas of similar shape characteristic, which is useful for 

segmenting the surface, as was used by Besl for object recognition [Besl88]. This clearly brings 

up many interesting issues for future work. Salient features might be localised along region 
boundaries at an appropriate scale, or a histogram approach could be used to derive compact 
"curvcdness" attributes for content-based image retrieval. An anisotropic smoothing operator, to 

preserve fine detail, could be developed based on the curvature values. Such an operator might 

work by first smoothing the surface as before, and extracting the curvature values at the chosen 
level of scale. The surface would then be *'unsmoothed", and a chrectional smoothing operator 

would be applied, with smoothing level inversely proportional to the curvature. This would 

provide a global criterion for selecting the smoothing level at any given point, thus dealing with 
the issue of appropriate smoothing levels, which was raised in Chapter 4. 

5.3.4 Derivative Maps in Fixed Coordinate Systems 

Analysis of derivative information in fixed coordinate systems provides a richer vocabulary for 

describing shape. Since subjects are captured in a common coordinate frame, It Is possible to use 
derivatives in fixed coordinate systems in a common way across the sets of data. Cartesian and 

cylindrical systems are discussed here. The directional derivatives are of particular interest, as 
they facilitate description of shape in each coordinate separately, as opposed to tile Laplacian, 

which does not distinguish the directional components. 

In designing the partial derivative operators it is necessary to decide whether or not points 

orthogonal to the direction of curvature should influence the result. The effect of using 
orthogonal points is to smooth the result. Since the surface has already been smoothed, the 

convolution masks shown below in figure 5.9 are used: 

Ho 1_ 

Figure 5.9: Horizontal and vertical convolution masks for the partial derivatives. 

Each image is then mapped with: 

0 turning points in x. y. z and radius (zero crossings of first derivative); 

0 discontinuities in first derivative of x, y, z and r. 

Figure 5.10 shows an example of the turning point maps at increasing smoothing levels. 
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Figure 5.11: Flattened curvature map by cylindrical projection. 

5.3.5 Anatomical and Anthropornetric Significance 

The differential geometric properties explored in the previous sections provide useful 

mechanisms for making explicit certain shape information on the human body. Of particular 

interest is the potential to use this information in locating features of anthropometric relevance. 

Several characteristic features are immediately apparent. The curvature maps clearly show the 

valleys between the tops of the thighs and the torso, concavities of the navel and large saddle 

regions around the waist area. The discussion on "curvedness" raised the issue of characterising 

areas by the magnitude of curvature. With an appropriately chosen threshold value, the strongly 

curved and the relatively flat areas of the body are visible. The turning point maps show features 

such as the contour along the top of the trapezius muscle (on the shoulder). The nipples occur at 

a crossing between two orthogonal local maxima contours. 

One important question is which features are consistent across individuals, and how do these 

shape patterns vary? Some of this will be tested in the next chapter. A more thorough analysis is 
left for future work. Because the body is represented as a regular two-dimensional matrix 

structure, one interesting approach would be to register multiple body Images and perform 

statistical analyses on the variations in two dimensions. An example of input data could be the 
flattened curvature map derived by cylindrical projection, shown in figure 5.11. 

9- 
0 

mkn; ýIll, 

Figure 5.10: Turning point map in yand r, at smoothing levels 0,1,2,5,10 & 20. 



128 

5.4 Surface and Convex Contours 

Surface contours are fundamental to the analysis of body size and shape presented in this work. 
Contour lengths have already been used in the last chapter to determine data density, but the 

mechanism for generating them has not yet been explained. In the next chapter surface contours 

will also be used extensively for anthropometry. This section describes a new method to 

generate contours from a minimal set of "control points", and determine the convex and surface 
lengths of the contours. 

5.4.1 An "Electronic Tape Measure" 

This task can be considered as simulating the behaviour of a tape measure. The "electronic tape 

measure" tool should be interactive and flexible, enabling a user to place the tape measure over 
the surface of the body in much the same way as in real life. More importantly, the system must 
be able to perform the same tasks itself, and so the simulated tape measure must be controllable 
within the software by a set of high-level instructions. 

The main two requirements are to extract the convex and the non-convex lengths of specified 
contours. The inter-face requirements are also important if the electronic tape measure is to be 
useful. It is necessary to determine what essential characteristics must be embodied to obtain the 
appropriate behaviour, and what type of input from the user is appropriate? 'ýt first sight this 
seems a relatively simple task, but on further investigation several interesting problems arise. 

The first decisions relate to how the user will interact with the simulated tape measure. Is it 
desirable to provide an almost exact replication of the real thing? In practice this is not 
necessary: for example, the tape need not fall under gravity. However, it is useful to provide 
some constraining behaviour that is not available in reality, such as ensuring that the tape is 

parallel with the floor if necessary. For now no attempts will be made to model the deformable 
behaviour of the real human body, for example, when a taut tape is held against the skin. 

In order to design the way that the electronic tape measure should work, consider how the tape 
is used in the real case, by holding the two ends and guiding it into place. It is then possible to 
define the different contours by the minimal number of control points that are required to 
perform each type of task, as in table 5.1. 

Table 5.1: Minimal control point sets for an electronic tape measure. 

Contour type,,,,, ', Control points Example 

closed curve, parallel to floor 1 waist, hips, bust, underbust 
closed curve, in arbitrary plane 2 or 3 torso circumference via shoulder and crotch 
open curv 2 or 3 shoulder to nipple, 7 th cervical vertebra to waist 
multi-segment curve 3 or more 7 th cervical vertebra to shoulder to elbow to wrist 
straight line segment hip width, abdominal seat diameter, armscye width 
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By defining the contour types in this way, a simple user interface suggests itself, whereby the 

user (or internal instruction code) places landmarks on the body surface, and specifies what type 

of contour should be generated, using a selected set of one or more landmarks as control points. 
The same processes can be used by the system when carrying out these tasks in an automated 

way. 

The next problem is to model the behaviour of the simulated tape measure between these control 

points. As well as geometric accuracy, an important issue is computational efficiency, since the 

system must be able to generate a hundred or more specified contours within a minute or so. 
Because the real tape has a non-infinitesimal width and lies flat on the skin surface, without 

crumpling or twisting, a reasonable approximation can be obtained by assuming that the contour 
lies in a plane. In fact many anthropometric contours are specifically defined as lying in a plane 
[Kuni84] [IS089]. The multi-segment case can be considered as a concatenation of several such 

planar curve segments, but the overall contour may OCCUPY 91 3. This assumption of planarity 

should simplify much of the processing and reduce the computational cost. 

There is now enough information to make a first attempt at designing a general strategy for 

generating contours. Having dismissed the need for curvefitting techniques earlier, in section 
4.2, this work focuses on methods for piecewise linear contour growing. 

5.4.2 Seed-and- Propagate for Closed Curves 

The simplest case is a closed contour. If a single control point is supplied, it is assumed that the 
curve lies in a plane parallel with the floor. Three control points describe an arbitrary plane. The 
case of under-defined planes, with two control points, is discussed later. 

In order to "grow" the curve, it is necessary to constrain it to vertices that are likely to be on the 
contour. In the case of the contour in the horizontal plane this is trivial, since the body 
rqpresentation is already structured in this way. Any contour of this type can be extracted 
directly as the row of data at a given y value. For the general case (not in the horizontal plane) a 
plane is passed through the control points, and vertices close to the plane are sampled. The 
definition of "close" is determined by the choice of tape measure width, and relates directly to 
the real case. In practice, this should be between one and two times the vertical density of the 
data, in order to ensure the sufficient points are sampled to generate a complete closed contour. 
Only those vertices on the same body segments as the control points are sampled. This allows, 
for example, the right thigh girth to be generated without vertices from the left side interfering, 
even if the points are close. The sampled points are then projected, so that they lie exactly on the 
plane. 

Where the control points describe an arbitrary plane, it is also necessary to determine the 
sequence of the points that reflects the original connectivity on the surface. Starting with one of 
the control points as a seed, the nearest neighbouring vertex is computed, and the contour grows 
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to that point. This point is then removed from the search. This process continues until no more 

vertices are left, and the contour closes to the seed point. Closure is ensured, as each step is 

guaranteed to remove a point from the initial sampling list, and closure is obtained when no 

more points are left. This takes O(n 2) time, where n is the number of sampled points in the 

plane. 

The surface length can then be computed by summing the piecewise linear distances between 

points. It is necessary to smooth the resulting contour first, using a one-dimensional equivalent 

of the surface smoothing operator. 

Some characteristics of the electronic tape measure are implicit in the description of these 

processes. It is infinitesimally thin (in its smallest dimension); it can be assigned any particular 

width (say 10 mm), corresponding to the sampling width of the plane; it can, of course, be of 
any length. 

The method just described works well in almost all cases. However, in unusual cases this 

nearest neighbour contour growing method gives rise to "meandering" if several sampled points 
lie close to each other. This can largely be avoided by cleaning out the unused vertices in the 
neighbourhood behind the propagation path, so that the contour cannot double back on itself as 
it grows. This happens where the sampling plane lies close to the surface tangent at any point. 
For example, when the three control points are approximately collinear, a slight change in the 
position of one of the control points has a drastic effect on the orientation of the control-point 
plane, giving rise to chaotic behaviour. (Increasing the effective thickness of the sampling plane 
exacerbates this effect. ) To avoid this, a test is introduced so that, if the initial sampling plane 
lies too close to the tangent, the control points can be adjusted by a small amount to ensure that 
the sampling plane is closer to the surface normals at the control points. 

5.4.3 Closed Convex Hull Generation 

Once the closed surface contour has been generated, its convex hull can be found. There are 
standard algorithms for this [Sedg9o]. In this work, a simple, computationally undemanding 
method has been implemented. 

For contours in an arbitrary plane, the coordinate system is first transformed to a reference 
plane, xz. The bounding box is then computed. Choosing any of the points on the bounding box, 
shown in figure 5.12, it is placed as the starting point in the list of convex hull points. For 
example, starting at the point with the lowest x value, min 

- x, the angle is calculated between 
that point, the next point in the list, and the line x- min x. This is repeated for all points. The 
point with the smallest angle can be guaranteed to lie on the convex hull, as shown in figure 
5.13, so it is copied into the convex hull list, and designated as the new current point. 
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z- min-z 

x. min x 

Figure 5.12: Initial bounding box for the convex hull. 

All points on the non-convex contour between the last point and the current point, inclusive, are 

removed ftom the candidate list (the previous non-convex ordering of points makes this 

possible). Processing continues in the same way from the new current point. Closure is obtained 

when no more points are left in the candidate list. 

x- min x 

Figure 5.13: Current-to-candidate angle for the convex hull between two bounding-box 
points. 

The convex length is computed by summing the piecewise linear distances between the 

sequenced convex hull points. The complexity is at worst O(n 2) 
, but usually substantially less 

than this, reducing as the convexity decreases. 

The implications of a piecewise linear approximation to the surface contour were discussed in 

Chapter 4, and it was determined that, at this sampling density, a negligible underestimate was 
introduced as a result. The potential problem of a counter-effect (possible overestimate) from 

noise was also discussed, but it is argued that the logical and mean smoothing operations carried 

out in Chapter 4 will minimise this effect. 

5.4.4 Open Curves 

If an open curve is required, several conditions must be considered, as illustrated in figure 5.14, 

which shows a planar section through the body. If three control points are specified, they 
describe the open curve unambiguously. Consider the two cases in figure 5.14 (a) and (b). For 
each contour two endpoints are specified. The third point (the midpoint) identifies the plane 
through which the contour goes, and which segment of the whole closed contour is required. 
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The resulting non-convex contour runs from one endpoint, via the midpoint, and terminates at 

the second endpoint. There are four main cases to consider, where the endpoint chord has the 

following behaviour: 

" it intersects the surface only at the two endpoints: (a) and (b); 

" it is tangential at the two endpoints (c); 

" it intersects the surface at the two endpoints and 2n other points: (d); 

" it intersects the surface at the one endpoint, is tangential at the other, and intersects at 2n+I 

other points: (e) and (f). 

C0 

(a) 

(c) 

r- 

H- ---" 

: I 
(e) 

= endpoint 
=midpoint 

0= centroid 

Figure 5.14: Generating open contours from three control points. 
Shaded area shows the data selected by the endpoint chord partition. 

It must be shown that these cases can be dealt with satisfactorily. At first sight it is appealing to 

generate the open contour by simply partitioning the data points on either side of the endpoint 
chord, and then generating the non-convex and convex hulls from those data. On further 
inspection, this only works in a few cases, for example (a) to (c), but would fail for (d) to (f). In 
(d) part of the non-convex hull would be truncated, but the convex hull method would be 

successful; in (e) part of both the non-convex and the convex hulls would be truncated; in (f) an 

. - 

a2 

(b) 

(d) 

extra segment would be added to the contour. 
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The open curve generation algorithm must take into account the solidity of the object on which 

it operates, without "cutting through" the surface, except at the endpoints. It must therefore 

generate the full closed contour first, and then select the appropriate segment from it. The 

convex hull can then be generated from the open curve in a similar way to the closed curve, as 

shown in figure 5.15. It is important to note that, in most cases, the convex hull of the open 

curve is not part of the convex hull of the parent closed curve. 

- ---' 

r'" 

z. 
...... .... . 

Figure 5.15: Generating a non-convex curve and Its convex hull. 

5.4.5 Inference of Under-Defined Curves 

In many cases, especially for open curves, it is more convenient for the user to provide only two 

endpoints, and for the plane of the curve to be inferred from the behaviour of a real tape 

measure held between the corresponding points on the subject's body. Since the tape would be 

taut, it would be expected to follow a shortest path, with the additional constraint that the path is 

approximately planar. Because of the planarity constraint it is not possible to use the usual 

shortest path algorithms [Sedg90]. It is necessary therefore to find a computationally efficient 

way of simulating this. 

if it is assumed that the y value of the third point can be chosen as the mean of those of the two 

endpoints, the problem then is to determine where on the horizontal plane the third point should 
be located. It would be possible to place the third point at each location on the horizontal slice, 

and then choose the shortest path. This would be computationally expensive, and it is possible 

to reduce the search space by selecting "likely" paths. 

One candidate for the optimal position is to compute the point halfway along the chord between 

the two endpoints and then locate the nearest surface point to the interpolant in Euclidean space. 
Alternative distance metrics are to take a radial line out from the centroid, through the chord 
bisector, and to place the third point where the radial line intersects the surface, or to determine 
it by projecting the chord bisector in x onto the nearest surface. In practice, the appropriate path 
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lies somewhere between these, and the shortest path can be found by sampling between them. 

Figure 5.16 shows the two endpoints and the three contours generated by inferring the third 

point by Euclidean, projection and radial interpolation. In this case the shortest path lies on the 

middle contour. 5.1 6b slio\\,,, a cross section through the body at the level of the third point. 

(a) 

centroid 

i radial 
Euclidean interpolant 
interpolant projective 

interpolant 

9= endpoint 

qD =midpoint 
= centroid 

Figure 5.16: Shortest planar path by mid-point interpolation. 

This two-point open curve algorithm Is used as a basis for the multi -se-ument curve, whereby 

three or more points can be used to define a compound curve, which may lie out of a single 

plane. Each pair of points in sequence is used to generate a planar two-point open curve, its 
described above, and the multi-segment curve is composed by concatenating the segments. 

5.4.6 Summary of the Electronic Tape Measure 

The preceding discussion has explained the rationale behind the development of the electronic 

tape measure. Examples of each measurement type are shown In fij! ure 5.17 below. It 

worthwhile now to summarise the algorithms: 

Use one or more landmarks to define the plane and body part(s) in which the contour lies. 

2. Use the plane defined by the control points to select candidate points close to the plane, 
within a given "tape measure width". Ensure that only those points on the same body parts 
as the control points are used. 

Generate the non-convex closed curve from these points. 

4. (a) For closed curves, generate the closed convex hull. 

(b) For open curves, extract the appropriate segment of the whole non-convex closed curve, 
then generate the open convex curve. 

endpoint 
chord 
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(c) For multi-segment curves, generate each open segment, then concatenate them to make a 

sinde curve. 

5. Compute the convex and non-convex lengths by summing piece%% i,, c linear \, duc,,. 

Figure 5.17: Electronic tape measure contour types. 
From top to bottom: 1 -point closed, 2-point closed, 3-point closed, 2-point open, 3-point open, 

straight line, multi-segment. 

5.4.7 Generalised Cylinder Attribute Space 

The body is represented as a set of discrete generalised cylinders, with arbitrary closed contours 
defined at regular intervals and parallel with each other. It is useful to consider attributes of' the 

closed contours as a function of length along the axis (which is a space curve). This reveak 
interesting shape attributes. In particular, many of the anthropometric definitions are described 

in this way, such as convex hull lengths measured parallel with the floor. Only the convex hull 

function is explored here, but other attributes, such as surface length, convex deficiency (convcx 

area - non-convex area), etc., could be used. 

Derivatives on the convex hull lengths are computed in the usual way, and provide another ýCt 

of useful attributes for shape analysis, as shown below in figure 5.19. In particular, turning 

points, such as maximum calf girth, are of interest for anthroporrictry. Discontinuities in the first 
derivative of the convex hull function relate to features such as the neck, base and (urning points 
on the shoulders. 
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Figure 5.18: Turning points and discontinuities in Ist derivatives of convex hulls. 
(a) low-resolution mesh, (b) surface contours, (c) convex hulls. 

5.5 Validation 

In order to test the validity of this contour reconstruction method, tests have been carried out on 
human subjects and inanimate objects of varying geometric complexity. These experiments 
describe validation of the convex contour lengths. Validation of the sm. /ace contour lengths is 

problematic, as it is difficult to measure these quantities manually, therefore this is not 

addressed here. Numerous tests were also carried out to assess the results visually while the 

contour generation methods were under development. This section only shows results in detail 

for the final set of validation tests. 

5.5.1 Convex Hull Validation Procedure 

Comparison of manual and electronically derived measurements has been discussed by 

[BrJW94] [Daan98] and [BrGr991, where the electronic measurements are taken from markers 

placed manually on the scan image. A similar procedure is used here: 

control points are placed manually on the reconstructed scans, 

open and closed contours are generated from those control points; 

the computed lengths of the convex contours are compared against manual measurements 
taken directly on the object/subject. 

Three types of objects are used for the tests: 

MILI. 
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0 reference cylinder: green plastic, girth approximately 1000 mm, 

0 mannequin: papier mach6 covered, torso only, 

9 female human subject, in underwear. 

Inanimate objects are used to test the algorithms to eliminate additional errors from movement 

and breathing. However, it is noted here that the surface properties of the inanimate objects are 

not representative of a human, and therefore the results need to be considered in this light. 

5.5.2 Discrepancy Measures 

Discrepancy measures between the manual measurements and the scan-derived measurements 

are described below, where: 

x, j measurement of dimension x, on sample i, using technique tl, 

m= manual measurement, 

s- scan-derived measurement. 

Mean absolute difference (MAD) has been used by Gordon et al in the context of inter- and 
intra-observer variation in manual anthropometric surveys [GBCC89]. Bradtmiller and Gross 

also present results for scan-derived measurements and acceptability criteria in tenns of MAD 
[BrGr99]. To enable comparison against these values, *MAD will also be quoted here: 

n 

MAD(x, tl, t2)= I XII[il - X12[ij I Eqn. 5.6 

The signed mean is used to detect systematic differences between the scan-derived and manual 
values: 

I" 
ji(x, tl, t2) (xii[i] 

- x, 2[i]) Eqn. 5.7 
n j., 

Root mean squared (RMS) error emphasises the larger errors: 

RMS(x, tl, t2)= 
2 

Eqn. 5.8 

Fn 

Standard deviation, cF, on the signed difference values: 

nI 
or2(X, tI, t2) - (/I(X, A, t2) - 

(IXII[il 
-X12[i] 1))2 Eqn. 5.9 

n 

To determine the percentage error with respect to the absolute contour length, a mean 
percentage difference value (M%D) is also computed: 
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M%D(x, tl, t2)= 
100 21 XII[ij - X12[i] I 

Eqn. 5.10 
n (XII[i]+XI2[i]) 

5.5.3 Results 

Results are presented in table 5.2, showing RMS error, mean absolute difference (MAD), 

standard deviation on absolute difference, bias and mean percentage difference (M%D) for each 

type of contour on the three sample objects. 

Table 5.2: Comparison of manual and electronic tape measurements. 

Contour type 

Iý '':, ý "' z' I, - 
samples, 

MAD 

, (mm) - 
R 

5 (m M) 
RMS 
(mm) '(mm 

M. ). 

closed curve parallel to floor 14 4.3 0.3 5.4 3.3 0.65 

closed curve in arbitrary plane 2 control 
points 

4* 11.0* -0.5* 11.4* 3.6* 1.77* 

closed curve in arbitrary plane 3 control 
points 

5 8.8 7 11.9 6.9 2.20 
I 

open curve in arbitrary plane 2 control points 9 4.7 -1.3 6.0 4.1 1.00 

open curve in arbitrary plane 3 control points 5 6.0 
' 

0.8 
- 

6.8 4.1 0.97 

straight line between 2 control points 5 5.8-- F 
-1.2 5T 3.3 OT-9-5 

*One sample with >100% error removed (816 mm manual measurements, versus 1941 mm electronic). 

5.5.4 Discussion 

As discussed by other researchers, the comparison between live measurements on a human 

subject and an electronic image is fraught with many difficulties, and this is discussed more 
fully in the next chapter [BrJW94] [Daan98] [BrGr99]. First of all, it is interesting to note that 
the MAD values are similar to those of inter-observer errors on manual measurements, as 
discussed by Gordon et al [GBCC89], and discussed again later in Chapter 6. The closest 

correlation between the manual and scan-derived measurements is on closed contours in the 
horizontal plane. if the data for the reference cylinder and phantom are considered separately, 
the results, as expected, are significantly better, with RMS error at 3.8 mm and M%D at 0.36%. 

Errors in contour measurements may come from several sources. Some of the limitations of the 

surface representation were discussed in the last chapter. Because the body representation is 

discrete, there is a small error introduced on landmark placement. Landmarks "jump" to the 

nearest mesh vertex, therefore the mesh determines the precision of the landmark placement. As 
discussed previously, it would be expected that uncorrelated noise will tend to cause a slight 
overestimate in the convex length, although it is argued that the previous surface smoothing 

should reduce such effects. 

The strongest bias appears on closed curves with three control points, on open curves with two 
control points, and on straight line measurements. Because of the small sample size, it is not 
immediately apparent if these are true biases, and if so, why they occur. Certain constraints built 



139 

into the electronic tape measure may introduce some discrepancy, such as the assumption of 

curve planarity. In the straight line case, it is possible that a large part of the error comes from 

the manual measurements. 

Plane inference for under-defined contours with two control points appeared to give good results 
in almost all cases. However, occasionally very large errors are generated, as in one of the test 

cases, which has been removed from the results table. It is worthwhile noting, therefore, that the 

errors, when they happen, tend to be very large, and it might be possible to devise an automated 

way of detecting such conditions. 

The number of samples in the final validation tests is relatively small, and therefore no attempt 
has been made to determine the statistical significance of the results in terms of comparing the 

accuracy and reliability of the different types of measurement. 

5.6 Feature Detection Library 

The investigations in this chapter have revealed a rich source of information for characterising 
shape on the human body. In order to use these techniques for detecting pre-defined features, it 
is necessary to compose them into a library of operators that can be used to build specific 
procedures. There are four main issues here, which provide various influences on the choice of 
such operators: 

compactness of expression: the library should contain high-level operators that perform 
useful generic jobs (such as generating and extracting attributes from complex contours); 

flexibility of expression: there should be low-level operators that perform simple tasks 
(such as point translation) and give access to simple attributes (such as the surface normal 
at a given point); 

0 sufficiency and closure: the library should be able to express all appropriate feature 
detection procedures; 

0 efficiency: no redundant operators should be present in the library. 

The library of operators are listed below in table 5.3 below. In the next chapter these operators 
will be used to build specific feature detection procedures. The design of the library is open, to 
allow other operators to be added if necessary (and existing ones to be improved). 
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Table 5.3: Operator library. 

Basic attributes',,. 
Cartesian/cylindrical coordinates of an indexed point 
Centroid of a horizontal slice for a given body segment 
Body segment of a given point on the surface 
Point translation by vector(xyz) 
Nearest point, using nearest radial, projective and Euclidean distance metrics 
DerivatiVes, etc. -, 
Surface normal at a given point 
Surface derivatives at a given point 
Principal curvatures 
Shapeindex 
Turning points and discontinuities in first derivative in Cartesian and cylindrical coordinates 
Turning points and discontinuities in first derivative of convex hull lengths 
Space curie ge'heration'and attributes 
Open & closed curves, in horizontal plane 
Open & closed curves, arbitrary plane 
Convex & surface lengths 
Multi-segment open curve 
Straight line segments 
Siarch constraints 
Constrain search relative to landmarks 
Constrain search by body segment 
Constrain search left/right, f ront/back with respect to centroid 

5.7 Summary 

Methods have been explored to transform the surface of the body to extract local shape 
attributes and measure contours. A library of operators has been compiled that provides access 
to low-level information, such as individual vertices on the polygon mesh, the central axes of the 
body, and higher-level features related to distinct curvature types. In addition, an "electronic 

tape measure" has been developed--a system of landmark control points and surface contour 
generation functions, which allows body metrics to be extracted, effectively performing the 
tasks of traditional anthropometric tools. In the next chapter these operators will be put to use, to 
build and test specific feature detectors for anthropometry. 



Chapter 6 

Application and Evaluation 

The operators explored in the previous chapter provide a basis with which to develop feature 

detectors for anthropometric mapping of the body. Training and validation sets of scanned and 

manually measured bodies are used to verify the accuracy of the computed values. A number of 
important issues arise in generating and testing computed measurements because of the many 

potential sources of error, in obtaining test data and the validation measurements, as well as in 

defining appropriate acceptability criteria. 

6.1 Experimental Design 

In the previous chapter a library of shape analysis operators was developed, and some of the 
implications for anthropometry were briefly discussed. In this chapter these operators will be 

used to build detectors for a specific anthropometric problem. The overall plan is to: 

0 collect training data; 

0 build feature detection procedures, using the training data to evaluate and refine the 
operators; 

0 validate the output with an independent set of data. 

6.1.1 Target Anthropometric Problem 

The anthropometric standard ISO 8559 [ISO89] is used for validation, because of its 
international relevance and the clarity of description. Several other dimensions have been added 
because of their widespread use in garment design. The full set is presented in Appendix A: 
Anthropometric Specifications. 

The target group for these tests is women of medium build. As well as being most economically 
compelling, this group contains the UK industry standard size 12 from which other sizes are 



142 

"graded" up or down to produce garment patterns. This work therefore does not deal with all 

body types, but aims to demonstrate the automated techniques on a more limited subset, with the 

longer-term goal of wider application. 

6.1.2 Validating Output 

The problem of validating the system's output was raised in Chapter 2. Some experiments were 

carried out to place optical markers on subjects before scanning, in order to detect them in the 

image. This method was used by [BrJW94] [Li97] [Daan98] [BrGr99], who located the pre- 

placed markers manually on the processed images. Geisen et al [GMHW95] and Lewark and 
Nurre [LeNu98] devised an automated technique to detect the markers. However, this method is 

inappropriate for the imaging technique used here, because of the resolution of the data being 

captured. In addition, this approach is inconsistent with the goal of minimum intervention at run 
time, outlined in Chapter 1. 

An alternative might be to use an electronic 3D position sensor [Polh98] to mark the location of 
features on the live subject and collect 3D position measurements. Tests were carried out to 

assess the accuracy and reproducibility of this method, by marking the ISO 8559 points on two 

subjects [IS0891. The vertical measurements of the landmarks were found to be fairly accurate, 
but the locations in the other axes could not be reproducibly detected, because of sway during 

the elapsed time between taking readings for each point. Given these observations, an 
anthroporneter or measurement stand would be adequate to collect the same data. 

Another option is to place landmarks manually on each image for the training set, without 
marking subjects prior to scanning. However, this is potentially as time consuming as the 
traditional methods. There is also the drawback that the surface images lack texture mapping, or 
the tactile feedback used to detect some skeletal features, and it is not possible to adjust the 

posture of the image to facilitate location of landmarks. However, this method has advantages 

over using a 3D position sensor, because the image is static when the landmarks are located. The 

method could therefore provide fairly accurate landmark locations. 

In order to validate thefinal outputs of the system, it is necessary to collect data on the linear 

and curvilinear measurements, using traditional measurement tools (tape measure, callipers, 
etc. ). This also provides reference information indirectly on the landmark locations- if the 

electronically derived measurements match the manual measurements, then the landmarks can 
be assumed to be correctly located, and vice versa. It is possible that good agreement might be 
found in the measurements, using incorrectly located landmarks, but, given the number of 
measurements taken and the dependencies between them, this is very unlikely. On balance, it 

appears that this is an appropriate method for collecting reference data, and this is the one that is 

used here. 
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6.1.3 Implications of the Reference Data 

The use of manual measurements of surface contours as reference data has certain implications 

in terms of training and validation. Firstly, it is generally accepted that error amongst even 
skilled measurers can be significant [GBCC89] [BrJW941 [BrGr99], and therefore the automated 

system will be trained and validated against data that is expected to contain some error. Each 

dimension has differing factors that determine the expected accuracy of manual and scan- 
derived measurements. Some dimensions may be relatively insensitive to these differences, but 

others may be very sensitive. It would be expected, for example, that the detection of maxima or 

minima would be highly accurate on the smoothed scan data, but might be prone to subjective 

error when measured manually (e. g., abdominal seat diameter). 

Until realistic, real-time models of tissue and fabric deformation can be devised, electronic 3D 
images suffer from the drawback of having no tactile feedback. Manual measurements may 
differ from electronically derived ones because of the use of slight pressure in manual 
measurement, which pulls in loose fabric, and has differing effects on soft and firm body tissue 
[BrJW941 [Daan981 [BrGr99]. This will tend to produce smaller values for manual data versus 
electronic measurements. Because of this slight ambiguity, it is important to perform tests to 
attempt to isolate these discrepancies. As well as using numeric performance measures, the 
output will be assessed visually, to detect obvious errors in the electronic system. 

Other problems arise if only a single image is used to extract Measurements. In vivo 
measurement using such a standard as ISO 8559 requires the subject to adopt various postures 
appropriate for measuring different dimensions [BrGr99]. The choice of posture is very relevant 
here, since one of the stated objectives is to extract as much information as possible from a 
single scan. 

Clearly any "error" in the automated measurements is not necessarily actual error, but a 
discrepancy, as acknowledged by Gordon et al when they compared inter-observer 

measurements [GBCC891. However, for simplicity, the word "error" will be used here, to 
indicate the discrepancy between the two methods. 

6.1.4 Performance Measures 

Discrepancy measures between manual and scan-derived measurements were introduCed in 

section 5.5.2, when the electronic tape measure was validated. The same set will be used here. 
Recall that: 

x, j [i] = measurement of dimension x, on sample i, using technique t 1, 

m- manual measurement, 

s- scan-derived measurement. 
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range(x) - max(x,, )-min(x ) Eqn. 6.1 

%variation(x)- 1 00xrange(x)/ 7. Eqn. 6.2 

IR Eqn. 6.3 
p(x, A, t2) =-E (xi[il - X12[ij) 

n i=l 

n 

MAD(x, tl, t2) = 
ElXil[i]-XI2[i]l Eqn. 6.4 

1=1 

RMS(x, tl, t2)= 2 Eqn. 6.5 

worst(x, tl, t2) = max(I XII[i] - X12[i] 1) Eqn. 6.6 

or2(X, tl, t2)=E (p(x, tl, t2)-(IXtl[i]-XI2[i] 1))2 Eqn. 6.7 

i=l n 

M%D(x, tl, t2)-- 
100 21 xti[i] - x, 2[i] I Eqn. 6.8 

(XII[i] + X12[i]) 

Each of the discrepancy measures conveys useful information that will be used during 

development of the feature detectors. For example, root mean squared (RMS) error tends to 

emphasise larger discrepancies, and therefore is used as a bias against the worst case errors, in 

the objective function for optimisation. 

6.1.5 Collecting Training and Validation Data 

Subjects were scanned wearing their underwear, and a swimming hat to hold the hair away from 

the neck and to reveal the true stature. In some cases this was not possible (because of hair 

styling), and the resulting stature measurements show some error. Breathing state was 

standardised to a relaxed mid-tide lung volume. Six scans were taken of each subject, although 

only those scans in the reference posture (as described in Chapter 2) were processed for the 

results presented here. 

Manual measurements, as listed in Appendix A, were recorded, as well as the person's gender, 
weight and "handedness". The latter determines which side certain dimensions, such as the 
biceps diameter, are measured. Other information, such as lifestyle and response to the scanning 
process, was also recorded, but is not discussed further here. Hand measurement and scanning 
were carried out within one hour of each other, so that valid comparisons could be made 
between the sets of data. 

Subjects for training and validation varied quite significantly, as shown in table 6.1. 
Recruitment for the training set was not limited in any way, so there is a wide variation amongst 
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that set, although the BMI values all fall within a medium healthy range. In terms of ages and 

garment sizing the validation set was more limited, but the body mass index values also include 

some very low values. 

Each subject was hand measured by two skilled people, taking a total elapsed time of an hour 

per subject to scan, hand measure and record other information. In addition to the recruitment 

and scheduling of volunteers, this is time consuming. Consequently, the training and validation 

sets are small in comparison with the size of the problem space. 

Different teams were used to collect the training data and the validation data, and therefore it is 

expected that some bias may be present in the measurement procedures between the two sets. 
Different subsets of dimensions were measured for the two sets. For example, the training set 
includes both left and right side measurements, where relevant, whereas for the validation set 
measurements were only taken on the dominant side. 

Table 6.1: Characteristics of the training and validation sets. 

no. 
sarn Iýs p 

age 
'- (years) 

weight: 
(kg) 

height 
(cm) 

13MI , 
2 (kg/m 

UK clothing 
size 

training set 18 18-49 46.0-76.5 151.3-188.2 18.4-29.4 8-16 

validationset 18 18-25 40.6-67.5 
1 

153.9-175.0 15.3-25.0 10-14 

6.2 Implementation of Detectors 

This section describes a systematic method for building feature detectors, making use of shape 
and contextual information in the processed body images. First the overall approach is outlined, 
and then some specific detectors are described, based on various shape attributes. 

As the reference posture is used, it is valid to make the assumption that the feature detection 

operators need not be invariant to large rotations and translations. This allows certain conditions 
to be relaxed and therefore simplifies the processing, since the search space is drastically 

reduced. However, the operators must be tolerant to small differences in position and posture. 

6.2.1 Preparation of the Training Set 

The first stage is to process each image in the training set in the following way: 

0 generate the cleaned, smoothed, segmented surface, as described in Chapter 4; 

0 generate the central axes and shape maps with critical points of curvature, etc., as 
described in Chapter 5; 

0 place the main target landmarks on each of the training set surfaces, as in figure 6.1. 
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Landmarks pre-placed on processed training images: 

top of head 
nape 
supra-clavicular notch (centre front clavicle) 
neck base points (left and right) 
shoulder points (left and right) 
axillae 
bust level (centre front) 
nipples (left and right) 
underbust (centre front) 
waist (centre front) 
hips (centre front) 
crotch point 
knees (centre front left and right) 
outer ankle bone (left and right) 

Figure 6.1: Reconstructed and pre-landmarked subject. 

Note that only the main landmarks need be placed manually-the remainder, listed in Appendix 

A and Appendix B, are automatically located using specific rules, e. g., the top hip Is found 

halfway between the waist and full hip. It is assumed that some error is present in the landmark 

placement because of the lack of tactile feedback, but the placements should be accurate enough 

to start to devise the detector functions. 

After pre-processing, information to build detectors is thus represented implicitly by: 

context defined by body segmentation, the previously detected landmarks found during 

segmentation, and the central axes; 

0 local shape attributes defined by the shape maps. 

6.2.2 Translating the Anthropornetric Specifications 

Contextual and local shape descriptions are held implicitly and explicitly in the anthropometric 

specification for each dimension. The detector building problem therefore corresponds to 
finding a match between the anthropometric description and the information available via the 

shape maps. This information grows as more features are detected. This is done via a systematic 

manual process, shown schematically in figure 6.2. 

extract shape and context information from anthropornetric specifications 

build detectors that can be defined fully based on current information 

adjust detector's parameters, to reduce th-e--- error over the training set 

[:::::: 
ajppý1y detectors, and generate associated landmarks and contours 

once all detectors are defined, repeat parameter Optimisation 

Figure 6.2: Iterative detector construction process. 

lk 
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6.2.3 Search Trajectories 

All the detectors take a similar overall form. This is illustrated, in figure 6.3, by the detector to 

find the left acrornion point: 

0 high-level context defines the starting point and constrains the search volume, e. g.: 

between nape and left underarm point 

0 intermediate context defines the search path control, e. g.: 

follow contour of shoulder ridge by concatenating turning points in z coordinate 
locate levelling off on top of shoulder, where gradient < g, 

0 local shape description - defines the stopping criteria, e. g.: 

stop when gradient ý* 92 

place acromion landmark 

idient > 92 - stopping point 
kce acromion landmark 

tur 

end limit (underarm level) 

Figure 6.3: Shoulder region, showing search trajectory for the acromlon. 

in practice, some experimentation has been needed to derive the appropriate form for many of 
the search functions. It would be preferable to avoid this in the future, by learning the function. 

Various trajectories are swept out during feature search. If local differential geometry is used as 
the input attributes, the trajectory is a space curve, as, for example, in figure 6.3. If attributes of 
the generalised cylinder space are used, the searched space is a volume. Examples of these are 
described below in section 6.3. The whole trajectory is not of interest in detecting features, but 

the key "events" that control the path are. This is similar to the curvature events discussed by 

Asada and Brady [AsBr861- 

6.2.4 Feature Dependencies and Development Sequence 

Clearly the sequence in which the detectors are developed is signi icant. The sequence has en f be 
determined here by analysis of the dependency relationships between features, which can be 

start limit (neck base) 



represented as a directed graph. \\, here a --ý b represents the relationship: b is dependent on a. 

This is illustrated in figure 6.4. Note that it is not a tree. Features with dependencies must 

therefore be developed before any of then- dependent I'Catures. For example, the top of head is 

located first, which makes it possible to determine the lc\el at which the bodý starts: the "c\L-nth 

cervical vertchra is then detected, so that the top of the torso can be locatedý Own cijhtýi ilic 

axillac or the crotch landmark can he found. These allo" the ilmits ofthe torso and the lilmhý, (o 

he defined. It is then possible, for example, to detect features on the legs, since they do not 

depcnd on aný other landmarks. 

acrormon base neck centre clavicle 

bust level mid arm scye mid shoulder 

nipple underbus t 

waist 

A, IL 
max. buttock max. abdomen trochanter 

biceps hips 
elbow knee 

thigh calf 
wrist 

L 

ankle bone 

Figure 6A Dependency graph for feature detection. 
Features found in segmentation are heavily shaded, unimplemented features are unshaded. 

6.2.5 Parameter Setting 

The acrornion example illustrates a surlace Ira% ersal [unction %\ ith two paj-, IIIICILýj \, ýý jjIj(I Lý , 
which must be optimised. Because the detectors are built sequentially, each set of' parameters 
can be roughly optimised by exhaustive search within a small range of' values (jesting, on 
average. eight values for each parameter). The RMS error \alue on tile training set a tied I, I., ()bt, I 
by applying the relevant tape measurement functions to the landmarks, For example, once the 
seventh cervical, base neck and nipple landmarks are found, tile cerv Ica I -(o-breast -pol III C01110ur 
can he generated using tile inulti-segyrilent (Ool to gCIlCI-aIC ý1 L'Onlour betWCCII tile three 
landmarks. Error on the acronlion landmark corresponds to the error oil tile shoulde, and 
the two (left and right) shoulder lengths. 
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Figure 6.5 shows the reduction in the RMS error over training "time". Each timeslot represents 

one evaluation of the detectors, rather than elapsed time as measured in the usual sense. 
Discontinuities occur whenever a new detector is introduced, and some of these points are 
indicated by arrows. The broken line shows the increase in the number of detectors in the 

system over time. Typically the error increases, then decreases as the parameters are optimised. 
In practice, the training data was collected in two batches (of eight and ten subjects 

respectively). A sharp discontinuity appears where the new subjects were added to the training 

set. At this point the new data is effectively out-of-sample, and so this increase in error is to be 

expected. This is followed by a reduction in error as the parameters were reoptimised 

sequentially. 

A final parameter optimisation phase is required once the whole detector set is developed, so 
that inter-dependent features can be re-optimised in the context of the whole set. For example, in 

the initial development steps the acromion points were detected before the base neck points, 
although both contribute to the shoulder length measurements. 

RMS error 
(mm) 50 

40 

30 

20 

10 

0 

number of 
detectors 

training time 

However, it is important to note that the parameters are optimised here sequentially, rather than 
by global optimisation over the whole set. This approach has certain limitations because of the 
dependencies between landmarks, as illustrated in figure 6.4. A single landmark can be used to 
generate several dimensions, and most dimensions require more than one landmark. The search 
space thus expands non-linearly as new landmarks and contours are added. It might be assumed, 
therefore, that the resulting landmark configurations actually correspond to a local optimum in 
the solution space. Ideally all the inter-dependent feature detectors would be optimised 
simultaneously to deal with the non-linear relationships, and this is clearly an immediate task for 
future work. Because of the large size of the search space it will be essential to reduce its 

cI ornplexity by a linear separation into sub-problems, based on the dependency graph shown in 
figure 6.4. For example, if should be possible to optimise the shoulder measurements 

addition of new 
introduction of training data 
new detectors start of final 
IIIII optimisation 

independently of the hip and leg measurements. 

Figure 6.5: RIVIS error profile against training time. 
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In this work, although several discrepancy measures have been discussed, only RMS error has 

been used in the objective function. It is possible that a multi-objective approach would produce 
better results. In particular, the use of multiple evaluation functions would allow more control 

over application-specific requirements. For example, worst-case errors might be considered 

more of a liability in an unsupervised system, than in a system where an operator is present to 

detect anomalies, and perhaps choose to rescan the subject. 

6.2.6 Statistical Defaults 

Certain features have proven extremely difficult to detect by a single search criterion over all of 
the training examples. The knees are one such feature, because of the subtlety and variation 

across subjects. In most cases, a particular gradient g in x can be used to detect the lower part of 
the knee, where the surface curves outwards. However, this is not reliable in all cases, and a 
default value, based on the statistical mean of the ratio between the crotch and the floor is 

needed where the search-based detector fails. This has been computed here from the manual 
data on the training set. 

In practice, this is the only detector for which a default rule has been used. In the future it might 
be beneficial to use such statistical defaults for other features if this reduces the worst case error 
when a detector function fails. However, it is noted here that it will not be straightforward to 
detect the "failure" condition in all cases. 

6.3 Example Detectors 

Rather than describing each of the feature detector functions that generate this output, this 

section describes a few examples using psuedo-code to illustrate the typical structures and input 

attributes used. 

6.3.1 Features In Generalised Cylinder Space 

Many features can be detected by considering each body segment in terms of certain attributes 

as a function of y, distance along the vertical axis, as discussed in Chapter 5: 

c =fly) - convex hull length at y, in a slice in the horizontal plane 

In these detectors y is discrete valued. Several features can be obtained by detecting critical 
points in the convex hull function, as illustrated below. 

Calf girth 
The calf is detected as a turning point in the convex hull function between the knee and ankle: 

between y(knee) and y(ankle) 
find dc/dy = 0, d2 c/d/ <0 

calf = closed contour in xz plane 
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Seventh cervical vertebra 
The seventh cervical vertebra is detected at a discontinuity in the first derivative of the convex 
hull function, i. e., an abrupt change where the main part of the neck joins the shoulders: 

between y(head- m) and y(head-n) 
find d2 c/dy' >g 

seventh cervical vertebra = centre back point 

The parameters m and n define the y range in which the landmark is expected to lie. It might be 

expected that this detection function will not work well on people with extremely well 
developed neck and shoulder muscles, but this has not been tested here. 

Waist 
The waist can be detected where the gradient of the convex hull length is increasing rapidly, 
corresponding to where the torso increases significantly at the top of the hips: 

between underbust and crotch 
find d2 c1dy' >g 

waist = closed contour in xz plane 

Again, there are obvious cases where such a detector might fail, for example, on very 
overweight subjects. 

6.3.2 Features from Curvature and Derivative Maps 

The curvature and derivative maps discussed in Chapter 5 can be used in a similar way to 
construct detectors. 

Acrornion Points 

The acromion detector, which makes use of these attributes, has already been described above. 
In this description, u is the length along the contour that is generated when turning points in z 
are concatenated along the top ridge of the shoulder: 

between y(seventh cervical vertebra) and y(left axilla) 
generate contour on shoulder ridge by concatenating turning points in z 
find dzIdu < g, 

find dz/du > 92 
place acromion point 

Bust Girth 
The bust level can be found at the contour connecting the local turning points in x along the 
vertical axis of the torso: 

between y(axillae) and y(crotch) 
generate contour on front torso by concatenating turning points in x 
find first dx/du = 0, d 2X/dU2 

>0 

fullest bust = closed contour in xz plane 
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Note that this does not necessarily occur at a global maximum on the contour described above, 
because postural differences can result in the global maximum occurring on the abdomen. The 

nipples are then found as the turning points in the radial length parameter on the horizontal 

closed contour at that level. 

Navel 

In practice, the surface curvature attributes have not been used directly in many cases, but have 

been of more interest in providing clues about surface shape for designing the overall functional 

form for detectors. One place where surface curvature has been used directly is to detect the 

navel, which appears as a cluster of high positive curvature vertices on the centre front of the 

torso. The sum of curvature values in a U7 window are computed at eagh vertex in the vertical 
band close to the centre front of the torso, and the point at the centre of the window with the 
highest positive value is labelled as the navel. 

6.4 Experimental Results 
After development of all the detectors for the automated system, each set of scans was 
processed, using a Dell OptiPlex GXI with a 40OMHz processor and 128 MB RAM. Each scan 
took 45 seconds to process, from the raw image to surface reconstruction, feature detection, 

extraction of the measurement information and rendering. 

For the training set one scan for each of the 18 subjects in the reference posture was used. For 
the validation set twelve of the subjects had two scans in the reference posture, and the 
remainder had one scan only in the reference posture. Although the automated system extracts 
about 50 measurements, manual reference data was not available for all these values, and 
therefore results are only presented for those dimensions with corresponding reference data. 

A summary of the output is presented in tables C. 1 to C. 9 in Appendix C. C. 1 to C. 3 show 
results for measurements on the training set. C. 1 summarises the manual measurements; C. 2 

summarises the corresponding automated measurements; C. 3 presents comparisons between the 
manual and automated measurements. Tables CA to C. 9 present results for the validation set. 
CA to C. 6 summarise manual and automated measurements; C. 7 and C. 8 present comparisons 
between automated and manual measurements for each of the two scans; C-9 summarises results 
of the reproducibility experiments, comparing the automated output of the two scans. 

6.5 Discussion 

In this section the results are discussed, firstly in terms of inter-technique variation and 
reproducibility. Sources of discrepancy- between the scan-derived and reference data are then 
discussed. This is followed by a comparison of various acceptability criteria, and how the 
different performance profiles relate to particular applications' requirements. 
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6.5.1 Visual Assessment of the Output 

As the automated system processes the raw scans, it renders the results visually in 3D, shovving 

the reconstructed skin surface, the detected and labelled landmarks, and the electronic tape 

measure. This makes it possible to assess the subject's posture, and to observe where the 

landmarks and the electronic tape measure have been located on the body. Figure 6.6 shows 

some of these outputs. 

Although subjects were briefed about the reference posture for scanning. there were very 

noticeable variations, and in many cases the head was held downwards, possibly where they 

followed the motion of the imaging units. No obvious anomalies were observed in the electronic 

tape measure itself. However, some of the waist girth measurements appeared to be located 

slightly incorrectly by the automated system. In one case, where the subject had a significant 

twist to the spine, the nipple landmarks were placed incorrectly. Such variations in posture 

appear to make significant differences to the results. It would be possible to carry out repeat 

scans in order to obtain the "best" results, but this has not been done here, and so these 
differences are preserved in the results. Since sensitivity to posture is an extremely important 

issue, with many implications, it will be discussed in more detail in section 6.5.4. 

Figure 6.6: Sample output, showing landmarks and electronic tape measure. 

6.5.2 Performance on Training and Validation Data 

Measurements extracted from the scans have been compared against the equivalent manual 
measurements, and the results for signed mean, RMS errot-, %VOrsI-(*a. %e error and stall(I(ji-el 
deviation are presented in figure 6.7. Results are shown on all dimensions for which comparable 
reference data was available in both the training and validation sets. Two sets of result,, are 
presented for the validation set-one for each scan that was processed. 

lk. 
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Dimensions 
1. stature 10. upper hip girth 18. bust width 
2. nape height 11. top hip girth 19. back width 
3. crotch height 12. hip girth 20. cervical to breast point 
4. centre front waist height 13. right thigh girth 21. right mid shoulder to front waist 
5. right knee height 14. right knee girth 22. right mid shoulder to back waist 
6. neck girth 15. right calf girth 23. scye depth 
7. bust girth 16. shoulder width 24. total crotch length 
8. underbust girth 17. right shoulder length 25. body rise 
9. waist girth 
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Figure 6.7: Comparison of automated versus manual measurements. 
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Values on RMS, worst-case error and standard deviation of error appear to be strongly 

correlated. Three dimensions stand out as having especially high values on these, corresponding 

to peaks on all the plots: the waist, upper hip and back width. A noticeable feature is the 

similarity between the performance of the two validation sets, and the difference between these 

and the training set. It would normally be expected that the results for training and validation 
data would be significantly different, since the validation data constitutes previously unseen 

samples. However, there are also other factors that can account for differences. Firstly, the two 

sets of measurements were collected by different teams of measurers, possibly with slight 

random variations and systematic differences, in the procedures used. Secondly, the two sets of 
data were drawn from very different ranges of body types, as summarlsed in table 6.1. The 

validation set was drawn from a more narrow range of ages and body mass indices, although the 
height and weight ranges are similar between the training and validation sets. 

The distribution of the differences between the manual and automated measurements for ail 

subjects, over all dimensions, are presented in the histograms in figure 6.9. Both distributions 

have means close to zero, and appear to be approximately symmetric about the mean, with the 

spread of values significantly higher for the validation set. 
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A Bland-Altman plot of all the data is shown in figure 6.9. comparing manual measurements and 

automated measurements from the validation set. If the two measurement techniques are to be 

considered equivalent the plot should show a random scattering of points close to the yýp line 

[BIA186]. The absolute measurement values appear to cluster in several groups along the -V axis, 

and therefore it is not appropriate to draw too much from this combined plot, but to separate the 

data by attribute and by subýject, as discussed below. 
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Figure 6.9: Bland-Altman plot of all manual versus automated measurements. 

Figures 6.10-6-12 show plots of selected measurements (bust, waist and hips). All appeal- to 

display some trend in the data, which suggests that the automated technique cannot be 

considered to be equivalent to the manual measurement method. For example, on the hip 

measurement, with increasing hip girth, there appears to be an increasing, negative difference 

between the two techniques and vice versa for the bust measurement. The waist data tends to 

become more spread (positive and negative) at higher absolute measurement values. In other 

words, there appears to be an increasing discrepancy between the techniques as the waist girth 

becomes larger. 
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Figure 6.10: Manual versus automated measurements for the bust. 
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Figure 6.11: Manual versus automated measurements for the waist. 
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Figure 6.12: Manual versus automated measurements for the hips. 

An adjustment can be made to the automated measurements by adding the mean difference 

value to improve the agreement between the two techniques. While leaving the spread ol'values 

the same, this shifts the data to give a mean difference of zero. If such a correction is made, tile 

spread of values on the hip and bust measurements may be considered sufficiently sanall that the 

values obtained by the automated system are acceptably close to the manual measurements. The 

waist measurements show a wider spread, and therefore might be considered to differ 

unacceptably from the manual method. The decision of acceptability depends on the use to 

which the measurements will be put, and will be discussed again insection 6.5.5. 

It is interesting to compare the observed variation for each dimension across all subjects as 

measured manually, and the observed error on automated measurements for that dimension. 11'a 

dimension shows a large variation across subýjects, then it is especially important to be able to 

extract an accurate measurement from the individual's scan, whereas dimensions with low 

variation can be more readily predicted statistically. Figure 6.13 below shows the RMS value 

versus the percentage variation observed for each dimension over the vahdation set. The outlier 

corresponds to the back width, which is discussed in more detail in -section 6.5-4, relating to 

scan posture and measurement sensitivity. There appears to be no significant increase in RMS 
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values as the percentage variation increases, which suggests that dimensions with high variation 

are extracted with equal accuracy to those with low variation. 
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Figure 6.13: RMS(s, m) versus % variation on manual measurements. 

The previous discussion dealt with the data for all subjects together. 11' the measurements I'or 

each subject are considered separately, it should be possible to detect any particular bias in the 
difference between the techniques for a given subject. Two sub lects have been chosen at 
random, and their Bland-Altman plots on all measurements are shown below in fwurc 6.14. 

Both have mean difference values close to zero and p-+2(3 :: - ±50 mm. Although no particular 
trend appears to be present, the spread is very wide, suggesting a lack ofagreement between the 
techniques. When considering individual dimensions, however, as In figures 6.10-6.12, it 
appears that a correction factor could be used to improve the agreement between tile technique,,, 

and thereby reduce the spread observed in figure 6.14. 
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Another important attribute of the automated system is its robustness over a varied range of 

subjects. Figure 6.15 shows the RMS on all measurements for a given subject versus their BMI. 
I 

No trend is observable in the data. However. it was noted before that the validation set has only 

a relatively small variation on many attributes, and therefore it would be interesting to be able to 

obtain robustness measures over a larger range of subjects in the future. 
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Figure 6.15: RMS(s, m) versus BMI. 

6.5.3 Intra- and Inter-Technique Variation 

This section first discusses the reproducibility of repeat measurements vvithin a given technique, 

and then discusses some results for comparison of traditional measurements against those 

extracted from 3D scans. 

Measurement of intra-technique variation is important for several reasons. Firstly, inter- 

observer error is fundamental to in vivo experiments with measurement extraction from scans, as 

manual measurements are used for reference, and therefore it is important to know the order of' 

precision for this type of data. Secondly, inter-observer variation can be used as a means of 

monitoring performance of manual measurers [GBCC891. Thirdly, inter-observer error on 

manual measurements can be used to determine acceptability values for measurement error of' 

the automated system lBrGr991. This is a very important issue for judging the viability of' tile 

automated system for its various applications, and therefore this topic Is discussed fUrther, in 

section 6.5.5. Fourthly, if large systematic errors are present in scan-derived measurements, hut 

repeat measurements show a low variation, then the error can be more easily isolated, and a 

means might be found to compensate. 

Table C. 9 in Appendix C presents results on reproducibility. Figure 6.16 illustrates this by 

comparing measurements extracted from the two validation scans. and plotting this as RMS 

error between the two (lightly shaded squares). For reference, the figure I,. a so shows RMS cI-rOTS 
for the first scan against manual measurements (heavily shaded diamonds). This indicates much 
lower differences between measurements taken from two scans of the same subject, as opposed 
to the differences between scan and manual measurements, which is an encouraging result. 
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Figure 6.16: Reproducibility - RMS(scan #1, scan #2) and RMS(scan #1, manual). 

Gordon et al discuss Inter-observer error amongst skilled measurers using traditional 

anthropometric methods on a wide range of dimensions. Mean absolute differences are less than 

10 mm on most dimensions, but a few have up to 24 mm error JGBCC89J. Brooke-Wavell et al 
describe experiments to record Inter- and intra-observer variability, using traditional methods, 

and also by extracting measurements manually frorn scans with pre-placed marks at key points 

[BrJW941. In all cases the differences are between approximately 2-13 min over several 

measurements on the neck, shoulders and torso. Not surprisingly, the intra-observer difference is 

generally lower than inter-observer difference. Typically the inter-observer difference I.. s greater 

on traditional measurements than on scans, and intra-observer difference Is less on traditional 

measurements than on scans. Bradtmiller and Gross also report inter-observer differences on 

traditional measurements, with similar values to those found by IGBCC891 and I BrJ W941. 

Previous comparisons between anthropoinetric measurements from whole-body imaging 

systems and traditional measurements have been made by several groups of researchers, 

although few results have been published [BrJW941 [Daan981 [BrGr991. In those studies 

subjects were scanned with flat or protruding landmarks pre-placed before scanning, and the 

measurements were extracted manually from the 3D scans. The results for the system described 

in this thesis are significant, as they appear to be the first to be published, to date, for a JuIN 

automated system [DKWB98] [DeTr9g] JDDBT991. 

Brooke-Wavell et al presented results using LASS IJWHR891 for measurements on the neck 
and torso, with mean differences mostly II mm or less, but some up to 28 min I BOW941. 



161 

Daanen used data from a Cyberware scanner [Cybe93], manually extracting arm and leg 

circumferences, with up to 17 mm mean absolute error [Daan981. Bradtmiller and Gross 

presented results for measurements on the arms and torso, again using data from a Cyberware 

scanner [BrGr99]. Mean absolute differences for comparisons between the traditional and 

manually scan-extracted values were mostly between 7 and 25 mm, with a few values 

significantly greater than this. 

Because of the differences in the dimensions measured and reported in the various studies, it is 

difficult to make comparisons, however, an attempt has been made in table 6.2 to summarise 

aspects of intra- and inter-technique measurement. Differences are shown for: inter-observer 

error on manual measurements [GBCC89] (column 1); the difference between traditional 

measurements and those extracted manually from scans [BrJW94] [BrGr99] (columns 2 and 3); 

differences between traditional measurements and the fully automated system (column 4); 

reproducibility measurements for the automated system (column 5). Note that the values for 

[BrJW94] are means of the signed difference values, whereas the other data sets are for mean 

absolute differences. 

It is interesting to note that the intra-technique reproducibility of the automated system (column 
5) is better than the skilled manual measurers (column 1) on these dimensions. In the inter- 

technique comparison (columns 2 to 4), where the measurements extracted from scans are 
compared against traditional measurements, the values are higher than the intra-technique 

values. 

Tabla A-2! Diffprpnrp-m Imml fnr mammitr,: %rng%nf- -- 
MA I D(ml, mj)2 

[GBCC891 
R(s, m) 

[BrJW941, 
MAD(s, m) 
[BrGrgg] 

MAD(s, m) 
'automated 

MAD(sl, 32). 
automated 

bust 12 -17 16.5 16 6 
crotch height 6 - 16.1 10 4 
neck girth 5 11 7.1 

- 
26 6 

hip girth', '--'ý' 8 -6 7.8 - 7 2 
waist circumference, 10 11 16.43 25 9 

mean absolute 8 11 13 17 5 

6.5.4 Sources of Discrepancy 

Many potential sources of discrepancy between automated and traditional measurements have 
been mentioned earlier in this chapter. In this section these issues will be discussed in more 
detail. 

2 Each subject was marked up only once before repeat measurements by different observers. 
3 The waist is measured in two ways by [BrGr99] from a scan; the mean of the two values Is given here. 
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The early processing of the scan data, described in Chapter 4, raised several potential sources of 

error. One of the main problems is in occluded areas. The areas most strongly affected are the 

underarms, crotch, and on the insides of the legs and arms. However, these areas are important 

in many anthropometric processes, and so it is important that the segmentation and 

reconstruction processes can deal with them adequately. The tests carried out in Chapter 4 

indicated that the segmentation of the legs worked well, but that the underarms were often 
detected a centimetre or two too low on the body. In addition, the inner surfaces of the arms and 
legs still appeared slightly "rippled", even after smoothing. This might be expected to cause 

problems for the procedures that detect minima and maxima on the surface. The successful 
detection of dimensions such as the maximum calf girth and minimum ankle girth, indicates that 

this does not appear to be the case, however, no tests have been carried out here on arm 
dimensions. 

Tests were carried out in Chapter 5 to isolate the differences between the electronic tape 

measure and its real counterpart, without errors from the automated detection of features, as 
explored in this chapter. The electronic tape measure was placed manually on the scan images to 

extract various types of surface measurement, and compared against the equivalent measured in 

vivo. In most cases a very small error (-I%) was reported, which provides a baseline error level 
that would be expected. 

Discrepancies in measurements arising from contact and non-Contact differences have been 
discussed before [BrJW94] [Daan98] [BrGr99]. The use of pressure from a taut tape measure 

.S tends to pull in loose fabric, which may cause some of the difference in dimensions . uch as the 
trunk circumference and total crotch length (although these measurements also have other 
potential sources of error, such as those arising from occlusion). Compression of tissue has also 
been raised by the researchers mentioned above, so it is of interest to detennine if it contributes 
to errors here. Given the observed magnitudes of discrepancy between the automated and 
manual measurements presented here, and the many other sources of error, it is assumed that the 
compression issue does not contribute significantly. It is also possible that some errors would 
also be introduced because of the assumption of planarity in the electronic system, whereas 
some contours, such as the neck base, do not lie exactly in a plane, although this has not been 

tested here. 

The largest source of errors in the automated system is perhaps the lack of tactile feedback in 
locating skeletal features such as the iliac crest,, acromion points, seventh cervical vertebra and 
trochanters. This would be expected to contribute to error on most measurements, and have 
knock-on effects for dimensions that require the use of several landmarks that are "difficult" to 
locate. For example, the total crotch length is dependent on the waist location, but the error 
arising from an incorrectly located waist is doubled, because the measurement is taken from 
front to back. It also potentially suffers from errors because it requires access to the occluded 
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area around the crotch, and may be overestimated because of loose fabric. In addition, the 

images used here do not provide textural feedback, which was used for the manual detection of 

natural landmarks by [Li97] and for the automated detection of pre-placed fiducial markers by 

[GMHW951 [LeNu981. 

It was noted earlier, in Chapter 2, that the posture used for this work does not match the range of 

postures adopted by a live subject when being hand measured. It is likely that this will cause 

some discrepancy between the two techniques, which may cause systematic differences. This 

was also noted by Bradtmiller and Gross [BrGr99]. Some measurements, such as the back width 

and bust width, show very high RMS values, and so the sources of these discrepancies must be 

investigated. When the arms are held away from the body, as in the reference posture, the 

subject may choose to hold them in a wide range of positions, and back width is strongly 
sensitive to the arm position. The standard posture for measuring this dimension in vivo is with 
the arms relaxed at the sides, which is much more reproducible. Bradtmiller and Gross also took 
traditional measurements of the back width with the arms held away from the body, to give a 

more appropriate correspondence between the manual and scan-derived data [BrGr99]. 

The arm position also affects the detection of acromion and axilla landmarks. If the arms are 
held too far away from the body, and the natural shape of the shoulders becomes less well 
defined, then the detector tends to find the feature at the top of the arm, rather than on the 

shoulder itself. If the arms are held too closely to the body, then the axilla landmarks tend to be 
detected too low down the body. 

Postural disorders were briefly mentioned in Chapter 2. Such cases are not uncommon in the 
sample data, and result in significant twisting laterally, dorsally, and about the vertical axis. 
Differences in shape of the torso can also arise simply from changes in posture in a healthy 

person. This is illustrated in figure 6.17, where top views are shown for a subject whose body 

twists slightly about the vertical axis. In this subject the nipple landmarks were not detected 

correctly. The twist to the torso could account for the failure of the detection method, which 
uses turning points in the radial distance function around the centroid. 

Differences in posture are of particular relevance in detecting contours that are defined in the 
horizontal plane. For example, the waist can be defined as being parallel with the floor. 
However, if the left and right iliac crests are not level, a large overestimate in the true waist 
girth is obtained. With human observers using a tape measure, it is possible that an unconscious 

compensation is made for small postural deviations such as this, whereas the software measures 
exactly parallel with the floor if it is programmed to do so. A significant improvement might be 

obtained by allowing the automated system some degree of freedom in the sampling plane for 
dimensions such as the waist, even if the specification defines it to be exactly horizontal. The 

neck girth is found by locating the minimum girth in the neck region, allowing two degrees of 
freedom: translation along the neck axis, and a pitching rotation about a pivot on that axis. This 
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works well if the subýject holds their head with approximate lateral symmetry, but if there is a 

significant shift left or right, then the girth will not lie on a minimum. If the degrees of freedom 

are increased, to allow a rolling rotation, then it has a better chance of success, however, this 
does increase the computational requirements. 

Figure 6.17: View from above, showing twist about the vertical axis. 
(a) Surface model, (b) horizontal convex hulls on girths at intervals over the body. 

Inter-observer and inter-technique differences have been discussed in section 6.5.3. On many 
dimensions a slight variation in the procedure does not result in a large difference on tile 

measurement. For example, on many subjects there is a range of a few centlinetres on tile full 
hip area where a similar girth measurement is found, and therefore this dimension is not strongly 
sensitive to the exact vertical location at which it is measured. The upper hip, on tile oth I er hand, 

is located at a part of the body where the girth changes significantly, depending on the vertical 
location at which it is measured. Not surprisingly, this dimension has a very high RMS error in 

the automated system. 

6.5.5 Acceptability Measures 

The discussion so far has not addressed the acceptability of the results for any particular 
application. Of particular interest is how the results on the fully automated system relate to the 
requirements of the applications outlined at the very start of this thesis, in figure I. I on page 13. 

Specific numeric limits on acceptability have been proposed by BradtmIlller and Gross 
[BrGr991, who discuss three sets of criteria: 

e values based on inter-observer error on manual measurements frorn the 1988 
Anthropometric Survey of US Army Personnel (ANSLJR) IGBCC981, 

* expert tailors' criteria, 
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* grading between sizes on main dimensions for off-the-peg clothing. 

In addition, ISO 8559 states acceptable error levels as 1% or 5 mm, whichever is lower [ISO89]. 

A sample set of values on women's measurements for these different criteria are shown in table 
6.3. Note that the tailor's quoted acceptable error values are not symmetric about zero, since an 

underestimate has more serious implications than an overestimate. The grading values show half 

the size difference between dimensions on off-the-peg clothing. The fourth column shows the 

acceptability levels listed in ANSUR [GBCC89]. 

Table 6.3- AcceDtabilitv values (mm) for measurements on women. 
IS08559, 
DS0891 

-. ý, Aallor's 
r991 

grading 
[BrGr99] 

'ANSUR 
[GBCC89] 

bust girtK' 5 -6.4 to + 12.7 25.4 15 

crotch height - 5 -6.4 to + 12.7 50.8 10 

neck girth 3.5 ±6.4 12.7 6 
hip glrth'ý 5 -6.4 to + 12.7 25.4 12 

waist girth 4 -6.4 to + 12.7 25.4 12 

mean 5 9 28 11 

Figure 6.18 summarises the results presented in tables 6.2 and 6.3. Each horizontal line shows 
the mean of the difference values for the five listed dimensions. The vertical lines show the 
quoted acceptability levels for errors. 

"Acceptability' criteria 

Manual surveys 
MAD(ml, m2) [GBCC89] 

Pre-marked subjects, manual 
extraction from scan 

g(s, m) [BrJW94] 
MAD(s, m) [BrGr99] 

No pre-marking, fully 
automated extraction 

MAD(sl, s2) 
MAD(sp) 

ISO 8559 tailor nmrfinn 

Figure 6.18: Summary of mean differences and acceptability levels. 
s= scan, m= manual 

The implication of the ISO 8559, tailor's and grading criteria is that these values are the highest 
acceptable error levels. However, since it is the discrepancy between manual and automated 
techniques that is being assessed, the confidence in these measures cannot be higher than the 
precision of the reference data itselL The ISO 8559 highest acceptable error values are, in fact, 

10 20 30 mý 
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much smaller than the mean inter-observer differences recorded for skilled measurers on several 

manual measurements by Gordon et al [GBCC89]. This suggests that the ISO error level is not 

achieved by skilled manual measurers, and therefore it is not even possible to measure errors to 

the levels prescribed by the ISO standard using in vivo measurements as reference data. 

However, the reproducibility of the automated system does appear to be close to this range, 

which is very encouraging. 

Only a limited set of common results is available for the other studies, so this comparison only 

gives an approximate indication of the order of errors obtained by the different methods. A more 

thorough comparison would be interesting if more data becomes available in the future. In 

particular, it would be interesting to compare against another fully automated system, although 

at present it has not been possible to gain access to such data. 

Intuitively it would seem that the strictest criteria would be needed for made-to-measure 

clothing, and this would need to be considerably better than the grading differences between 

sizes for off-the-peg clothing. However, if a person's whole set of individual measurements is 

used for a made-to-measure garment, each dimension contributes to the customised size of the 

garment. Therefore a good made-to-measure fit might be obtained even if the errors are similar 

to the grading differences. 

In terms of prioritising the accuracy requirements, it would generally be expected that those 

dimensions that exhibit larger variation across the population would be more important to 

extract accurately by the automated method, while dimensions that have lower variation, such as 

the shoulder length, might be estimated from mean population values. Figure 6.13 shows the 
RMS error as a function of percentage variation on a given dimension, and no particular 
difference is found between the RMS on dimensions with low or high variation. However, the 

priority of accuracy clearly also varies across applications, each of which may have different 

critical dimensions. 

One of the important attributes of the applications, illustrated in figure 1.1 on page 13, is the 

presence or not of system supervision. Worst-case error levels for each dimension are especially 
important if the system is to be used without any human intervention to check the validity of 

results. Paradoxically, large errors might not be problematic, as they would be easily noticed by 

an operator, or a means might be devised to detect them automatically for an unsupervised 

system. However, smaller errors would be more difficult to detect. Similar issues arise in 

manual methods, where transcription and arithmetic errors tend to result in large and obvious 

error values, but slight differences in procedure result in small errors. 

6.5.6 Conclusions 

This section has discussed many of the sources of discrepancy between manual measurements 
and the automated system, and the implications on acceptability of the results. 
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The sets of data used in this work are fairly small (18 subjects for training and 18 for 

validation), so the results must be considered in this light. The adult female subjects are taken 

from a range of low to medium body mass index, and a wide range of heights, and the results on 

various metrics appear to be consistent across this range, with no apparent degradation in 

performance at the extremes of the range. 

The use of traditional measurement methods for collecting reference data raises several 

problems. Firstly, the acknowledged inter-observer error for even skilled measurers means that 

comparisons are being made against data of limited precision. Fortunately, such inter-observer 

error is well documented, and so it is possible to make an estimate of the precision of the 

reference data. 75% of discrepancies between the traditional measurements and the output of the 

automated system are less than 25 mm. This value has been chosen here as being significant in 

terms of garment grading, and therefore places the results in the context of target applications. 
Reduction of these worst-case errors is required if the system is to be used unsupervised for 

applications requiring high accuracy. 

Work has been carried out by others to extract measurements from 2D and 3D scans, however, 

little has been published to date [BrJW94] [Daan98] [BrGr99]. In those studies artificial 

markers were placed on subjects prior to scanning and measurements were extracted manually 
from the scans. When compared against traditional measurements, the errors are typically 
higher than inter-observer error by human measurers, and similar to the automated system. This 

is especially significant, because the system described in this thesis is fully automated, whereas 
the procedures used in related studies required considerable human intervention. 

When automated measurements from multiple scans of the same subject are compared, the 

results are similar to the inter-observer error on traditional measurements. This has implications 

in attempting to reduce the error on the automated system, which is one of the most important 

areas for immediate future work. Bland-Altman plots of the differences between manual and 

automated measurements for each dimension indicate that some improvement could be made by 

adding a correction factor to each measurement obtained by the automated system. The 

correction factor might be as simple as the mean difference between the automated and manual 

measurements for each dimension. This would not reduce the variance of the differences, but 

could reduce the RMS error obtained. 

Many potential sources of discrepancy between traditional anthropometry and non-contact 

methods have been discussed. Errors may arise because of occlusion, deformation of loose 

fabric, or soft body tissue. However, the most important difference appears to be the sensitivity 

of the observed measurements to body posture [BrJW941 [BrDR97] [DKWB981 [BrGr99]. 
These issues arise not only in extraction of measurements from 3D scan data, but also for 

manual measurement. Posture is of particular significance for anthropornetry using opto. 
electronic systems, as the subject is captured in a given stance for any one image, and the 
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requirements of anthropometry must be weighed up against the quality of the surface image in 

that stance. In this work subjects were assumed to be standing in an approximate reference 

position, but within that constraint they were permitted a considerable amount of freedom, 

which is important if the system is to be used unsupervised. 

In order to deal more effectively with variations in posture, significant improvements might be 

made by allowing the detector functions a greater degree of freedom. For example, when 

detecting the waist girth, better results might be obtained if it is assumed that the waist might lie 

in any plane. Relaxing such constraints on search will increase the computational time required, 
but given the speed of the current system (45 seconds to carry out all the processing), it would 
be justified if such key features can be located more accurately and robustly. 

6.6 Summary 

Using the library of operators created in Chapter 5, a set of automated feature detection 

functions for surface anthropometry has been developed and tested against reference data 

collected manually on women. The results generally show good performance, with consistent 
behaviour over a range of subjects' size and shape, and consistent behaviour over dimensions 

that exhibit large and small variability. Although the reproducibility of the automated system is 

very good, it was noted that the worst-case errors are high for some dimensions, and certain 
dimensions are sensitive to posture. 



Chapter 7 

Assessment 

This chapter provides a critical assessment of the work presented in this thesis, firstly in terms 

of the overall approach to modelling, feature detection, its implementation and testing 

procedures. This is followed by an assessment of the automated system itself, according to the 

criteria set down at the end of Chapter I and, finally, the research contribution made by this 

work is presented 

7.1 Research Goals 

The goals of this work were outlined at the start of the thesis, in section 1.2 of Chapter 1, and 
are worth restating here. The aims were to develop techniques for processing opto-electronic: 

range images of the human body, and to integrate these techniques into an automated system, 

which could be applied to problems in anthropometry. The work that has been presented in this 

thesis goes some way towards achieving these goals. Throughout this work the aim has been to 

test and analyse potential sources of error, before moving on to the next stage of development. 

Therefore each stage has been assessed as it appears in sequence in the thesis. However, it is 

worthwhile to stand back and discuss the work critically as a whole, now that the system has 

been developed and tested. 

7.2 Assessment of the Approach 

This section discusses the overall approach to the problem, and critically assesses each stage of 
the work. 
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7.2.1 Surface Modelling 

Chapter 2 presented some qualitative experiments to analyse the raw scan data, and the data was 

analysed quantitatively in Chapter 4. This made it possible to make use of attributes of the data, 

such as the observed sampling density, to design partially data-driven operators for cleaning and 

surface modelling. By addition of some prior knowledge of the image capture system, the 

subject's stance, and a generic model of the human body shape, these low-level processing and 

surface modelling operations were made more effective and more computationally efficient. 

After some experimentation with simple, generic surface growing techniques, a radial expansion 

matrix representation was introduced. This is a constrained form of generalised cylinder, where 

each body segment is represented by a two-dimensional array of points, wrapped about the 

principal axis of that segment. This representation appears to be suitable for the human body, 

although some limitations were noted. For example, slight artefacts are introduced where the 

surface "fills in" certain subtle concavities, which appear on some subjects between the upper 
humerus and outer clavicle, between the trapezius muscle and clavicle, under the chin, and at the 

axillae where the arms join the torso. This representation has many advantages in subsequent 
processing, because of its regular structure. For example, the quadrilateral grid makes it possible 
to use traditional two-dimensional image processing operators, for example, for smoothing and 
edge detection. 

In order to transform the raw range data into this representation, it must first be segmented. 
Operators to detect the main branch points of the body, at the crotch and underarms, were 
devised and tested on a range of subjects, including men, women and children. The leg branch 

point detector initially required the use of an external input, the subject's weight, as a parameter, 
but a surrogate for this value was introduced, by sampling convex hull lengths on the torso. This 

made it possible for the whole process to operate without intervention, while adapting to the 

varying body size and shape of the range of subjects. The branch points for the arms were more 

problematic, as they are very sensitive to the position of the arms. If the subject's arms are held 

too close to the body, then the branch points are detected too low down the torso. 

The mesh structure is then fitted onto the segmented data. In order to impose the regular 
structure, data must be pruned from regions that are densely sampled, and empty elements of the 
mesh must be filled in. A simple, computationally efficient interpolation technique was devised 

that makes use of knowledge about the image capture process and the predicted areas of data 
loss. The technique works well on small areas of missing data, but generates a "lathed" effect 
over large gaps in the data, for example on the inner surfaces of the legs. This arises because 
limited use is made of vertical coherence. Consequently, a more sophisticated interpolation 

technique might be appropriate over such areas, 'with a potential increase in computational 
complexity. 

I 
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The smoothing operators appear to produce acceptable results at relatively low (between two 

and five) iterations, although no systematic tests were carried out to validate this process 
independently of the other surface generation processes. Some loss of useful detail, such as the 

edges of clothing, was observed because the operators used are isotropic. While this does not 

appear to affect the subsequent feature detection processes, it may be of importance for 

visualisation. An anisotropic version was proposed, whereby the isotropically smoothed 

surfaces are processed to extract curvature values; the surface is "desmoothed", and the 

curvature values are then used to control the iterations of the smoothing operator. In an ideal 

system an appropriate smoothing level would be obtained in a data-driven manner for each part 

of the surface. In this system the levels for each body segment were selected empirically. If the 

system is to be adapted for independence from the source of the range data, it will be necessary 
to make the smoothing fully data driven, to deal with differences in density, error levels, and so 
on. 

The discrete polygon mesh representation has been justified for many reasons, but it does have 

some shortcomings. A more suitable form might be a spline surface, which allows direct 

calculation of derivatives. Another benefit of spline-fitting is that considerable compression-of 
the order of 1000 times-is possible. Previous work on spline representations of the human 
body has been done by Li and Jones [LiJo94] [Li97], and concurrent work has been carried out 
by West and Douros [West97] [Dour98]. West's spline fitting process provides a more 
conceptually straightforward solution to some of the cleaning and redundancy problems 
described in Chapter 4, but the iterative nature is computationally expensive, and therefore 
inappropriate for this work. Douros has subsequently built on this work, developing a fully 

closed, whole-body form, composed of spline patches with continuity and smoothness 
constraints imposed across the segment boundaries [DoDB99]. 

7.2.2 Shape Analysis and Feature Detection 

Chapter 5 investigated techniques to extract size and shape characteristics of the polygonal mesh 
body surface, from high-level relational attributes, to local attributes such as curvature. Firstly 

some aspects of high-level structure were explored. By generating the central axes of each body 

segment, relational attributes such as front, back, left and right can be applied, with respect to 
the axes. This is of particular relevance in constraining the search for features and improving the 
computational efficiency. As features such as point landmarks and contours on the surface of the 
body are discovered, they are used to further constrain the search for other features. In this way 
the body surface is gradually mapped with an increasingly rich set of information. 

in addition to the use of higher-level structure, local differential geometry was used as the main 
means of controlling the search for surface features. Curvature-based approaches have been 
used successfully in the past for feature detection in other domains [AsBr86] [PoBr871 
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[LeTW951. The segmented matrix representation of the body was shown to be convenient for 

extracting the differential attributes, as the two-dimensional format makes it possible to use 

versions of traditional image processing operators, for example, for gradient estimation. In 

addition, a computationally efficient means of calculating curvature was devised, which does 

not rely on analytical function fitting, or the use of surface nonnals, as required by most other 

approaches. The method devised here for curvature estimation is not a general-purpose one, 

however, the assumptions that it makes are shown to be valid within the modelling system used 
here for the human body. 

Contours are fundamental to surface anthropometry. Chapter 5 presented a set of techniques for 

generating surface contours, based on a minimal set of control points, to simulate the behaviour 

of a tape measure. Although the main motivation was for extracting measurements within the 
fully automated system, attention was also paid to the interactive use of the 64 electronic tape 

measure". to make it a flexible tool for experimentation. In order to achieve computational 

efficiency, certain assumptions were made, such as planarity of the contours. Tests were carried 
out to compare the electronic tape measure with measurements taken using traditional methods, 
and a good correspondence was found, with only I% difference in the large majority of cases. if 

only two control points are used to define a contour, the plane is under-defined. Occasionally 
the plane is inferred incorrectly, resulting in large errors. This problem needs to be addressed 
before that particular feature of the electronic tape measure can be used reliably. 

These generic operators to extract local and global size and shape characteristics were then 
brought together into a feature detector library, which was designed to be compact yet 
expressive. In Chapter 6a systematic method was described to use this library to develop 
detector functions for specific anthropometric features. Although the feature detection processes 
make certain assumptions about the subject's posture, there is no assumption of left/right 

symmetry. This degree of freedom is important in extracting meaningful information on 
individuals, rather than using an idealised view of the human body. 

The functional form of each detector was designed by hand, but the parameters within the 
detectors were optimised automatically, by sequential exhaustive search. Because of the non- 
linear relationship between features, the performance of the resulting detector functions is 

almost certainly affected by the order in which each parameter was optimised. Therefore an 
obvious improvement would be to optimise inter-dependent features together, using, for 

example, a stochastic search technique in an attempt to deal with the extremely large search 
space [KiDe951 [DeKi96]. However, the longer-term goal is to use the feature detection library 

as the input primitives for a full leaming system, for example, using genetic programming. The 
results for the interactively built functions described here, and some prior work in genetic 
programming and machine vision suggests that this, might be an achievable goal [Poli961 
[HaBu971. 
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Although the function-based approach has been the focus of this work, some other potentially 
interesting approaches have emerged. By reducing the three-dimensional body surface to a two- 

dimensional matrix representation, there appear to be many possibilities for exploring shape, 

which have perhaps been under-exploited in this work. One example was presented in which a 

template-based technique was used to detect a feature (the navel), using a local matrix of 

curvature values. However, other possibilities include the use of statistical techniques for global 

shape characterisation, based on the whole-body or body-segment matrices of curvature. 

7.2.3 Performance Testing 

In testing the automated system, the first issue is how to collect reference data against which to 

compare the output. As the system is to be used on living people, who breathe and move and 

adopt a range of postures, it must also be tested on living subjects. 

In Chapter 4 the processes from raw data to the generation of whole-body surfaces were 

validated by comparing the enclosed volumes with existing state-of-the-art volumetric methods 
in vivo. Adult and child subjects were scanned and then measured by underwater weighing and 
air plethysmography [FJLC92] [MGBM95]. Results showed close correspondence between the 
three techniques, with a slightly higher discrepancy between the scan-derived measurements and 
the other two methods. Although the differences were small--4ess than two litres in all but two 

cases--the precision of the scan-derived method is not sufficient to be used in determining body 
fat, which is one of its potential applications. The differences might easily be attributed to the 
variable lung volume held by subjects during scanning, a point noted previously by [SmJW90]. 
Pilot tests have been carried out to assess the effects of lung volume on the scan-derived 
volumes [WDFE991, indicating better precision, but still some discrepancies, which are not yet 
resolved. 

Although this method of assessment provided a general indication of the validity of the 

processing techniques, it is clearly a rather insensitive method. More convincing validation data 

might be derived using realistic humanoid phantoms for volume estimation, and with more 
extensive investigation of other measurements on live subjects, such as surface contour lengths, 

and so on. Chapter 6 presents a more detailed set of experiments on surface anthropometry. 

Several approaches were discussed for collecting reference data for surface anthropometry, each 
of which appeared to have serious difficulties. The method used here was to compare the 
surface length measurements of the system against measurements taken by traditional methods. 
As indicated, this approach has some problems, notably that manual measurements are known to 
be prone to intra- and inter-observer error. This puts limitations on the precision at which errors 
on the automated system can be measured. Extensive work has been carried out by other 
researchers to assess such variations in traditional ant 

' 
hropometric procedures, so a good deal of 

data is available, which indicates a consensus on the expected inter-observer differences for 



174 

trained measurers [GBCC89] [BrJW94] [Daan98] [BrGr99]. These statistics provide a useful 
benchmark against which to test the performance of the automated system. 

In addition, some limited information is available from previous studies where subjects were 

scanned with pre-placed markers at key points, and measurements were extracted by manually 
locating these markers on the processed images [BrJW94] [Daan98] [BrGr99]. 

Results obtained by the automated system developed in this thesis were presented for two sets of 

subjects. The first set of data corresponds to the hand measured and scanned subjects, whose 

manual measurements were used to train the automated system. The second set of results is for a 
validation set of subjects, who were also hand measured, and in each case two scans in the 

reference posture were taken. Results obtained from each scan were compared against the 

manual data. Results from the two scans were also compared against each other to measure the 

reproducibility of the automated system. Acceptability criteria were discussed to enable the 

significance of the results to be analysed, in terms of the potential applications of the automated 

system. 

Differences between the manual and scan-derived data were analysed using several metrics. The 

absolute difference between the values obtained by the two techniques showed close agreement, 
and in most cases were within the range of grading steps between clothing sizes. However, some 
higher-magnitude discrepancies were also observed, which need to be addressed. In terms of 
reproducibility, the system appears to perform extremely well, with results similar to those 

recorded for inter-observer differences on purely manual measurements [GBCC89] [BrJW94] 
[Daan98] [BrGr991. 

In addition, performance was analysed in terms of robustness over the range of body mass 
indices (BMI) in the sample set, and robustness over the range of different dimensions. In each 
case the performance appeared to be consistent across the range of BMI, with no observable 
degradation in performance. However, the experiments were carried out on a fairly small 
number of subjects (18 women of low to medium BMI in each set). The consistent results 
suggest that there should be good confidence of the system's performance on other similar 
subjects, and possibly on subjects just outside of the range tested. However, the results do not 
i mply any expectation of the system's behaviour on children and men, or on women of very high 
BMI or very unusual body shape. 

The comparison of the automated system with in vivo measurement has con i ed some firm 

problems that have been noted before [BrJW94] [BrDR97] [BrGr99]. An extremely important 
issue is posture, and reconciling the difficulties of capturing good quality 3D data with 
anthropornetric requirements. In this work an attempt has been made to extract as many 
measurements as possible from a single scan, with the not unexpected result that some 
dimensions, such as the back width, show consistently high errors. 
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7.3 System Assessment 

At the end of Chapter I some assessment criteria were defined for the automated system. Each 

of these will now be discussed to evaluate how well the system has met these objectives. 

7.3.1 Minimal Intervention 

In order for the system to be widely adopted by potential users, it is necessary that it is 

straightforward to process subjects and to extract the information of interest. The system 
developed here requires subjects to adopt an approximate reference posture, but within that 

posture a range of variation is permitted. No pre-marking of the subject and no special clothing 
are required, although better results are obtained if close-fitting clothes are worn, and a 
swimming hat is used, to hold the hair away from the neck and to flatten the hair to reveal the 
true stature. Once the subject as been scanned, the image is downloaded by a single mouse click, 
and another mouse click sets the automated software running, to clean the data, reconstruct the 
skin surface and extract the anthropometric information. 

Thus the system would appear to meet the minimum intervention criterion very well. However, 

some limitations of the system, arising from sensitivity to posture, were noted. It would be 
interesting to explore what improvements could be made to allow the whole hardware and 
software system to be used by untrained subjects to capture their own 3D scan and extract their 

own body metrics unaided. 

7.3.2 Geometric Accuracy 

Volume and surface anthropometry measurements show results to within a few per cent of the 
reference data in most cases. For a machine vision system to work this well on an object as 
complicated and variable as the human body, with relatively little control of the image capture 
conditions, is an encouraging result. However, the applications tackled here are extremely 
demanding, and many potential users of such data would still consider these results to be 

unsatisfactory. 

For estimation of body fat content the volume measurements must have less than 1% error 
[, WDFE99], and therefore further improvements would need to be made for the system to be 
used successfully in that application. It is possible that loss of data from occlusion is a 
limitation, and better results might be obtained from raw data with better coverage, especially on 
the'inner surfaces of the legs. However, it is also possible that the error might be reduced by 
improving the surface reconstruction processes, using the existing range data. 

The results for surface anthropometry appear to be more immediately useful for the target 
applications. Most of the dimensions measured show errors below the grading steps between 
garment sizes, although the worst-case errors on some dimensions are unacceptably high. At 
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many stages, conscious decisions have been made to trade off accuracy for tractability, to enable 

the system to run with sufficient speed so as to be practical. Given the high error on a few 

critical dimensions such as the waist, it would seem necessary to put more computational 

resources into these key detector functions. For example, for the waist, it should be possible to 

obtain significantly better results by allowing the search function more degrees of freedom, to 

search in a greater range of planes, and possibly to use non-planar contours. 

7.3.3 Occam's Razor 

In order for the system to be practical, speed is an important design consideration. To achieve 
this, computational efficiency is crucial. As noted above, conscious trade-offs have been made 
in many of the processes to achieve this. The overall approach in designing each processing 
component is to use the simplest technique that produces acceptable results. Often this has 

required making simplifying assumptions, but the aim has been to make these decisions only 
where the performance, in terms of accuracy, robustness and so on, would not be compromised. 

The resulting system is thus quite fast, taking only 60 seconds or so to scan the subject, access 
the raw data, clean it, reconstruct the surface and extract the anthropometric information, using 
only a moderately powerful computer (Dell Optiplex, 400 MHz Pentium 11,128 MB RAM). 
This is fast enough to allow for immediate assessment of a subject's scan, and to carry out 
repeat scans if necessary. It is also fast enough to process large-scale surveys. In fact, given that 
there are some key areas of processing, such as surface interpolation, that require improvement, 

it would be appropriate to experiment with alternative processing techniques that might require 
increased processing time, but would provide benefits in terms of geometric accuracy and 
robustness. 

7.3.4 Reproducibility 

Given the number of issues raised about comparisons of traditional and scan-derived 

measurements, it is especially important to investigate the system's reproducibility outside of 
such inter-technique variation. All the subjects in the validation set were scanned twice, and the 

measurements extracted from different scans show extremely good agreement. 

This is interesting for several reasons. It was noted that some dimensions are strongly sensitive 
to posture, but some of these dimensions have very small differences across scans. This suggests 
that it might be possible to improve some of the measurement extraction processes by taking 
account of systematic errors. Perhaps most noteworthy, however, is that the reproducibility 
results for the automated system are similar to the inter-observer error recorded in studies on 
skilled measurers [BrJW94] [BrGr991. 



177 

The results presented here used scans taken within a few minutes of each other. It would be 

interesting to look at data collected over a longer period of time, to investigate postural variation 

and sensitivity of the automated system under a wider range of conditions. 

7.3.5 A Flexible, Working Software System 

The methods developed in this work now form the basis of a commercial system. As noted 

above, the system is relatively simple and fast to use. As well as the fully automated processing, 
it provides interactive tools for tuning the operational parameters, diagnostics and manual 

extraction of anthropometric information, with a direct manipulation interface. 

The system is designed in a component-based way, to enable each processing operation to be 

replaced as necessary by improved techniques, whether for reasons of computational efficiency, 
accuracy or robustness. Throughout this work the components have evolved, and will continue 
to do so in the future. The aim has been to isolate the scanner-dependent aspects in the low-level 

components, to increase the potential for use of the system with other image capture systems. 
The software has been tested on three different configurations from the same family of scanners, 
and several different instantiations of each of these scanner types. Results appear to be 

consistent across the different systems, despite variations in data resolution. It is expected that 
further adaptation of the system will be required for it to function effectively with other image- 

capture hardware, not just at the low-level, but also in some of the higher-level functions. 

7.3.6 Broad Applicability 

This criterion relates to the range of conditions under which the system can operate 
successfully. The early processing stages from data cleaning to segmentation and surface 
reconstruction were tested over a range of healthy subjects, including women, men and children. 
The segmentation and volumetric results appear to show consistent error levels across all these 

subjects. 

The feature detection and surface anthropometry functions have been designed specifically for 
women. Therefore they have only been tested on this target group, and no claim is made on this 
part of the system's performance outside of this range. The system has been trained and tested 
using data collected from subjects with BMIs ranging from low, to medium for women. Results 
indicate consistent behaviour over this set of subjects, with no observable degradation in 
performance at either extreme. No heavily overweight subjects were tested, so it would be 
interesting to test the system on a wider range of subjects in order to find its limits. 

7.3.7 Emergent Properties 

This assessment criterion has been added in the acknowledgement that the success of the work 
does not come entirely from the planned and expected outcomes, but also from unexpected 
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results and the potential it presents for future work. One aspect of the work that was noted as 
being under exploited was the use of the shape maps, and the transformation of the body into a 

regular two-dimensional structure. Visualisation and quantification of this information has 

numerous implications, not just for the applications addressed in this work, but for sculptural 

and design-related fields. For example, the curvature maps reveal interesting information for 

understanding subtle aspects of human body shape. 

7.4 Research Contribution 

The previous sections have discussed the work in terms of the research approach, and the 

performance of the resulting system that has been built. This section now discusses the thesis in 

terms of its five main research contributions. 

Firstly, the thesis describes an automated system for processing whole-body range images for 

anthropometry. This is arguably the first fully integrated and automated system of its type, and 
the first reported in detail in the public domain. The development of the system is described 

from scratch, starting at the image-capture hardware and an assessment of the data available. 
Each of the processing operations is then described, to take the raw image. clean it, reconstruct 
the surface and extract the anthropornetric information of interest. At each stage the rationale 
behind the design is discussed, and experiments are described to test the validity of the 

processes. 

Secondly, a new, combined data-driven and model-based approach is described for surface 
reconstruction. This fully automated method is designed specifically for human-body range 
data in a "natural" reference posture. It addresses the whole body surface, including areas where 
body segments touch, and other occluded areas. Experiments have been carried out by 

volumetric measurement on a range of body shapes and sizes, and the processing techniques are 
demonstrated to be robust for women, men and children. Some limitations are noted, such as the 
slight rippling artefacts on the inner surfaces of the legs where large areas of missing data must 
be reconstructed, and this is flagged as an area requiring improvement. 

Thirdly, a library of computationally efficient operators is developed, specifically for shape 
description and measurement of human-body surface models. The aim is to provide the 
necessary set of primitives with which to construct detectors for specific anthropometric 
features, either by manual construction or, in the future, by machine learning methods. The 
library provides simple high-level relational attributes, an "electronic tape measure" to extract 
linear and curvilinear measurements, as well as access to low-level shape information, such as 
curvature values at individual vertices on the polygon mesh surface. 

Fourthly, application of the library is demonstrated by building a set of detectors to find a range 
of anthropometric features on the body, based on the ISO 8559 specification. These detectors 
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are integrated into an automated system for processing human body scans. Traditional manual 

measurements are used as reference data to measure the performance of the automated system. 
A detailed analysis of the results is presented, with comparisons to similar studies. In particular, 
inter- and intra-technique discrepancies are discussed, and the results are illustrated graphically 
in figure 6.13. The results are then assessed in the context of appropriate acceptability criteria 

and the needs of specific applications of the automated system. 

Finally, although this thesis has focused on some specific problems in anthropometry, a side- 

effect of the work has been to facilitate research by others in digital human modelling. As such 
the system has become a basic tool for research problems, such as registration of multiple body 
images, draping clothing and advanced surface modelling techniques [DoDB991. 

7.5 Summary 

This chapter has provided an assessment of the work presented in this thesis. Firstly, the initial 

research goals, stated in Chapter I were revisited, in order to place the assessment in context. 
The second section presented an assessment of the work in terms of the overall research 
approach, and how the particular sub-problems have been tackled. This was followed by a brief 
discussion of each of the assessment criteria defined in Chapter 1, which focused mainly on the 
performance of the automated system developed in this work. The final section looked at the 
work in terms of its contribution to the research community. 



Chapter 8 

Conclusions and Future Work 

This final chapter begins by drawing some final conclusions from the work described in this 

thesis, in the broader context of 3D human body modelling. The chapter concludes by outlining 

plansfor specificfuture work. 

8.1 Conclusions 

At the start of this work the aim was to develop automated techniques to interpret surface 
information and detect key features on the human body. In practice, a much larger part of the 

work than expected has been spent on developing low-level processing techniques, before this 
higher-level work could be done, as no appropriate methods were available. In particular, no 
technique existed to take the raw range data and reconstruct the whole body surface, taking into 

account occluded areas, in an automated way. 

The processing method developed in this work appears to be effective on the women, men and 

children on which it was tested, although it was not tested on subjects of extreme physique. 
Many improvements could be made, especially to the surface restoration across large occluded 

areas. Also, some decisions about parameterisation were left partially unsolved. For example, 

although most of the low-level processing operators were data-driven, the smoothing level was 
chosen empirically; however, a method has been proposed about how to address this, in section 
5.3.3. Although subjects are scanned in a relatively natural and relaxed posture, several 
assumptions are made in these stages of processing, which constrain the system's use. It would 
be interesting to explore ways in which some of these conditions could be relaxed, to broaden 

the applicability, for example, to subjects in a wider range of postures, or even wearing clothing. 
Several other applications were discussed, in Chapter I and again in Chapter 6, when the 
integrated system was evaluated. One of the most interesting problems to address now is how to 
make the system fully reliable so that people can scan themselves and gain access to their own 
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body information. This is of particular importance, given the rapid expansion of Internet 

applications, games, and other virtual environments, which require personalised models, often 

with very high geometric accuracy or visual realism, at low computational costs [OlBu99] 
[HBGS99] [HAWG991 [Smit99]. Of course, this would almost certainly require more 

sophisticated and computationally intensive techniques. Given that the system developed here is 

relatively fast, it would seem to be quite acceptable to trade off some of this speed for improved 

accuracy and robustness over a wider range of conditions. 

The overall approach to feature detection on the surface models appears to be a valid one, but 

many other possible approaches were discussed, which would be interesting to investigate. A 

pressing requirement is to integrate the approach with a learning mechanism. This would enable 
the detection of new features, and application to other body types not addressed in this work. 
Nevertheless, the library of feature detection operators provides a useful starting point for 

function-synthesis approaches, such as those explored by [Koza92] [Andr94] [Poli96] [HaBu971 

[Drap96]. 

Although the results for the automated feature detection system appear to be fairly good, one 
argument that might legitimately be raised is, why extract one-dimensional metrics at all, given 
the richness of the three-dimensional information available? In addition, why use the skeletal 
features that are difficult to detect in this medium? Whole-body surface scanning is a relatively 
new technology, and for the clothing industry in particular, a vast amount of capital and 
knowledge has been invested in CAD/CAM systems that make use of traditional data. If 3D 

technology is to be adopted, it must be done in stages, so this work presents a contribution to 
making that possible. A great deal of other, truly three-dimensional information could be 

extracted, using the framework presented here. Examples include the spatial relationships of 
landmarks and characteristics of contours on the surface of the body. Li has already carried out 
work to investigate this higher-dimensional information, using shape vectors to characterise 
cross sections [Li97]. A great deal of work has also been carried out in shape analysis in other 
domains, such as medicine and taxonomy, and this should be equally applicable here [AsBr86] 

[PoBr871 [Book9l] [CMLR91] [CTCG95] [AyMa96]. 

Given the many new whole-body surface imaging systems appearing, as outlined in Chapter 2, 
the ability to process data from a range of sources in a standardised way is extremely important. 
Of particular interest are the very low-cost systems being designed, such as the ones described 
by Hilton et al [HBGS99] and Certain and Stuetzle [CeSt99], and emerging techniques, such as 
Fisher's "magic wand" [FARW99]. Each system produces data with various levels of resolution, 
precision, noise, occluded areas, colour information, and so on. In order to process these 
effectively the system developed here would need some adaptation, both in the low-level 
processing, and at a higher-level. Those aspects that are dependent on the image-capture system 
would ideally be isolated in a low-level component, which would generate output in a standard 
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representation. The higher-level components would then take as input this standard format. The 

prime candidate for this would be the emerging "seamless avatar" standard being prepared by 

the H-Anim working group [Smit991. This has the advantage of also tying in with animation 

standards. 

Over the recent years there has been a marked change in the expectations of what can be done 

with 3D data of the human body. Potential users of the data are more aware of the limitations of 

the image capture systems and of the processing techniques. There is also a better understanding 

of the potential of the three-dimensional aspects, and how these could be exploited in a practical 

way [Li97] [JoRi97] [Gray98] [Tait98] [JoLi98] [RoDP99], rather than treating such systems 

simply as automated tape measures. Perhaps the most untapped potential comes from the ability 

to capture, archive and process large-scale longitudinal data sets, rapidly and with minimal 
intrusion. Together with recent advances in data mining techniques, this presents enormous 

potential in extracting patterns and testing hypotheses for epidemiological studies. 

8.2 Future Work 

The conclusions in the previous section highlighted many areas for future work. Some of these 
ideas are already being realised in new collaborative work. One such activity is the 3D Centre 
for Electronic Commerce, funded jointly by the UK government and industry. This initiative has 
four main strands: 

9a large-scale 3D survey of the UK population, carried out at several geographical locations; 

9 integated systems to take body metrics from 3D scans and use them to make custornised 
clothing; 

* virtual clothes shopping applications, enabling people to try on clothes virtually, over the 
Internet and in-store; 

3D infrastructure for these applications: a standard body representation to enable 
processing software to become independent of the image-capture system, automated image 
interpretation techniques, and secure Internet mechanisms for browsing and storing body 
data. 

This on-going work has four main implications for future work arising out of this thesis: 

availability of training data for machine learning; 

investigation of three-dimensional aspects of anthropometry; 

relaxing operating conditions for the techniques and improving reliability; 

standardisation and links to other image-capture systems. 
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Most significantly for the work presented in this thesis is the eventual access to large sets of 
data, from a varied range of body types, including men and children. Lack of data has been a 
major limiting factor in this work, and the availability of good training sets will make it possible 
to investigate a wider range of techniques, in particular, the automated function synthesis 
approaches discussed earlier. Deformable template methods were also discussed as potentially 

useful methods [CTCG951 [MoDe971. These could be applied to the body data in three 
dimensions, or using the two-dimensional matrix representation of the body. The second 

approach has many attractive features because of its relative simplicity. 

One of the areas that was only explored very briefly was the extraction and quantification of 
two- and three-dimensional attributes of the human body. This is not just of interest because of 
the richness of the data available from 3D scans, but also because there is clearly a demand for 
this type of information in the potential application areas. In particular, it is proposed to 
investigate the use of curvature information and the spatial relationships of features on the body, 
in immediate future work. 

Given the many and increasing numbers of potential applications of 3D body data, an important 

part of the future work is to relax some of the constraints and improve the reliability of the 
processing techniques developed in this thesis. One topic that was explored a little, in the work 
on segmentation and surface reconstruction, is automatically deriving confidence measures in 
the output of the system. It would be interesting to explore this further, to infer the body posture 
during scanning, and apply the appropriate surface reconstruction and feature detection 
techniques. The availability of more training data will be extremely useful in all of this work. 

Another key activity is standardisation. Of particular importance is the work on developing 
techniques that are independent of the image-capture hardware, and integration with standards 
such as H-Anim [HAWG99]. The techniques developed in this thesis will be adapted to make 
use of such standard representations, which will then open up links to data from the many new 
3D image-capture systems appearing. There would then be a complete and automated link from 
the scanned images to articulated and animated forms. 

8.3 The Broader Context 
At the start of this thesis some of the many applications of digital human body models were 
discussed. This work has provided an ideal opportunity to discuss the potential of these 
techniques with an enormously varied range of industrial technologists, designers, researchers, 
medical practitioners, artists and social scientists. It is apparent that 3D surface capture and 
processing are not just of relevance for their technical merits, but because they provide a whole 
new medium for communicating knowledge about the human form. This has been quickly 
recognised by artists and architects, who have been keen to integrate such data into two- and 
three-dimensional creative forms. In terms of personal and social perceptions, it is clear that 
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accurate 3D images of the human body have important implications for perception of real body 

shape, which, in turn, is of importance in such diverse areas as visual communication, diet, 

eating disorders, body composition, Internet shopping and postural diagnosis and monitoring. 
The ability to compare size and shape over time and perform predictive simulations would be of 
great benefit, not just because of the potential for numeric accuracy, but because of the ability to 

visualise the potential outcomes. The framework presented in this thesis goes some way towards 

automating the processing of surface images of the human body. This is just one step in this 

exciting, multi-disciplinary field. 
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Appendix A: Anthropornetric Specifications 
The table below summarises the anthropometric extraction functions implemented in this work. 
The definitions are largely based on ISO 8559 [ISO89], with additional dimensions from de 
facto industry standards in the UK, and Kunick [Kuni84]. 

Dimension AS08559 Definition 
Neck qIrth 2.1.2 Girth of neck below Adam's apple at level of 7th cervical vertebra. 
Shoulder length 2.1.4 Distance from side neck base to outer edge of acromion. 
Shoulder width 2.1.5 Distance between outer acromion landmarks across shoulders at 

back, following body surface. 
Back width 2.1.6 Horizontal distance across back, measured midway between top 

and bottom of armscye. 
Bust girth 2.1.8 Maximum horizontal girth, normal breathing, across nipples and 

shoulder blades. 
Bust width 2.1.9 Horizontal distance between the nipples. 

Underbust girth 2.1.10 Horizontal girth directly below breasts. 
Waist girth 2.1.11 Girth of "natural" waist between iliac crests and lower ribs. Normal 

breathing, relaxed. 
Hip girth 2.1.12 Horizontal girth at level of trochanters. 
Thiqh girth 2.1.18 Horizontal girth at highest level on thigh. 
Mid-thiqh girth 2.1.19 Horizontal girth midway between hip level and knee. 
Knee girth 2.1.20 Horizontal girth around the knee, between top of tibia and bottom 

of femur. 
Calf girth 2.1.22 Maximum horizontal girth on the calf. 
Minimum leg girth 2.1.23 Minimum horizontal girth above ankle bones. 
Ankle girth 2.1.24 Horizontal girth at the level of the centre of outer ankle bone. 
Stature 2.2.1 Height of top of head from floor. Head held with chin 

approximatelY parallel with floor. 
Trunk length 2.2.2 Vertical distance between 7th cervical vertebra and crotch level. 
Waist height 2.2.3 Vertical distance between waist level and floor. 

_Hip 
height 2.2.4 Vertical distance between hip level and floor. 

Body rise 2.2.5 Vertical distance between waist and crotch level. 
_ Knee height 2.2.6 Vertical distance between knee level and floor. 
Scye depth 2.2.9 Vertical distance between 7th cervical vertebra and the average 

level of the left and right axilla landmarks. 
Back waist length 2.2.10 Curvilinear distance between 7th cervical vertebra and centre 

back waist level. 
Cervical height 2.2.12 Straight line distance of 7th cervical vertebra to floor. (Adaptation 

of IS08559 2.2.12). 
Cervical to breast 

_point 

2.2.13 Curvilinear distance from 7th cervical vertebra to side base neck to nipple. 
Front waist length 2.2.16 Side neck base, over nipple, then vertically straight down to front 

waist. 
Waist to hips 2.2.17 Curvilinear distance at side of body between waist level and hip 

level. 
Trunk circumference 2.2.18 Centre right shoulder down via front breast, crotch point, then 

back to centre shoulder. 
Total crotch length 2.2.19 Curvilinear distance from centre front waist, via crotch, to centre back waist. 

_Thioh 
length 2.2.26 Vertical distance between crotch point and knee level- 

Inside leg length 2.2.27 Vertical distance between crotch point and floor. 
Shoulder slope 2.3.1 Angle between side neck base and outer edge of acromion, 

measured on the top of shoulder. 
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Upper hip N/A Horizontal girth at level one quarter way down from waist to full 
circumference - 

hip. 
Top hip N/A Horizontal girth at level half way down from waist to full hip level. 
circumference 
Abdominal seat N/A Horizontal distance between greatest abdominal protruberance 
diameter and maximum buttock protruberance. 
Centre front clavicle N/A Curvilinear distance of centre front clavicle to centre front waist. 
to waist 
Bust level N/A Heiqht of fullest bust level. 
Underbust level N/A HeIqht of underbust level. 
Centre shoulder to N/A Curvilinear distance of side neck base to nipple. 
bust 
Centre shoulder to N/A Curvilinear distance of centre shoulder to nipple then directly 
underbust down to underbust level. 
Centre shoulder to N/A Curvilinear distance of centre shoulder to nipple then directly 
front waist down to waist level. 
Centre shoulder to N/A Curvilinear distance of centre shoulder over shoulder blade then 
back waist directly down to waist level. 



Appendix B: Landmark Glossary 

7th cervical vertebra (also cervicale or nape) 
The most prominent vertebra at base of neck at centre back (with head held upright). 

Acromlon (shoulder point or upper armscye marker) 
Outer edge of shoulder blade at the turning point of the shoulder. This is situated close to the 
prominent outer end of the clavicle, which lies on the inner side, toward the neck. 

Adam's apple 
Cartilage projection at centre front of neck. 

Ankle bones 

Inner and outer bony projections at lower end of tibia (inner) and fibula (outer). 

Axilla (also underarm, armpit or lower armscye) 
Lowest level at branch point of the arm and torso, at centre under the arm. 

Centre front clavicle 
Central point between inner ends of left and right clavicle (collar) bones at front. 

Centre shoulder 
Point on the top ridge of the trapezius muscle (on the top of shoulder), halfway between side 
neck base and acromion landmark. 

Cervicale 
See 7 th cervical vertebra. 

Femur 
Upper boný of leg. 

Fibula 

Smaller, outer bone of lower leg. 

Humerus 
Upper bone of arm. 

Iliac crest 
Upper front bone of pelvis. 

Lower armscye 
See axilla. 

Mid-armscye markers 
Landmarks at front and back, halfway vertically between upper armscye and axilla markers. 
Nape 

See 7 th cervical vertebra. 
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Nipple (breast point or bust point) 
Centre of nipple. 

Side neck base 
Points on the left and right side at the junction between the neck and the shoulder, on the top 
ridge of the trapezius muscle (on the top of shoulder). 

Supra-clavicular notch (also suprasternale) 
Dip at front base neck, where left and right clavicle bones join sternum. 

Suprasternale 

See supra-clavicular notch. 

Tibia 
Larger, inner bone of lower leg. 

Trapezius muscle 
Large muscle that follows the top edge of the shoulder, to the back of the neck and down 
between the shoulder blades. 

Trochanter 
Outer edge of top of femur (thigh bone) close to skin surface at hip level. 

Underarm 

See axilla. 

Upper armscye 
Landmark vertically above axilla, on top of shoulder, at centre. 



Appendix C: Automated Anthropometry Results 
Table CA: Training set, manual measurements, 18 samples. 

(mm) range 
(mm)_ 

% 
variabilit 

stature 1695 83 A 19 17 

nape height 1439 74 285 17 

crotch height 779 50 200 22 

centre front waist heiqht 1056 50 230 19 
left knee height 469 32 115 21 

right knee height 470 33 130 23 

neck girth 324 16 50 14 
bust girth 897 46 190 20 

underbust girth 757 41 140 17 

waist girth 712 37 127 16 

upper hip girth 820 43 167 18 

top hip girth 890 35 125 13 
hip girth 965 43 180 17 
left thigh girth 576 31 110 17 

right thigh girth 578 31 110 17 
left knee girth 361 22 97 24 
right knee girth 361 22 95 23 
left calf girth 364 17 68 17 

right calf girth 363 17 71 18 
left ankle girth 247 12 45 17 
right ankle girth 248 12 45 17 
shoulder width 386 20 75 18 
left shoulder length 137 12 40 26 
right shoulder length 138 11 35 23 
bust width 201 14 45 20 
back width 350 26 105 26 
back waist length 409 34 160 32 
clavicle to waist length 361 26 115 27 
cervical to breast point 344 23 80 21 
left mid shoulder to bust 260 17 65 22 
right mid shoulder to bust 258 17 60 21 
left mid shoulder to underbust 341 26 105 26 
right mid shoulder to underbust 340 26 100 25 
left mid shoulder to front waist 451 1 29 120 23 
right mid shoulder to front waist 448 26 92 18 
left mid shoulder to back waist 416 32 140 28 
right mid shoulder to back waist 414 32 145 29 
scye depth 208 19 71 30 
total crotch length 696 50 175 23 
trunk circumference 1551 67 270 16 
abdominal seat diameter 250 21 
body rise 271 24 



Table C. 2: Training set, automated measurements, 18 samples. 

p 
mm 

. 

0 
(mm) 

range 
(mm 

% 
variabilit 

stature 1695 80 295 17 

nape height 1434 72 270 19 

crotch height 777 51 210 27 

centre front waist height 1058 64 245 23 

left knee height 458 25 105 23 

right knee height 456 26 95 21 

neck girth 327 28 116 35 
bust girth 892 43 162 18 

underbust girth 749 38 124 17 

waist girth 704 38 149 21 

upper hip girth 802 40 158 20 
top hip girth 890 36 126 14 
hip girth 

--- 
970 45 183 19 

left thigh girth 559 27 88 16 

right thigh girth 559 27 92 16 
left knee girth 365 19 65 18 

right knee girth 363 20 70 19 
left calf girth 363 20 70 19 
right calf girth 361 18 61 17 
left ankle girth 247 15 66 27 
right ankle girth 248 16 71 28 
shoulder width 375 19 80 21 
left shoulder length 121 9 36 30 
right shoulder length 118 9 29 25 
bust width 195 17 68 35 
back width 315 27 123 39 
back waist length 388 21 76 19 
clavicle to waist length 348 20 75 21 
cervical to breast point 370 24 82 22 
left mid shoulder to bust 250 23 88 35 
right mid shoulder to bust 245 20 87 36 
left mid shoulder to underbust 325 30 97 1 30 
right mid shoulder to underbust 330 33 109 33 
left mid shoulder to front waist 416 21 86 21 
right mid shoulder to front waist 421 32 128 30 
left mid shoulder to back waist 414 21 71 17 
right mid shoulder to back waist 410 

- 
17 64 16 

scye depth F80 19 82 45 
total crotch length 726 41 174 24 
trunk circumference 1582 64 254 16 
abdominal seat diameter 255 17 55 21 
body rise 297 69 23 



201 

Table C. 2: Training set, automated measurements, 18 samples. 

0 
(mm) 

range 
(mm) 

% 
variability 

stature 1695 80 295 17 
nape height 1434 72 270 19 
crotch height 777 51 210 27 
centre front waist height 1058 64 245 23 
left knee height 458 25 105 23 
right knee height 456 26 95 21 
neck girth 327 28 116 35 
bust girth 892 43 162 18 
underbust girth 749 38 124 17 
waist girth 704 38 149 21 
upper hip girth 802 40 158 20 
top hip girth 890 36 126 14 
hip girth 970 45 183 19 
left thigh girth 559 27 88 16 
right thigh girth 559 27 92 16 
left knee girth 365 19 65 18 
right knee girth 363 20 70 19 
left calf girth 363 20 70 19 
right calf girth 361 18 61 17 
left ankle girth 247 15 66 27 
right ankle girth 248 16 71 28 
shoulder width 375 19 80 21 
left shoulder length 121 9 36 30 
right shoulder length 118 9 29 25 
bust width 195 17 68 35 
back width 315 27 123 39 
back waist length 388 21 76 19 
clavicle to waist length 348 20 75 21 
cervical to breast point 370 24 82 22 
left mid shoulder to bust 250 23 88 35 
right mid shoulder to bust 245 20 87 36 
left mid shoulder to underbust 325 30 97 30 
right mid shoulder to underbust 330 33 109 33 
left mid shoulder to front waist 416 21 86 21 
right mid shoulder to front waist 421 32 128 30 
left mid shoulder to back waist 414 21 71 17 
right mid shoulder to back waist 410 17 64 16 
scye depth 180 19 82 45 
total crotch length 726 41 174 24 
trunk circumference 1582 64 254 16 
abdominal seat diameter 255 17 55 -21 
body rise 297 17 69 23 
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Table C. 3: Training set: automated versus manual measurements, 18 samples. 

(mm) 
MAD 
(mm) 

RMS worst 
mm MTI- 

M%D 

stature 0- 7 12 43 12 - 0.41 
nape heiqht -5 5 6 24 8 0.34 
crotch height -2_ 6 7 16 7 0.77 
centre front waist height -8 18 2ýj 42 20 1.70 
left knee heiqht -11 12 16 38 13 2.56 
right knee height -14 14 18 37 12 2.98 
neck airth 3 22 27 60 27 6-76 
bust girth -5 14 17 44 17 1.56 
underbust qirth -8 15 18 42 17 1.98 
waist girth 7 18 22 42 22 2.53 
upper hip girth -3 22 31 75 32 2.68 
top hip girth 8 14 20 57 19 1.57 
hip girth 5 10 13 29 12 1.04 
left thigh girth -16 17 

- 
21 44 14 2.95 

right thigh girth -19 19 22 42 10 3.29 
left knee girth 4 7 10 28 9 1.94 
right knee girth 2 8 9 18 9 2.22 
left calf girth -1 6 7 15 7 1.65 
right calf girth -1 5 6 15 6 1.38 
left ankle gi th 0 12 15 46 16 -486 
right ankle girth 1 13 16 36 -16 5.24 
shoulder width -11 16 20 46 18 4.15 
left shoulder length - 16 17 19 34 _ 10 12.41 
riqht shoulder length -20 20 22 34 9 14.49 
bust width -6 12 17 51 16 -597 
back width -35 41 45 86 28 I 1.71 
back waist length -12 15 18 38 14 _ 3.67 
clavicle to waist length -2 12 15 27 15 3.32 
cervical to breast point 26 27 31 68 17 7.85 
left mid shoulder to bust -10 15 17 26 14- 5.77 
right mid shoulder to bust -13 17 20 39 15- -6.59 
left mid shoulder to underbust -16 18 22 53 -16 5.28 
right mid shoulder to underbust -11 21 24 39 22 6.18 
left mid shoulder to front waist -27 27 33 57 19 5.99 
riqht mid shoulder to front waist -18 

_29 
33 58 -28 6.47 

left mid shoulder to back waist 7 15 18 40 17 3,61 
right mid shoulder to back waist 4 24 28 44 29 5.80 
scye depth -28 29 33 58 19 13.94 
total crotch length 14 21 25 44 21 3.02 
trunk circumference 31 31 35 63 18 2.00 
abdominal seat diameter 5 11 13 28 -13 4.40 
, 
body rise 17 

- 
21 24 44 18 7.75 

mean 
_: 

7 t 
-3 7 1ý 

=2 
11 46 16 4.70 



Table CA Validation set, manual measurements, 18 samples. 

P 
mm 

0 
(mm) 

range 
(mm) 

% 
variability 

stature 1642 51 211 12 
nape height 1401 41 152 10 
crotch height 754 36 136 17 
centre front waist 1028 38 155 14 

right mid knee 447 22 79 16 
hip level 818 40 149 17 
neck girth 315 13 50 15 
bust girth 886 48 156 16 
underbust girth 734 45 175 21 
waist girth 689 57 210 26 

-- upper hip girth 771 67 180 21 
top hip girth 863 66 187 20 
hip girth 956 64 205 20 
right thigh girth 547 52 169 28 
right knee girth 361 21 80 20 
right calf girth 346 27 113 29 
right minimum leg girth 210 13 48 21 
shoulder width 373 21 75 19 
right shoulder length 125 8 30 22 
bust width 198 14 50 23 
back width 356 27 90 22 
cervical to breast point 338 24 80 21 
right mid shoulder to front waist 404 29 83 18 
right mid shoulder to back waist 397 27 88 19 
scye depth 156 22 82 41 
total crotch length 711 49 195 1 25 
body rise 274 24 71 1 23 
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Table C. 5: Validation set, automated measurements from scan #1,18 samples. 

a 
(mm) 

range 
(mm) 

% 
variability 

stature 1657 34 105 6 
nape height 1408 37 125 9 
crotch height 767 23 73 9 
centre front waist 1038 33 95 9 
right mid knee 452 12 45 10 
hip level 829 21 70 8 
neck girth 324 21 70 22 
bust girth 865 58 166 19 
underbust girth 723 46 145 20 
waist girth 699 67 265 38 
upper hip girth 786 71 236 30 
top hip girth 867 70 213 25 
hip girth 

... 
942 61 165 17 

right thigh girth 552 44 127 23 
right knee girth 349 25 90 26 
right calf girth 335 30 108 32 
right minimum leg girth 207 14 49 24 
shoulder width 362 23 85 23 
right shoulder length 114 10 39 34 
bust width 198 17 64 32 
back width 298 27 104 35 
cervical to breast point 

l 

365 21 68 19 
right mid shoulder to front waist 403 26 85 21 
right mid shoulder to back wais t 417 18 61 15 
scye depth 186 13 38 20 
total crotch length j 705 61 203 29 
body rise 284 26 79 -28 
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Table C. 6: Validation set, automated measurements from scan #2,12 samples. 

p 
mm 

0 
(mm) 

range 
(mm) 

% 
variability 

stature 1656 31 97 6 
nape height 1411 39 125 9 
crotch height 769 21 73 9 
centre front waist 1038 30 85 8 
right mid knee 451 15 50 11 
hip level 830 23 75 9 
neck girth 322 24 76 24 
bust girth 864 58 177 20 
underbust girth 722 1 47 148 21 
waist girth 700 65 252 36 
upper hip girth 787 73 225 29 
top hip girth 869 70 204 24 
hip girth 

- 
941 60 163 17 

right thigh girth 552 42 120 22 
right knee girth 349 28 1 100 29 
right calf girth 335 31 108 32 
right minimum leg girth 208 16 53 26 
shoulder width 370 26 88 24 
right shoulder length 117 7 21 18 
bust width 184 12 34 19 
back width 306 29 117 38 
cervical to breast point 364 28 82 22 
right mid shoulder to front waist 411 21 79 19 
right mid shoulder to back waist 412 28 94 23 
scye depth 180 17 60 34 
, total crotch length 700 57 186 27 
lbody rise 281 1 23 77 27 
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Table CJ: Validation set, automated measurements from scan #1 versus manual, 18 
samples. 

(mm) 
MAD 
(rnm) 

- 

RMS 
(mm) 

worst 

- 
(mm) 

0 
(mm) 

M%D 

stature 2 1/ 21 Pý 1.04 

nape height -4 is 18 30 18 1.07 
crotch height -2 10 13 33 13 1.33 
centre front waist -2 19 21 43 22 1.85 
right mid knee -1 12 16 29 16 2.68 
hip level -3 18 22 38 23 2.20 
neck girth -2 26 29 61 30 8.29 
bust girth -10 16 20 36 17 1.81 
underbust girth 5 17 21 40 21 2.32 
waist qirth 24 25 35 107 25 3.63 
upper hip girth 28 32 38 91 26 4.15 
top hip girth 17 20 25 52 20 2.32 
hip girth -3 7 8 14 8 0.73 
right thigh qirth 7 20 25 59 25 3.66 
riqht knee girth -8 11 14 29 12 3.05 
right calf girth -7 9 11 20 9 2.60 
right minimum leg girth -3 5 6 11 5 2.38 
shoulder width -7 16 21 so 20 4.29 
riqht shoulder length -8 12 15 35 14 9.60 
bust width 3 11 20 73 20 5.56 
back width -53 53 59 T 107 -28 14-89 
cervical to breast point 26 27 30 52 16 7.99 
right mid shoulder to front waist 0 13 18 42 18 3.22 
riaht mid shoulder to back waist 19 23 28 

3 

50 22 5.79 
scye depth 11 12 15 35 10 7.96 
total crotch length 1 26 34 62 35 3.66 
body rise 13 1-5 18 42 13 5.47 

mean 2 18 1 22 48 19 4.22 
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Table C. 8: Validation set, automated measurements from scan #2 versus manual, 12 
samples. 

JA 

(mm) 
MAD 
(mm) 

RMS 
(mm) 

worst 
(mm) 

C. 7 
(m M) 

I M%D 

stature 2 20 24 51 25 1.22 

nape height 
... 

0 14 16 24 17 1.01 

crotch heiqht -2 11 13 28 14 
. 

1.45 

centre front waist -4 17 21 39 21 1.60 

riclht mid knee 0 13 17 34 18 2.87 

hip level -6 15 20 37 20 1.74 

neck qirthl 8 23 28 61 28 7.43 

1 bust girth -13 16 18 38 14 1.80 

underbust qirth 1 15 17 27 17 2.02 

waist girth 27 28 38 97 28 4.09 

upper hip girth 30 37 43 83 31 4.83 

top hip qirth 20 23 27 46 19 2.. 70 

hip girth -3 8 10 18 10 0 
'84 

0.84 

right thiqh qirth 10 15 19 49 17 2.81 2.81 

right knee girth -7 13 18 32 17 3.73 

right calf girth -5 7 9 19 7 2.05 

right minimum leg girth -2 6 7 14 7 2.96 

shoulder width 1 15 18 44 19 3.95 

right shoulder length -7 8 11 19 8 6.82 
bust width -10 12 18 41 15 6.38 
back width -50 61 67 118 47 17.0 
cervical to breast point 26 26 29 50 14 7.63 
riqht mid shoulder to front waist 4 17 20 34 21 4.18 
right mid shoulder to back waist 1 18 27 33 69 28 6.90 

ce de th 16 7 11 35 10 1 4.61 
total crotch length -1 30 36 69 38 4.30 
body rise 10 20 26 46 25 

I 

7.23 

---- I 
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Table C. 9: Validation set, automated measurements from scan #1 versus scan #2,12 
samples. 

p 
(mm) 

MAD 
(mm) 

RMS 
(mm) 

worst 
(mm) 

a 
(mm) 

M%D 

stature 2 4 5 10 5 0.26 

nape height -2 6 7 15 7 0.42 

crotch height -2 4 5 8 4 0.54 

centre front waist 0 6 7 15 8 0.57 

right mid knee 1 4 7 20 7 0.93 

"i level -1 3 5 10 5 0.41 

neck girth 2 6 7 14 7 2.00 

bust girth 1 6 8 17 9 0.72 

underbust girth 1 7 10 18 10 1.01 

waist qirth -1 9 11 20 11 1.34 

upper hip girth -2 11 14 26 is 1.47 
top hip girth -2 4 5 13 5 0.52 
hi girth 1 2 3 6 3 0.22 

right thigh qirth 0 3 3 6 4 0.49 

right knee girth 0 3 5 12 
-5 

0.95 

right calf girth -1 2 3 7 3 0.67 

right minimum leg girth -1 2 4 12 4 1.02 
_ 

shoulder width -7 14 17 34 16 3.80 

right shoulder length -2 8 10 20 10 6.84 
bust width 14 is 23 69 19 7.94 
back width -8 21 36 100 36 5.97 
cervical to breast point 1 14 19 53 20 4.19 
right mid shoulder to front waist -8 13 16 28 14 3.10 

right mid shoulder to back waist 5 17 21 43 21 4.25 

scye depth 6 11 13 26 13 6.90 
total crotch length 5 16 18 35 18 2.26 
body rise 3 16 19 37 19 5.79 

mean ,0 
9 11 25 - 11 2.39 




