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Abstract — We consider the problem of resource block (RB) 

allocation in the integrated pico/macrocell Long Term Evolution - 

Advanced (LTE-A) network. It is assumed that the network is 

controlled by a single service provider (SP) and all the operation of 

the picocells is coordinated with a macro-network. To improve the 

quality of service (QoS) for end-to-end applications, we take into 

account the individual traffic demands of the users and allocate the 

RBs to minimize the sum of user utilities which are expressed in 

terms of the size of their queues. The formulated RB allocation 

problem belongs to the family of the multiple knapsack problems 

(MKPs) and, therefore, it is non-deterministic polynomial time (NP) 

hard in the strong sense. To reduce the complexity of this problem, 

we propose a simple heuristic technique to find the suitable (but not 

necessarily optimal) solution. The proposed RB allocation procedure 

requires only two additional signalling steps (necessary to maintain 

the coordination among different cells) and, therefore, its impact of 

the control signalling overhead is neglectable. It was shown (using 

OPNET-based simulations) that the proposed technique has low 

complexity, fast solution time, and shows improved performance 

when compared to other relevant schemes. 

Index Terms — Heterogeneous Networks, LTE-A, Resource 

Allocation.  

I. INTRODUCTION 

ETEROGENEOUS network (HetNet) is one of the 

core features introduced within the third Generation 

Partnership Project (3GPP) LTE-A standardization 

framework. In HetNet, the smaller cells (picocells, femtocells, 

or relay nodes) are served by the lower-power evolved 

NodeBs (eNBs) [1]. Within the network, the small cells 

operate on the underlay to the macrocells (by reusing their 

frequency resources). In this way, the system spectral 

efficiency can be increased in the hot spot areas with high user 

demands. On the other hand, the small coverage area of lower-

power eNBs facilitates a rather large number of concurrent 

transmissions and improves network performance and service 

quality by offloading traffic from the macrocells [2]. There are 

many possible ways of practical HetNet realization. For 

example, the whole network can be operated by a single SP (in 

which case, the small cells are maintained in coordination with 

a macro-network). On the other hand, some small cells (e.g., 

home eNBs) can be privately owned or installed by different 

operators (with no coordination with a macro-network) [3].  

Extensive research on enhancing the performance of LTE-A 

HetNets has been conducted during the last decade. In 

heterogeneous networks with a mixture of small cells and 

macrocells, the interference is a major obstacle that can impair 

any potential gain of small cells [4]. Consequently, many 

works have focused on devising the various inter-cell 

interference coordination (ICIC) methods to alleviate the 

potential interference in the air interface between the small 

cells (picocells, femtocells, and relay nodes) and a macro-

network (e.g., [5] for picocells, [6] and [7] for femtocells, [8] 

and [9] for relay nodes). To further expand the picocell 

coverage and carry more data traffic, the cell range expansion 

(CRE) technique (which allows serving the users by the low-

power cells) has been proposed in [10] – [12]. This technique 

provides the opportunity to share more network load and 

extend the coverage of the picocells. On the other hand, the 

discontinuous coverage of the picocells causes the increased 

registration signalling overhead and decreases the system 

throughput. This problem has been addressed in [13] where 

the authors present a new scheme to enhance the performance 

of a picocell/macrocell network by reducing the signalling 

overhead related to user location information. 

Different spectrum and power allocation strategies to 

maximize the network throughput have been investigated in 

[14], [15]. In [14], the authors develop a power allocation 

technique to maximize the rate of the picocells and show that 

the proposed scheme outperforms the other sub-optimal power 

allocation schemes in terms of energy efficiency. The impact 

of spectrum allocation on the coverage probability (CP) for the 

picocell users has been analysed in [15]. The proposed 

framework considers the cases when the macro base stations 

employ either fractional or soft frequency reuse. Obtained 

results show that the CP is maximized when the picocell users 

operate on the same frequency resources as the central region. 

Resource allocation in a multi-operator LTE-A HetNet has 

been investigated in [16]. Here the problem of integrating the 

picocells with the macrocells owned by different operators is 

analysed using game theory. The problem is treated as a type 

of exchange economy. Theoretical performance of the 

proposed economical model for resource allocation indicates 

that the total throughput can be improved when both operators 

allocate the resources to maximize the product of user 

throughputs. 

The brief literature review provided above indicates that 

there is a growing interest in practical realizations of HetNets. 

However, there are some critical issues which still remain to 
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be enhanced and adapted. First of all, most existing research 

mainly focus on the connection-layer or physical-layer system 

parameters, such as signal-to-interference-and-noise ratio 

(SINR), cell coverage, the number of physical connections and 

connection dropping probability, physical-layer throughput, 

and power efficiency. The higher-layer QoS metrics (e.g., end-

to-end packet delay and loss) have not been considered. 

Therefore, it is impossible to analyse the actual performance 

of these methods for end-to-end applications which is crucial 

for further deployment of HetNets. Secondly, many previous 

works treat the radio spectrum as a continuous resource. In 

LTE, however, the spectrum resources are allocated to the 

users in terms of RBs. The number of RBs varies depending 

on available bandwidth from 6 RBs (for 1.4 MHz system) up 

to 100 RBs (for 20 MHz system) but it is still very small to 

assume the spectrum continuity [17].  

In this paper, we propose a novel approach for resource 

allocation in the integrated picocell/macrocell LTE-A network 

where the picocells are controlled by a macro-network. We 

argue that the performance for end-to-end applications could 

be improved significantly by taking into account the 

individual traffic demands of the users which can be tracked in 

LTE systems through the user of the buffer status reporting 

(BSR) procedure [18]. Subsequently, we express the user 

utility in terms of the queue size in the buffer of user 

equipment (UE) and allocate RBs to minimize the sum of user 

utilities. We choose queue size as a QoS measure because it is 

directly related to the packet end-to-end delay which 

determines the higher-layer service performance but rather 

difficult to estimate (for instance, the end-to-end delay in LTE 

consists of many delay components, including transmission 

and queuing delay, propagation and processing delay, the 

uplink delay due to scheduling and delay due to hybrid 

automatic repeat request [17]). We show that the formulated 

RB allocation problem belongs to the family of the NP-hard 

MKPs [19]. To reduce the complexity of this problem, we 

develop a simple heuristic technique to find the suitable (but 

not necessarily optimal) solution and demonstrate that the 

proposed RB allocation procedure achieves the performance 

close to optimal. 

The rest of the paper is organized as follows. The network 

model is described in Section II. A related optimization 

problem is formulated in Section III. The proposed heuristic 

technique is derived in Section IV. The performance of the 

proposed technique is evaluated in Section V. Results of this 

work are summarized in Conclusion.  

II. NETWORK MODEL 

The discussion through the rest of the paper (if not stated 

otherwise) is applicable to both the uplink (UL) and downlink 

(DL) directions. Consider a heterogeneous LTE-A network 

(illustrated in Figure 1) that consists of a macro-network 

comprising one or more conventional eNBs and N picocells 

served by the low-power pico-eNBs (pNBs). It is assumed that 

the network is maintained by a single SP and the operation of 

the picocells is coordinated by the macro-network. Inside the 

network, the pNBs are uniquely numbered as pNB1, …, pNBN. 

We use N = {1, …, N} to denote the set of the picocells in our 

system. The eNBs and pNBs communicate with each other 

using the standard X2 interface according to the application 

protocols described in [21]. The network operates on a slotted-

time basis with the time axis partitioned into equal non-

overlapping time intervals (slots) of the length Ts, with t 

denoting the integer-valued slot index.
1
  

The network serves M wireless users, denoted U1, …, UM, 

with M = {1, …, M} indicating the set of the users. Note that 

in LTE, the number of users and their unique users’ 

identification numbers (IDs) can be found from the standard 

random access channel (RACH) procedure activated at an 

initial access to the network (i.e., for originating, terminating 

or registration call) [17]. It is assumed that the coverage areas 

of the picocells do not overlap which each other but do 

overlap with the coverage area of a macro-network. 

Consequently, the users located within the service area of a 

picocell can be served by this picocell and/or by a macro-

network. The users located outside the service areas of the 

picocells can be served only by the macro-network. For each 

pNBn, we use notation Mn and M0 to indicate, respectively, 

the set of the users placed inside its service area and the set of 

the users located outside its service area. Clearly, MnM, 

nN, and M0M represent the partitions of a set M and, 

hence,  

., , , ,)( 00 NMMMMMMM
N
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

knknni
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  

The considered system operates on the bandwidth spanning 

K RBs, numbered RB1, …, RBK, with K = {1, …, K} being 

the set of all RBs comprising the total available bandwidth. 

Each eNB/pNB operates on its fixed licensed spectrum band. 

It is assumed that (i) the spectrum band of the picocells may 

overlap with the spectrum band of a macro-network but do not 

overlap with each other; (ii) the frequency reuse within a 

macro-network is not allowed. By this assumption, the 

overlapping RBs within the system bandwidth can be 

occupied by at most two users (a user of a picocell and a user 

of a macro-network). The rest of the RBs are allocated to at 

most one user of the eNB or pNB. We use notation Kn and K0 

to indicate the set of RBs within the bandwidth of the pNBn 

and the set of RBs belonging to the spectrum band of a macro-

network, respectively. Then, the following relations are true:  

., , , , 0 NKKKKKK  knknn
 

Recall that a standard LTE system uses an orthogonal 

frequency-division multiple access (OFDMA) for DL 

transmissions and a single carrier frequency division multiple 

access (SC-FDMA) in the UL direction. Both the SC-FDMA 

and OFDMA provide the orthogonality of RB allocations to 

the users served by one cell. Therefore, when information is 

transmitted by the user to its serving eNB, it will be distorted 

only by the user(s) associated with some other eNB(s) 

operating on the same RB(s) [17], [22]. In our model, only the 

RBs in a shared band 
0)( KK

N




n
n

  are vulnerable to the 

                                                           
1 This accords to the standard LTE system [1] where the duration of each 

slot t equals Ts = 0.5 ms. 



 

interference. The rest of the spectrum 
0)(\ KKK
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
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n
n

  is free from potential interference. 

 

Figure 1.  Example of a heterogeneous LTE-A system with the macro-network served by 3 eNBs and 5 picocells served by the pNBs. 

III. PROBLEM STATEMENT 

A. Constraints 

In this Section, we formulate the RB allocation problem for 

the integrated pico/macro-network described above. First, let 

us consider the constraints on RB allocations to the users of a 

macro-network and the picocells in a considered network 

model. An illustrative example of possible RB allocation is 

shown in Figure 2. Note that the users located in the picocells 

can use both the RBs of these picocells (in which case they are 

served by the pNB) and the RBs of a macro-network (in which 

case they are served by one of the eNBs). On the other hand, 

the users placed in the non-overlapping (with the picocells) 

areas can utilize only the RBs of a macro-network. Within the 

total available bandwidth, each RB in the unprotected (from 

the interference) spectrum 
0)( KK

N




n
n

  can be allocated to 

at most two users: a user of some pNB and a user of a macro-

network. Any RB in the protected (from the interference) 

spectrum 
0)(\ KKK

N




n
n

  can be allocated to at most one 

user (associated with one of the pNBs or eNBs). 

Now, for each nN, mM, kK, we define the binary 

variable x
m

kn(t) equaling 1, if RBk is allocated to the user Um 

by the pNBn at slot t and 0, otherwise. Similarly, for each 

mM, kK, we define the binary variable y
m

k(t) equaling 1, 

if RBk is allocated to the user Um by a macro-network. Then, 

the binary RB allocation variables x
m

kn(t) and y
m

k(t) should 

satisfy the following constraints at any slot t: 
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In expressions above, the constraint (1a) is necessary to 

ensure that each RB within the available bandwidth is 

allocated to at most one user. The constraint (1b) guarantees 

that the RBs within the spectrum of the pNBn are allocated 

only to the users in Mn (i.e., the users placed within the service 

area of pNBn). The constraint (1c) shows that the users in Mn 

can be allocated only with the RBs in Kn (that is, the RBs in 

the spectrum of the pNBn). The constraint (1d) presumes that a 

macro-network can allocate only the RBs in K0. The 

constraint (1e) shows that the protected RBs can be allocated 

to at most one user. Finally, the constraint (1f) ensures that the 

RBs within the shared bandwidth can be allocated to at most 

two users and one of them should be associated with the pNB, 

whereas the other one should be served by a macro-network.  

Before formulating the optimization problem, we want to 

add one additional constraint which is necessary to guarantee 

that the SINRs in the wireless channels between the users and 

pNBs/eNBs do not fall below some minimal satisfactory 

levels SINR
m

tar, mM. Consequently, we assume that any 

RBk within the total available spectrum can be allocated to the 

user Um only if the following inequalities hold at any slot t: 
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for all nN, mM, kK. In (2), SINR
m

kn(t) is the SINR in 

the channel between Um and pNBn transmitting over the RBk at 

slot t; SINR
m

k0(t) is the SINR in the channel between Um 

operating on RBk at slot t. In our network model, SINR
m

kn(t) 

can be estimated using 
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in the UL direction and 
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in the DL direction. In (3a) and (3b), G
m

kn is the link gain of 

the channel between Um and pNBn transmitting over RBk, G
m

k0 

is the link gain of the channel between Um operating on RBk 

and a macro-network, σ
2
 is the Additive white Gaussian noise 

(AWGN) power, p
m
 is the transmission power in the (UL or 

DL) channel between Um and its associated eNB/pNB. 

On the other hand, SINR
m

k0(t) can be calculated using 
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in the UL direction and 
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in the DL direction. Note that in LTE, the instantaneous values 

of G
m

kn and G
m

k0 can be obtained from the channel state 

information (CSI), for all nN, mM, kK, through the use 

of the standard reference signals (RSs) [22], [23]. This means 

that at any slot t, we rely on the global knowledge of the 

accurate CSI in all wireless channels. The transmission power 

levels p
m
 are assumed to be fixed and known to all the 

eNBs/pNBs, for all mM. Indeed, the design of a standard 

LTE system provides the possibility of collecting the above 

information [17], [22], [23]. However, in any network 

operating in a “real-world” environment, some data may not 

be available for the certain wireless channel at certain time 

instants. Based on such considerations, further in the paper, 

we assume that the values of G
m

kn and G
m

k0 are obtained from 

the last available CSI. 

B. Optimization Problem 

Any resource allocation algorithm is usually designed to 

exploit the varying network characteristics by adaptively 

distributing scarce communication resources to optimize some 

certain performance metrics. The goal of resource allocation in 

our network model is to utilize all available RBs to improve 

the end-to-end QoS for the network users. Consequently, in 

order to design effective RB allocation algorithm, it is very 

important to choose an appropriate system parameter to 

measure the service performance. The existing research on 

resource allocation in LTE-A HetNets ([5] – [15]) mainly 

focus on the reliability of wireless communications by 

optimizing such physical (PHY) layer system parameters as 

SINR or PHY-layer throughput. Communication reliability is 

a very important aspect of the network performance but not 

enough to consider for improving the user-perceived QoS for 

nowadays applications (such as live streaming, online games, 

and video sharing). It is, therefore, equally important to take 

into account the individual traffic demands of the users in 

order to improve the higher-layer service performance metrics 

(e.g., packet delay).  

In LTE, the instantaneous data on the arrived and enqueued 

traffic is readily available through the use of the BSR 

procedure (described, in detail, in [18]). As part of packet 

scheduling, at the beginning of each slot t, each user Um is 

required to send its instantaneous buffer status information (bit 

arrival rate A
m
(t) and buffer size in bits Q

m
(t)) via a dedicated 

physical uplink control channel (PUCCH). In this way, the 

eNBs/pNBs get to “know” the exact amount of the UL data 

arrived and enqueued in the buffers of UEs. After receiving 

the BSRs from all associated UEs, the eNBs/pNBs allocate 

RBs and send the allocation information to the corresponding 

users via physical downlink control channels (PDCCHs). 

Similarly, the eNB readily finds out the size of the DL traffic 

arrived and enqueued in the buffer of each UE. The available 

instantaneous information on the arrived and enqueued traffic, 

together with the number of RBs allocated to each user, can be 

used to calculate the future queue size for each UE. For this, it 

is enough to apply the well-known Lindley’s equation [24] 
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m
(t), A

m
(t), R

m
(t) are, respectively, 

the size of the queue (in bits), the bit arrival rate (in bps), and 

the bit service rate (in bps) in the channel of Um at slot t.  

In (5), the exact values of Q
m
(t) and A

m
(t) are transmitted to 

the eNBs/pNBs during the BSR procedure. The value of R
m
(t) 

depends on the number of RBs allocated to user Um at time 

slot t and their transmission rates (which depends on the 

instantaneous SINR over these RBs). In our network model, 

R
m
(t) can be calculated using 
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for all mM. In (6), ω = 180kHz is the bandwidth of one RB, 

Ts = 1 ms is the duration of one RB; r
m

k0(t) is the service rate 

at slot t in the channel between Um operating on RBk and a 

macro-network, r
m

kn(t) is the service rate at slot t in the 

channel between Um transmitting over RBk and the pNBn. 

Further in the paper, the future queue size will be used as a 

QoS measure for each UE. The rationales behind this 

particular choice are as follows: 

- At any slot t, the future queue size Q
m
(t+1) of Um can be 

easily estimated using the Lindley’s equation (5), for all 

mM. 

- The queue size is directly related to the packet delay in the 

buffers of UEs. 

Note that to minimize the packet delay in the buffer of Um, we 



 

have to minimize its future queue size Q
m
(t+1) (by serving the 

maximal possible amount of data arrived and enqueued in the 

buffer of UE at any slot t). However, if we simply maximize 

the service rate R
m
(t), for all mM, then we may arrive at a 

situation when R
m
(t) ≥ Q

m
(t) + A

m
(t), for one or more mM. 

This means that some of the network resources (counted in 

terms of RBs in our system) will be wasted on increasing the 

service rate for the users with smaller traffic demands. In order 

to avoid this situation, instead of maximizing the current 

service rate R
m
(t) we propose to minimize the future queue 

size Q
m
(t+1).  

 

Figure 2.  Example of RB allocation in the network with 2 pNBs and 5 users. 

 

With the constraints on the binary RB allocation variable 

x
m

kn(t) and y
m

k(t), given by (1a) – (1f), the target SINR 

constraints in (2), and the objective function defined in (5), we 

are ready to formulate the RB allocation problem (to simplify 

notation, we skip the index t below and further in the paper): 
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where θ
m (0, 1] is the “weight” of Um which is used to 

prioritize the users according to their QoS requirements (e.g., 

for real-time applications with strict delay requirements, θ
m
 

could be set equal 1, whereas, for the “best-effort” users, it 

Macro-network 
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K = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}; K0 = {1, 2, 3, 4, 5, 6, 7, 8}; K1 = {2, 3, 4}; K2 = {7, 8, 9, 10} 

xm
k1 m = 1 m = 2 m = 3 m = 4 m = 5 xm

k2 m = 1 m = 2 m = 3 m = 4 m = 5 
k = 1 0 0 0 0 0 k = 1 0 0 0 0 0 

k = 2 0 1 0 0 0 k = 2 0 0 0 0 0 

k = 3 0 1 0 0 0 k = 3 0 0 0 0 0 

k = 4 0 0 1 0 0 k = 4 0 0 0 0 0 

k = 5 0 0 0 0 0 k = 5 0 0 0 0 0 

k = 6 0 0 0 0 0 k = 6 0 0 0 0 0 

k = 7 0 0 0 0 0 k = 7 0 0 0 1 0 

k = 8 0 0 0 0 0 k = 8 0 0 0 1 0 

k = 9 0 0 0 0 0 k = 9 0 0 0 1 0 

k = 10 0 0 0 0 0 k = 10 0 0 0 0 1 

   ym
k m = 1 m = 2 m = 3 m = 4 m = 5    

   k = 1 1 0 0 0 0    

   k = 2 1 0 0 0 0    

   k = 3 1 0 0 0 0    

   k = 4 0 1 0 0 0    

   k = 5 0 0 1 0 0    

   k = 6 0 0 1 0 0    

   k = 7 0 0 1 0 0    

   k = 8 0 0 0 0 1    

   k = 9 0 0 0 0 0    

   k = 10 0 0 0 0 0    

 

 

 
 

 



 

could be assigned any positive value, smaller than 1). In (7a) – 

(7j), the parameters θ
m
, Q

m
, A

m
, and SINR

m
tar are known at any 

slot t, for all mM. The service rates R
m
 (given by (7)) and 

the SINR levels SINR
m

kn (given by (3a) for the UL direction 

and (3b) for the DL direction) and SINR
m

k0 (given by (4a) for 

the UL direction and (4b) for the DL direction) are the 

functions of the binary optimization variables x
m

kn and y
m

k. 

IV. RB ALLOCATION PROCEDURE 

Note that the objective in (7a) can be minimized by 

maximizing the weighted sum of service rates, 
Mm

mmR  

(since Q
m
 and A

m
 do are some constants which do not depend 

on the optimization variable x
m

kn and y
m

k). However, because 

of the operator  
  that places the non-negativity restrictions 

on the future queue size Q
m
 + A

m
 – R

m
, we have to constraint 

the service rate R
m
, for each mM, to stay below the sum Q

m
 

+ A
m
. Consequently, the optimization objective (7a) can be 

stated, alternatively, as 


Mm

mmR    minimize  (8a) 

subject to:  . , M mAQR mmm          (8b) 

Based on (8a) and (8b), we formulate the optimization 

problem (7a) – (7j), as 

  
  


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kn
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kn
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m rxry )(    minimize 0  (9a) 

subject to:  
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where the rates R
m
 are expressed (as in (6)) using the 

transmission rates of RBs, r
m

k0 and r
m

kn.  

Apparently, the above problem belongs to the family of 

MKPs [19]. In our variant of the problem, the set of K items 

(RBs), denoted by K, is partitioned into N + 1 different subsets 

or classes (indicating the RB association with a macro-

network or pNB), K0, K1, …, KN. Similarly, the set of M 

knapsacks (users), denoted by M, is partitioned into N + 1 

different classes (indicating user association with a macro-

network or pNB), M0, M1, …, MN. Each k
th

 item has the 

maximal profit (or weight) ,00



Mm

m

k

mr  if it belongs to class 

0, and ,0



Mm

m

kn

mr if it is in class nN. Each m
th

 knapsack 

has the capacity θ
m
(Q

m
 + A

m
) ≥ 0, mM. The binary variable 

y
m

k indicates whether the k
th

 item belonging to class 0 is placed 

into the m
th

 knapsack (in which case, y
m

k = 1 and y
m

k = 0, 

otherwise). On the other hand, x
m

kn = 1 shows that the m
th

 

knapsack contains the k
th

 item of a class n (otherwise, x
m

kn = 

0). The constraints (9c) – (9f) indicate restrictions on the 

choice of the items and knapsacks belonging to different 

classes imposed by the considered network model. The 

constraints (9g) and (9h) show that the items from the set 

0)(\ KKK
N




n
n

  can be packed only once, while the items in 

0)( KK
N




n
n

  can be placed twice to different knapsacks. The 

objective of this MKP is to pack the items to the knapsacks in 

the way maximizing the total profit.  

All MKPs are NP-hard in the strong sense (the NP-hardness 

proof for MLPs is provided in [25]). This means that it is not 

possible to find a fully polynomial approximation scheme for 

such problems. On the other hand, any dynamic programming 

approach would result in strictly exponential time bounds [19]. 

Up to now, there exist two main approaches to deal with large 

MKPs: i) speed up the solution process using various branch-

and-bound (B&B) techniques (e.g., [19], [26] – [28]); ii) find 

good but not necessarily optimal solutions using heuristic 

algorithms (e.g., [29] – [32]). In this paper, both of the above 

approaches are used to deal with the problem (9). To find the 

optimal solution of the problem, we use the version of an 

exact B&B algorithm proposed in [28] for large MKP 

instances. A comprehensive description of this algorithm can 

be found in [28]. In short, the algorithm uses a surrogate 

relaxation for deriving upper bounds to fathom the nodes that 

cannot lead to an improved solution. The main reason behind 

this particular choice of the algorithm is its very short solution 

time for MKPs with a large number of items [19], [28].  

Among many heuristic methods for solving large MKPs 

that have been developed in the past, the most prominent and 

simple is a so-called greedy allocation (GA) strategy [33]. The 

GA approach (with some modifications) can also be applied to 

our problem. In our case, the GA strategy is to ensure that the 

transmission resources of the network are fully utilized its 

users. This means that we will prefer such allocations for 

which the absolute difference |,)(| 0

m

k

mmm rAQ   for mM0 

or |,)(| m

kn

mmm rAQ  for m Mn, n N, is as small as 

possible.
2
 Consequently, at each step, we select the user Ui, 

such that  

                                                           
2
 Note that the proposed resource allocation approach is similar to the one 

used in backpressure routing [34]. However, unlike conventional backpressure 

algorithms, the allocated resources and the users in our problem belong to 

different classes (K0, K1, …, KN and M0, M1, …, MN, respectively) that are 

characterized by different features (following from the corresponding 

constraints (9c) – (9h) describing the relations between various subsets of 

users and RBs). Such limitations on RB allocations (together with the 

additional target SINR constraints and positivity requirements in (9i) – (9k)) 
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and allocate this user with the best matching RBj, satisfying   
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otherwise. In (10a) – (10c), the values of θ
m
 are predetermined 

in the network (based on user application), Q
m
, A

m
 are known 

(from the BSRs sent by the users), for all mM, at any slot t. 

On the other hand, the values of r
m

kn and r
m

k0 depend on the 

current RB allocations x
m

kn and y
m

k and, hence, cannot be 

known in advance. However, given the past (last available) 

CSI observations, we can (roughly) estimate these values at 

any slot t, using 

))1(1log(ˆ )),1(1log(ˆ 00  tSINR
T

ω
rtSINR

T

ω
r m

kn

s

m
kn

m
k

s

m
k

 (11) 

for all mM, kK, nN.  

The proposed algorithm for RB allocation algorithm 

(outlined, in detail, in Figure 3), is repeated, at each slot t, 

after collecting all data (such as BSR and CSI) by the macro-

network, as summarized below: 

Lines 0 and 1. Input all available data.  

Line 2. Initialize the variables. Here we create the temporary 

sets 
nn KKKMMM ˆ ,ˆ ,ˆ ,ˆ ,ˆ ,ˆ

00
 and variables v

m
, uk and initialize 

the binary variables x
m

kn, y
m

k for all nN, mM, kK. The 

temporary sets ,ˆ MM ,ˆ
00 MM  nn MM ˆ are used to store 

the indices of all network users which need RBs to be 

allocated (set 
0M̂ contains only the indices of the users located 

inside the non-overlapping areas of a macro-network, set 
nM̂  

comprises the indices of the users placed inside the service 

area of pNBn). Similarly, the temporary sets ,ˆ KK   

,ˆ
00 KK  nn KK ˆ  contain the RBs that can be allocated to 

the users (
0K̂  stores only the RBs within the spectrum of a 

macro-network, 
nK̂  comprises the RBs in the band of pNBn). 

The variable v
m
 is used to track the buffer size of Um during 

RB allocation procedure, uk indicates how many times a given 

RBk has been allocated.  

Lines 3 - 13. Form the temporary sets 
nKKK ˆ ,ˆ ,ˆ 0
 containing 

the indices of RBs which meet the target SINR requirements 

and estimate the transmission rate of each RB. 

Line 14. Start the main loop. Perform RB allocation while 

both of the sets, KM ˆ and ˆ , are non-empty.  

Line 15. Find the user with maximal weighted buffer size θ
i
v

i
. 

Line 16. If Ui is located within the non-overlapping areas of a 

macro-network, perform operations in Lines 17 – 24. Else, go 

to Line 25. 

                                                                                                      
introduce the additional complexity and bring a certain novelty to our RB 

allocation method. 

Line 17. If the set 
0K̂  is non-empty (and there is at least one 

RB that can be allocated to Ui), perform operations in Lines 

18 – 23 else go to Line 24. 

Line 18. Find the best matching RB with the minimal 

difference |θ
i
(v

i
 – m

kr 0ˆ )| within the set 
0K̂ . Store the index of 

the best matching RB in temporary variable j. Update 

(increment by one) the binary variable y
i
j to show that RBj is 

allocated to Ui by a macro-network. 

Line 19. Update (decrement by m
kr 0ˆ  or reduce to zero) the 

variable v
i
 representing the buffer size of Ui after RB 

allocation.  

Line 20. Update (increment by one) the variable uj indicating 

how many times RBj has been allocated. 

Line 21. Remove RBj from .ˆ
0K  

Line 22. If v
i
 = 0 then Ui does not need any RBs to be 

allocated and we remove it from the set .M̂  

Line 23. If RBj belongs to the set of protected RBs or it has 

already been allocated more than once (uj > 1), then RBj 

cannot be used any longer and we remove it from .K̂  

Line 24. If set 
0K̂  is empty, then there are no RBs that can be 

allocated to Ui, and we remove it from the set .M̂  

Line 25. If Ui is located inside the service area of one of the 

pNBs, perform operations in Lines 26 – 35. 

Lines 26 and 27. Find subset Mn, such that iMn. 

Line 28. If the union 
nKK ˆˆ

0   is non-empty (that is, there is 

at least one RB that can be allocated to Ui), perform operations 

in Lines 29 – 34. Else, go to Line 35.  

Line 29. Find the best matching RB from the set 
nKK ˆˆ

0   

with minimal difference |θ
i
(v

i
 – m

knr̂ )| or |θ
i
(v

i
 – m

kr 0ˆ )|. Store the 

index of the best matching RB in temporary variable j. 

Line 30. If ,ˆ
0Kj  update (increment by one) the binary 

variable y
i
j (showing that RBj is allocated to Ui by a macro-

network). Remove RBj from the set .ˆ
0K  Update (decrement 

by m
kr 0ˆ  or reduce to zero) the variable v

i
 representing the buffer 

size of Ui after RB allocation. 

Line 31. Else (if
nj K̂ ), update (increment by one) the 

binary x
i
jn showing that RBj is allocated to Ui by the pNBn. 

Remove RBj from the set .ˆ
nK Update (decrement by m

knr̂  or 

reduce to zero) the variable v
i
 representing the buffer size of Ui 

after RB allocation. 

Line 32. Update (increment by one) the variable uj indicating 

how many times the RBj has been allocated.Line 33. If v
i
 = 0, 

then Ui does not need any RBs to be allocated and we remove 

it from the set .M̂  

Line 34. If RBj belongs to the set of protected RBs or it has 

already been allocated more than once, then RBj cannot be 

used any longer and we remove it from the set .K̂  

Line 35. If 
nKK ˆˆ

0   is empty, then there are no RBs that can 

be allocated to Ui and we remove it from the set .M̂  

Lines 36. Output the results x
m

kn, y
m

k, for all mM, kK. 



 

 

Figure 3.  The proposed algorithm for RB allocation in LTE-A HetNet. 

0. Given N, M, K, M0, K0, Mn, Kn, for all nN;  /*Input available data.*/ 

1. Input θm, Qm + Am, SINRm
tar, SINRm

k0(t – 1), SINRm
kn(t – 1), for all nN, mM, kK; 

2. Initialize ,ˆ  ,ˆ  ,ˆ  ,ˆ
0  nKKKMM vm ← Qm

 + Am, uk ← 0, xm
kn ← 0, ym

k ← 0, for all nN, mM, kK; /*Initialize 

temporary sets and variables.*/ 

/*Estimate the transmission rate of all RBs, identify the RBs satisfying the target SINR requirements and put them to the sets 

.ˆ ,ˆ ,ˆ 0 nKKK */ 

3.  For all mM do {  

4.  For all kK0 do {  

5.   Set ;/))1(1log(ˆ 00 s
m
k

m
k TtSINRr   

6.   If ( SINRm
k0(t – 1) ≥ SINRm

tar ) {  

7.    set };{ˆˆ },{ˆˆ
00 kk  KKKK  }}} 

8. For all nN do {  

9.  For all mM do {  

10.  For all kK do {  

11.   Set ;/))1(1log(ˆ s
m
kn

m
kn TtSINRr   

12.   If ( SINRm
kn(t – 1) ≥ SINRm

tar ) {  

13.    set };{ˆˆ },{ˆˆ kk nn  KKKK  }}}} 

/*While KM ˆ and ˆ  are non-empty, perform RB allocation.*/ 

14. While (( M̂ ) and ( K̂ )) { 

15.  Set ;maxarg
ˆ

mm

m

vi 
M

  /*find the user with maximal weighted buffer size*/ 

16.  If ( iM0 ) { /*if Ui is located beyond the cells of pNBs, he can access only the spectrum of a macro-network*/ 

17.  If ( 0K̂ ) { /*If 
0K̂ is non-empty*/ 

18.   Set ;1 |,)ˆ(|minarg 0
ˆ

0




i
j

i
j

i
k

ii

k

yyrvj 
K

 /*allocate the best matching RB from 
0K̂ to Ui*/ 

19.   Set   ;ˆ 0


 i

j
ii rvv /*update vi representing the buffer size of Ui after RB allocation*/ 

20.   Set uj ← uj + 1; /*update uj indicating how many times the RBj has been allocated */ 

21.   Set };{\ˆˆ
00 jKK   /*RBj is no longer available, and should be removed from 

0K̂ */ 

22.   If ( vi = 0 ) set };{\ˆˆ iMM  /*Ui no longer needs RBs, and should be removed from M̂ */ 

23.   If ( ))(\( 0KKK
N




n
n

j  or ( uj > 1 ) ) set }{\ˆˆ jKK  ; } /*if RBj belongs to the set of protected RBs or has been 

allocated more than one time to the users, remove it from K̂ */ 

24.  Else set };{\ˆˆ iMM  } /* If 
0K̂  is empty, there are no more RBs that can be allocated in K0*/ 

25. Else { /*if Ui is located within the service areas of one of the pNBs, it can access the available RBs of both the pNB and a macro-

network*/ 

26.  For ( nN ) { 

27.   If ( iMn ) { 

28.    If (  nKΚ ˆˆ
0

 ) { 

29.     Set ); |)ˆ(|min |,)ˆ(|min ( minarg 0
ˆˆ

0

i
k

ii

k

i
kn

ii

k
rvrvj

n





KK

 

30.     If (
0K̂j ) { set },{\ˆˆ

00 jKK  yi
j ← yi

j + 1,   ;ˆ 0


 i

j
ii rvv } /*if RBj belongs to the spectrum of a macro-network, 

allocate RBs from 
0K̂  to Ui*/ 

31.     Else { set },{\ˆˆ jnn KK  xi
jn ← xi

jn + 1,   ;ˆ


 i
jn

ii rvv } /*if RBj belongs to the spectrum of a pNBn, allocate RBs 

from 
nK̂ to Ui */ 

32.     Set uj ← uj + 1; 

33.     If ( vi = 0 ) set };{\ˆˆ iMM    

34.     If ( ))(\( 0KKK
N




n
n

j  or ( uj > 1 ) ) set }{\ˆˆ jKK  ; } 

35.    Else set };{\ˆˆ iMM  }}}} 

36. Output xm
kn, y

m
k, for all nN, mM, kK. /*Output the results of RB allocation.*/ 



 

 
Figure 4.  Result of RB allocation in the network with 2 pNBs and 6 users. 

 

Now we are ready to present the proposed RB allocation 

procedure. A graphical illustration of applying this procedure 

to the small network with 2 pNBs and 6 users is shown in 

Figure 4, where the RBs which do not satisfy the target SINR 

requirements (and, therefore, cannot be allocated to the users) 

are highlighted using red colour. According to this procedure, 

the all necessary calculations are performed by a central 

processor (CP) which collects all necessary information 

related to RB allocation. A CP could be installed either in one 

of the eNBs or in an LTE evolved packet core (EPC). In the 

first case (if CP is located in one of the eNBs), the information 

exchange between a CP and the eNBs/pNBs is realized via X2 

interface. Otherwise (if CP is located in the EPC), the 

information exchange between a CP and the eNBs/pNBs is 

realized via a standard LTE S1 interface [1]. The following 

information is always available in the network (known to a CP 

and all the eNBs/pNBs):  

- spectrum information K0, K1, …, KN (since each eNB/pNB 

operates on its fixed licensed spectrum band, there is no 

need to update this information); 

- user location information M0, M1, …, MN  (this information 

is gathered by the network through a standard RACH 

procedure [17] used for initial access to the network) 

- the target SINR information, SINR
m

tar, and the user’s weight 

θ
m
, for all mM, can be updated periodically (e.g., once in 

an hour) by a CP based on the desired channel quality 

requirements of the users (obtained from all eNBs/pNBs). 

The RB allocation procedure consists of the following steps 

(repeated at every slot t): 

Step 1. Each user Um sends its BSR data, Qm and Am, and the 

recent CSI information, SINR
m

k0(t – 1) and SINR
m

kn(t – 1), to 

the associated eNB/pNB via the dedicated PUCCH. 

Step 2. All the eNBs/pNBs send the collected data to a CP via 

X2 or S1 interface. 

Step 3. After collecting this data, a CP solves the problem (8a) 

– (8k) using the algorithm presented in Figure 3 and sends the 

optimal (near-optimal) RB allocation variables x
m

kn, y
m

k to the 

respective eNBs/pNBs via X2 or S1 interface [1]. 

Step 4. Each eNB/pNB informs its users about the resource 

allocation decisions x
m

kn, y
m

k via PDCCHs. 

As follows from the above description, the proposed RB 

allocation procedure needs only two additional control 
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   k = 3 0 0 0 0 0 0     

   k = 4 0 0 1 0 0 0     

   k = 5 0 0 0 1 0 0     

   k = 6 0 1 0 0 0 0     

   k = 7 0 0 0 1 0 0     

   k = 8 0 0 0 0 0 0     

   k = 9 0 0 0 0 0 0     

 



 

signalling steps for its operation. The first additional signalling 

step is necessary to collect the data (using S1 or X2 interface) 

from the eNBs/pNBs; the second step is to inform the 

eNBs/pNBs about the resulted RB allocations. Hence, it is 

reasonable to suggest that the control overheads introduced by 

the proposed RB allocation procedure is minimal, and its 

impact on the network performance is neglectable. 

V. PERFORMANCE EVALUATION 

A simulation model of the network has been implemented 

upon a standard LTE-A Frequency Division Duplex (FDD) 

platform using the OPNET development package [20]. The 

model (illustrated in Figure 5) consists of the LTE EPC (with 

the integrated CP), 2 eNBs (comprising a macro-network), and 

3 pNBs. The EPC communicates with each eNB/pNB using 

the standard S1 interface via 10 Mbps internet protocol (IP) 

links. Each eNB in the model has a service area with 5 km 

radius. Each pNB has a service area with 500 m radius. The 

service areas of the macrocells overlap with the service areas 

of the picocells but do not overlap with each other, and vice 

versa. The licensed bandwidth of each eNB equals 50 RBs 

(which is equivalent to 10 MHz in the frequency domain). 

Each pNB operates on the bandwidth comprising 25 RBs (or 5 

MHz in the frequency domain). The simulated spectrum usage 

scenario is illustrated in Figure 6. Here the entire spectrum 

band of the pNB1 overlaps with the spectrum band of the 

eNB1. The bandwidth of the pNB2 overlaps partially with the 

spectrum band of the eNB1. The bands of the eNB2 and pNB3 

are protected (since they do not overlap with the spectrum 

bands of other pNBs/eNBs).  

The network serves M UEs: M/5 users located inside each 

picocell, the rest of the users are placed in the non-overlapping 

areas of a macro-network. The user traffic in simulations 

consists of three most frequently used network applications: 

Voice over IP (VoIP), video and Hyper-Text Transfer Protocol 

(HTTP). The number of users of each type is distributed in 

proportion 2:3:5 for voice, video, and data users, respectively. 

The following models (described in [35]) have been used to 

simulate voice, video and web users: 

- The VoIP services model is ON-OFF model with 

exponentially distributed ON-OFF periods. The mean 

duration of ON and OFF periods are 0.65s and 0.352s, 

respectively. The VoIP traffic is generated by using the 

G.723.1 (12.2 Kbps) codec with a voice payload size 40 

bytes and a voice payload interval 30 ms.  

- Video services are simulated using a high-resolution video 

model with a constant frame size equal 6250 bytes and 

exponentially distributed frame inter-arrival intervals (with 

mean equal 0.5s).  

- Web users in simulations are HTTP1.1 users generating 

pages or images with exponential page inter-arrival 

intervals (mean equal 60sec). It is assumed that one page 

consists of one object, whereas one image consists of five 

objects. The object size is constant and equal 1000 bytes. 

A radio model of the network has been developed according to 

the ITU-T Recommendation M.1225. It is assumed that the 

users operate in a moderately dense urban environment. The 

desired target SINR levels equal SINR
m

tar = 0 dB, for all 

mM. The weights of the users are set as θ
m
 = 1, for all voice 

and video users and θ
m
 = 0, for all HTTP users. The maximal 

transmission power levels of the eNB, pNB and UE are PeNB = 

20 W, PpNB = 2 W and PUE = 200 mW, respectively. Other 

network parameters are set in accordance with the 

requirements of the LTE specifications [1] (the simulation 

parameters of the model are listed in Table I). 

First, we evaluate the complexity and efficiency (in terms of 

finding the optimal solution) of different methods used to 

solve the problem (9a) – (9k). The first method is the version 

of an exact B&B algorithm (described in [28]) deployed to 

speed up the solution process. We call this method Exact B&B 

(abbreviated EB&B). The second method is the application of 

a GA approach (outlined in Figure 3) proposed in this paper to 

find a suitable (but not necessarily optimal) solution. We call 

this method Modified GA (abbreviated MGA). Tables 2 and 3 

and Figure 6 summarize the performance of the algorithms, 

with M ranging from 20 to 400 users. Table 2 shows the 

maximal, average and minimal number of iterations in both 

algorithms. Table 3 presents the maximal, average and 

minimal solution time (in μs). Figure 7 illustrates the percent 

of optimal solutions in MGA algorithm, and the mean absolute 

percentage deviation (MAPD) between a solution and an 

optimal result. Here the MAPD is calculated using [36]: 

, , , 
%100

1








MM m

m

MGAt

m

m

t

T

t t

tt RSRO
O

SO

T
MAPD  

where T is the total number of simulation trials; Ot is the value 

of the objective function in a trial t at the optimal point, St is 

the value of the objective function in a trial t at the solution 

point found using the proposed MGA algorithm. Results of 

simulations demonstrate that the number of iterations and 

solution time in MGA algorithm is at least 4 times smaller 

than those in EB&B algorithm. Although MGA may fail to 

obtain the optimal solution, the probability of such a failure in 

MGA is rather small (< 3%) with the relatively low MAPD (< 

1%). The solution time in EB&B might exceed Ts = 0.5 ms 

(slot duration in LTE system). Hence, in some cases, the 

EB&B algorithm will not produce the optimal result in due 

time (i.e. within the 0.5 ms long resource allocation period). 

We now compare the performance of the proposed MGA 

and EB&B with the performance of the following (most 

relevant to the considered scenario) resource allocation 

schemes: 

- The first scheme (proposed in [37]) has been designed for 

energy-efficient power allocation in the integrated 

pico/macrocell LTE-A network. Here the total service rate 

in picocells is maximized subject to the target SINR 

constraints (more comprehensive description of this scheme 

can be found in [37]).  

- In the second scheme (presented in [38]), the RBs are 

allocated to the users of the picocells to maximize the 

global proportional fairness in the network. The 

corresponding optimization problem is NP-hard and, hence, 

instead of solving the problem, the authors propose a simple 

user association rule to distribute the resources.  



 

 

Figure 5.  The simulation model of a network comprising 2 eNBs, 3 pNBs and EPC with an integrated CP. 

 

Figure 6.  The UL and DL frequency bands of the eNBs/pNBs in simulation model. 

TABLE I. SIMULATION PARAMETERS OF THE MODEL 

Parameter Value 

Radio Network Model: Path loss 49log30log40
1010

 fRL , R – distance (km), f – carrier frequency (Hz) 

Shadow fading Log-normal shadow fading with a standard deviation of 10/12 dB for outdoor/indoor 

users 

Penetration loss The average building penetration loss is 12 dB with a standard deviation of 8 dB 

Multipath fading Spatial Channel Model (SCM), Suburban macro 

UE velocity 0 km/s 

Transmitter/Receiver antenna gain 10 dBi (pedestrian), 2 dBi (indoor) 

Receiver antenna gain 10 dBi (pedestrian), 2 dBi (indoor) 

Receiver noise figure 5 dB 

Thermal noise density –174 dBm/Hz 

Cable/connector/combiner losses 2 dB 

Physical profile: Operation mode FDD 

Cyclic Prefix Type Normal (7 Symbols per Slot) 

EPC Bearer Definitions 348kbit/s (Non-GBR) 

Subcarrier spacing 15kHz 

Admission Control PDCCH symbols per subframe 3 

1970 1950 1980 

Frequency, MHz 

2000 1990 1940 1960 2010 
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Parameters: UL Loading Factor 1 

DL Loading Factor 1 

Inactive Bearer Timeout 20 sec 

BSR Parameters: Periodic Timer 5 subframes 

Retransmission Timer 2560 subframes 

L1/L2 Control Parameters: Reserved Size 2 RBs 

Cyclic Shifts 6 

Starting RBP for Format 1 messages 0 

Allocation Periodicity 5 subframes 

Random Access Parameters: Number of Preambles 64 

Preamble Format Format 0 (1-subframe long) 

Number of RA Resources per Frame 4 

Preamble Retransmission Limit 5 subframes 

RA Response Timer 5 subframes 

Contention Resolution Timer 40 subframes 

HARQ Parameters: Maximal Number of Retransmissions 3 (uplink and downlink) 

HARQ Retransmission Timer 8 subframes (uplink and downlink) 

Maximal Number of HARQ 
processes 

8 per UE (uplink and downlink) 

 
TABLE II. NUMBER OF ITERATIONS IN EB&B AND MGA ALGORITHMS 

Number of users, M 
EB&B MGA 

Min Avg Max Min Avg Max 

20 4 23 69 3 5 10 

40 5 53 161 4 11 21 

60 4 84 257 4 19 34 

80 4 117 348 4 26 47 

100 5 150 452 4 33 61 

120 5 185 567 4 41 74 

140 6 221 675 5 49 89 

160 6 257 770 5 57 102 

180 6 293 893 4 65 117 

200 5 331 995 5 74 133 

220 5 368 1107 5 81 148 

240 5 406 1220 5 90 162 

260 5 444 1335 5 99 178 

280 5 483 1451 5 107 195 

300 6 522 1571 5 115 208 

320 5 561 1683 5 125 225 

340 5 601 1803 5 133 241 

360 6 640 1934 5 142 256 

380 6 681 2051 6 152 272 

400 5 721 2169 5 160 288 

TABLE III. SOLUTION TIME (μs) IN EB&B AND MGA ALGORITHMS 

Number of users, M 
EB&B MGA 

Min Avg Max Min Avg Max 

20 3 7 27 2 4 2 

40 4 10 53 3 6 5 

60 5 17 86 3 6 7 

80 4 23 121 3 6 11 

100 4 30 151 2 5 14 

120 4 37 186 3 7 17 

140 4 44 224 3 8 20 

160 5 51 258 3 9 23 

180 4 59 296 4 11 27 

200 5 66 332 3 12 30 

220 5 74 370 3 13 34 

240 5 81 409 3 15 37 

260 5 89 446 3 16 41 

280 5 97 483 3 18 44 

300 5 104 524 3 19 48 

320 5 112 563 3 21 51 

340 6 120 603 4 22 55 

360 6 128 642 3 23 59 

380 5 136 685 3 25 62 

400 5 144 722 3 26 66 

 

Further in the paper, the first and second schemes will be 

called RA1 (resource allocation procedure 1) and RA2 

(resource allocation procedure 2), respectively.  

The graphs in Figures 8 – 10 illustrate the performance of 

different resource allocation methods in the experiments with 

varying number of users. All algorithms are simulated with 

identical system parameters. Figure 8 shows the mean SINR in 

the UL and DL channels between the users and the 

pico/macro-network. Figure 9 demonstrates the mean medium 

access layer (MAC) throughput in the UL and DL channels 

between the users and the pico/macro-network. Figure 10 

shows the mean packet end-to-end delay for the users. It 

follows from these figures that the highest SINR levels are 

achieved by RA1 (which is a rather expected outcome, 

because in this scheme the power allocated to the channels of 

the picocells is constrained by the target SINR levels in these 

picocells [37]). Note, however, that RA1 is not very good in 

terms of maintaining the throughput and reducing delay for the 

network users. The reason behind such poor performance is 

that some users are allocated with very low power levels (to 

satisfy the target SINR constraints) which result in low service 

rate and consequently, low throughput and large delays for the 

users. RA2 shows the worst performance in terms of SINR 

and slightly better (than RA1) performance in terms of 

throughput and delay. Note that in this scheme, instead of 

directly solving the formulated optimization problem, the user 

association rule is used to allocate the RBs [38]. Hence, 

although the proposed user association rule is very simple, it 

does not guarantee optimal distribution of spectrum resources. 

As a result, the performance of RA2 for the users is not very 

good. Both EB&B and MGA algorithms achieve satisfactory 

(better than RA2 and slightly worse than RA1) SINR and 

good (better than RA1 and RA2) throughput and delay 

performance. Note that both of these algorithms use 

formulation (9a) – (9k) for RB allocation with the objective to 

minimize the future queue size in the buffers of UEs (leading 

to reduced delay for UEs). Although MGA does not directly 

solve the problem (9), it has very high probability of finding 

the optimal solution (or providing the solution which is very 

close to optimal, as it follows from Figure 7). Therefore, both 



 

EB&B and MGA are very effective in increasing the 

throughput and reducing delay for the network users while 

maintaining reasonably high (not lower than the target) SINR 

levels in the wireless channels.  

 

Figure 7.  Percent of found optimal solutions and MAPD (%) between 

solution obtained in MGA and optimal result. 

 

Figure 8.  Mean SINR in different resource allocation schemes. 

 

Figure 9.  Mean throughput in different resource allocation schemes. 

 

Figure 10.  Mean packet and-to-end delay in different resource allocation 

schemes. 

To conclude, we note that both the exact (EB&B) and 

heuristic (MGA) algorithms show very similar performance 

for the users. However, because of its reduced complexity and 

smaller solution time, the latter algorithm (i.e., MGA) is 

preferable for use in practical network deployments.  

CONCLUSION 

In this paper, we propose the novel approach for RB 

allocation in the integrated picocell/macrocell LTE-A 

network. The main idea here is to use the queue size in the 

buffers of UEs as a network utility. The formulated RB 

allocation problem belongs to the family of MKPs (which are 

NP-hard in the strong sense). Consequently, we show two 

possible ways to deal with this problem: i) applying the exact 

branch-and-bound (B&B) technique to speed up the solution 

process, ii) utilizing the modified GA heuristics to find 

suitable (but not necessarily optimal) solution. The RB 

allocation procedure derived in the paper use both of the 

above algorithms (exact and heuristic) for RB allocation. Both 

algorithms show good performance in simulations. However, 

the approximate algorithm has much lower complexity and 

smaller solution time than the exact method and, therefore, it 

is more suitable for practical network deployments. 
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