
Big Data Cluster Analysis and its
Applications

Punit Rathore

Submitted in partial fulfilment of the requirements of the degree of

Doctor of Philosophy

Department of Electrical and Electronic Engineering
THE UNIVERSITY OF MELBOURNE

August 2018



Copyright © 2018 Punit Rathore

All rights reserved. No part of the publication may be reproduced in any form by print, photoprint,
microfilm or any other means without written permission from the author.



Abstract

The increasing prevalence of Internet of things (IoT) technologies, smartphones, and social

media services generates a huge amount of data, popularly known as ’big data’. Extracting useful

information from big data is essential for many businesses and applications for providing better

services and increasing their profits. For example, smart city solutions aim to use this wealth of

data for formulating effective policies to solve the problems faced by citizens. These voluminous

data are usually unlabeled, therefore, scalable and efficient unsupervised algorithms are required

to manage and extract actionable information from big data.

Cluster analysis is a useful unsupervised approach to discover the underlying groups and use-

ful patterns in the data. Cluster Analysis for any data consists of three problems, (P1) cluster

assessment, which asks “Do the data have clusters? If yes, how many?"; (P2) Clustering i.e., par-

titioning the data into clusters, and (P3) cluster validity, which asks “Are the clusters found useful?

Is there a better one we did not find?" Traditional cluster analysis algorithms are not suitable for

big data owing to its volume, variety, and velocity property.

This thesis developed a suite of novel scalable algorithms to solve each of the three problems of

cluster analysis, namely, cluster assessment, clustering, and cluster validity, for big data, that may

be high-dimensional, anomalous and streaming. For demonstration, a novel scalable framework

for predicting large-scale taxi trajectories is presented as a real application of big data clustering.

Our first contribution addresses the high-dimensionality and scalability issues for soft clus-

tering methods. Specifically, we developed a simple and computationally efficient framework for

high-dimensional data clustering: CAFCM, which employs fuzzy c-means clustering on an en-

semble of random projections to obtain multiple fuzzy clustering partitions, and then cumulatively

aggregates them based on their quality to get a final output partition. The CAFCM framework

scales linearly in the number of samples in the data and does not require any prior knowledge of
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the number of clusters, which makes it an attractive clustering approach for big datasets.

Our second contribution solves the cluster tendency assessment and clustering problem for

voluminous, high-dimensional datasets. We developed a fast cluster tendency assessment and sub-

sequent clustering algorithm: FensiVAT, which integrates an intelligent sampling scheme, called

Maximin Random Sampling (MMRS), and a new random projection (RP)-based ensemble method

with a visual assessment of cluster tendency (VAT) method, in an efficient manner. The reordered

dissimilarity image (RDI) (aka cluster heat map) obtained in FensiVAT suggests the number of

clusters in data. The FensiVAT is more effective than the existing big data clustering techniques,

both in terms of CPU-time and cluster quality.

Our third contribution deals with the cluster validity problem for big data. Notably, we pre-

sented six novel approximation algorithms including two incremental methods to compute Dunn’s

cluster validity index for big data. Four methods used variations of the MMRS sampling and two

are based on unsupervised training of one class support vector machines. All six methods for es-

timation of Dunn’s index (DI) are linear in the number of samples. Computing approximations to

DI with MMRS methods is both tractable and accurate.

After dealing with big static data, our next contribution focused on detecting evolving structure

in high-velocity, streaming data. Existing VAT-based algorithms for streaming data, inc-VAT/ inc-

iVAT and dec-VAT/dec-iVAT, are impractical for high-velocity data streams. We developed a novel

algorithm, inc-siVAT, for incremental and time efficient visualization of evolving cluster structures

in high-velocity, data streams. The inc-siVAT extracts an initial smart (MMRS) sample and its RDI

image, then it incrementally updates them on the fly to track changes in cluster structure after each

chunk. The new algorithm is demonstrated for visualizing evolving cluster structures and detecting

anomalies in dynamic streams of four big datasets, including a real IoT data.

Finally, we demonstrate our big data clustering framework for a real-life smart city application.

Based on a big data clustering method and Markov models, we developed a scalable framework

for vehicle trajectory prediction which is suitable for a large number of overlapping trajectories in

a dense road network, typically for major cities around the world. The short-term and long-term

prediction performance of our framework on two real-life, large-scale taxi trajectory data from the

Beijing and Singapore Road networks is found to be better than two current methods, in terms of

prediction accuracy and distance error.
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critical feedbacks on manuscript writing. Other co-authors, Dr. Sarah M. Erfani, Zahra Ghafoori,
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Journal Papers

1. Rathore P., Bezdek J. C., Erfani S. M., Rajasegarar S., Palaniswami M. “Ensemble Fuzzy

Clustering using Cumulative Aggregation on Random Projections" in IEEE Transactions on

Fuzzy Systems (IEEE T-FS), 26(3): 1510-1524, 2018

This article develops a simple and computationally efficient framework, cumulative agree-

ment based fuzzy c-mean (CAFCM), for high-dimensional data clustering. The CAFCM

framework employs fuzzy c-means clustering on an ensemble of random projections to

obtain multiple fuzzy clustering partitions, and then cumulatively aggregates them based

on their quality to get a consensus bsest final partition. Experimental results on various

big, high-dimensional datasets demonstrate that CAFCM outperforms three state-of the-art

methods in terms of accuracy and space-time complexity. CAFCM runs one to two orders of

magnitude faster than other state-of-the-arts algorithms. Chapter 3 is based on this paper.

2. Rathore P., Kumar D., Bezdek J. C., Rajasegarar S., Palaniswami M. “A Rapid Hybrid

Clustering Algorithm for Large Volumes of High-dimensional Data" in IEEE Transactions

on Knowledge and Data Engineering (IEEE T-KDE), 2018

Existing clustering algorithms encounter serious problems related to computational com-

plexities and/or cluster quality for datasets that are jointly large in the number of samples

and the number of dimensions. This article presents a new relative of the visual assessment

of tendency (VAT), which is popular method for cluster tendency assessment and subse-

quent clustering. To simultaneously overcome both the ‘curse of dimensionality’ problem

due to high dimensions and scalability problems due to large sample size, this article devel-

ops a novel, hybrid ensemble-based clustering framework, FensiVAT, by leveraging a fast

data-space reduction and an intelligent sampling strategy. FensiVAT also provides visual
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evidence that is used to estimate the number of clusters (cluster tendency assessment) in the

data. FensiVAT was compared with nine state-of-the-art approaches which are popular for

large sample size and/or high-dimensional data clustering. Experimental results suggest that

FensiVAT, which can cluster large volumes of high-dimensional datasets in a few seconds,

is the fastest and most accurate method of the ones tested. Chapter 4 is linked with this

paper.

3. Rathore P., Ghafoori Z., Bezdek J. C., Palaniswami M., Leckie C.“Approximating Dunn’s

Cluster Validity Indices for Partitions of Big Data" in IEEE Transactions on Cybernetics

(IEEE T-CYB), 2017 (DOI: 10.1109/TCYB.2018.2806886)

Dunn’s internal cluster validity index assesses partition quality, however, it is infeasible for

big data due to O(N2) complexity. This article presents six novel methods, including two

incremental methods, for approximating Dunn’s index (DI) for big data. Four methods are

based on Maximin sampling, which identifies a skeleton of the full partition that contains

some boundary points in each cluster. Two additional methods are presented that estimate

boundary points associated with unsupervised training of one class support vector machines.

Numerical examples compare approximations to DI based on all six methods. Experiments

on several big datasets show that a MMRS based incremental method offered an average

speedup of about 1000 : 1, and produced average values that matched DI values up to±0.01

when computed on the full dataset. Chapter 5 is based on this paper.

4. Rathore P., Kumar D., Bezdek J. C., Rajasegarar S., Palaniswami M. “A Scalable Frame-

work of Trajectory Prediction for Connected Vehicles". IEEE Transactions on Intelligent

Transport System (IEEE T-ITS) (under review)

This article develops a novel scalable framework, based on a new big data clustering method

and Markov models, for both short-term and long-term trajectory prediction (TP) which can

handle a large number of overlapping trajectories in a dense road network. The proposed

framework can also determine the number of clusters, which represent different movement

behaviours in trajectory data. We compare the proposed framework with a mixed Markov

model (MMM)-based scheme and NETSCAN-based TP method on two real-life, large-scale

taxi trajectory datasets from the Beijing and Singapore road networks. Experimental results
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show that our proposed approach outperforms the existing approaches in terms of both short-

and long-term prediction performances, based on prediction accuracy and distance error .

Chapter 7 is linked with this paper.

5. Rathore P., Kumar D., Bezdek J. C., Rajasegarar S., Palaniswami M. “Detecting Evolving

Cluster Structures and Anomalies in High-Velocity, Big Streaming Data", to be submitted

in ACM Transactions on Knowledge Discovery from Data (ACM TKDD) (status: final draft

in preparation)

The widespread use of Internet of Things (IoT) technologies, smartphones, and social media

services generate huge amounts of data streams at high velocity. Automatic interpretation

of high-velocity streams is required for timely detection of interesting events that usually

emerge in the form of clusters. This article proposes a new relative of the improved VAT

(iVAT) model for high velocity streaming data. Existing incremental VAT algorithms, inc-

VAT/inc-iVAT and dec-VAT/dec-iVAT, are not suitable for high-velocity streams. To address

this problem, this article proposes an incremental method, inc-siVAT, which deals with the

large streaming data in chunks. It first extracts a small size smart sample using the MMRS

sampling scheme, then incrementally updates the smart sample points on the fly, using a

new incremental MMRS algorithm, to reflect changes in data streams after each chunk, and

finally, produces an incrementally built iVAT image of the updated smart sample, using inc-

VAT/inc-iVAT and dec-VAT/dec-iVAT algorithms. The sequence of these images can be

used to detect evolving cluster structure and anomalies in streaming data. Our evaluation on

dynamic streams of several big dataserts demonstrates the algorithm’s ability to successfully

identify anomalies and visualize changing cluster structure in high-velocity big, streaming

data. Chapter 6 is based on this paper.

Conference Papers

1. Rathore P., Kumar D., Bezdek J. C., Rajasegarar S., Palaniswami M. “Approximate Clus-

ter Heat maps for Big Data". 24th IEEE International Conference on Pattern Recognition

(ICPR) at Beijing, China, 2018.

A scalable version of iVAT called siVAT approximates iVAT images, but siVAT can be com-

putationally expensive for big datasets. This article develops a new intelligent sampling
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scheme, MMRS+, that in turn, introduces a modified version of siVAT, siVAT+, which ap-

proximates cluster heat maps for large volumes of high dimensional data much more rapidly

than siVAT. We show that the samples obtained using MMRS+ retain almost the same ge-

ometry as the MMRS does. Experimental results suggest that images obtained using siVAT+

provide visual evidence about potential cluster structure in all datasets, including two un-

labeled datasets, in significantly less time (8− 55 times faster) than siVAT with no loss of

accuracy or visual acuity.

2. Rathore P., Ghafoori Z., Bezdek J. C., Palaniswami M., Leckie C. “Estimating General-

ized Dunn’s Cluster Validity Indices for Big Data", IEEE Conference on System, Man, and

Cybernetics (IEEE-SMC) at Miyazaki, Japan, 2018. (Best student paper award - Finalist)

Original Dunn’s index (DI) is sensitive to anomalies due to the way distances are used in

its computation. Generalized Dunn’s indices (GDIs) overcome this drawback using various

different distance measures. However, similar to DI, GDIs also have quadratic time com-

plexity making them infeasible for big data. This article extended our previous work on

Dunn’s index for approximating GDIs. This article also illustrates that how our incremental

approach from previous work approximates DI values with an optimal number of points,

and shows that DI value monotonically decreases with the addition of new data point. The

proposed algorithms are compared with a support vector machine based boundary extrac-

tion method and a random-sampling based estimation method. Experiments on several big

datasets show that computing approximations to (three) GDIs with the MM skeleton is both

computationally feasible and reliably accurate.

Other Publications

Following publications were also produced during the Ph.D. candidature. However, these

publications do not contribute towards this thesis.

Journal Papers

1. Rathore P., Rao A., Rajasegarar S., Vanz E., Gubbi J., Palaniswami M. “Real-time Urban

Micro-climate analysis using Internet of Things", in IEEE Internet of Things Journal (IEEE
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IoT), 5(2): 500-511, 2018

2. Rathore P., Kumar D., Rajasegarar S., Palaniswami M. “Maximum Entropy based Auto

Drift Correction using High and Low Precision Sensors", ACM Transactions of Sensors and

Networks (ACM TOSN), 13(3), 2017

Conference Papers

1. Rathore P., Kumar D., Rajasegarar S., Palaniswami M. “Bayesian Maximum Entropy and

Interacting Multiple Model based Auto Drift Correction in an IoT environment" in IEEE

4th World Forum on Internet of Things (WF-IoT) at Singapore 2018. (Best Paper Award)
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Chapter 1

Introduction

1.1 Motivation

The ubiquity of the Internet and personal computing technologies, especially mobile comput-

ing and social media, has resulted in digital data explosion. Everyday an abundant amount of

data is generated in the form of text, image, audio, video, time-series, and GPS logs, from various

sources such as Internet of things (IoT) devices, smartphones, social networks activities, emails,

and video-hosting services. Facebook alone logs over 25 terabytes (TB) of data per day [1]. It

is estimated that more than 200 million emails are exchanged every minute 1, and 300 hours of

videos are uploaded to Youtube 2 every minute [2]. Such data are termed as ’big data’ [3].

Big data analytics can extract meaningful information from the oceans of the data produced

by various sources [4]. Virtually every large business is interested in collecting large amounts

of data from its customers or underlying infrastructure, and mining it to generate useful infor-

mation in timely manner. This information helps businesses to provide better customer services

and increase their profitability. The New York Exchange gathers about 1 TB of trade information

during each trading session [2]. The real-time processing of this data can assist traders in making

important trade decisions. About 23% of available digital data are believed to contain meaning-

ful information that can be utilized by companies, government institutions, policy makers, and

individual users 3.

Big data with IoT technologies have also played an essential role in the feasibility of smart

city initiatives [5, 6]. Big data collected from smart city infrastructure and citizens through IoT

1http://mashable.com/2014/04/23/data-online-every-minute
2https://www.youtube.com/yt/press/statistics.html
3http://www.mckinsey.com/insights/business_technology/big_data_the_next_frontier_for_innovation

1
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technologies and social media services offer the potential for the city to obtain valuable insights,

that assist the city councils and administrators to plan and manage the city in a better way. Big

data analytics has also lead to the development of new applications and services like Microsoft’s

HealthVault 4 - a platform to gather, store, utilize and share the health information online for health

management.

Effective analysis of big data is a key factor for the success in many applications, businesses,

and services, including several smart city application domains such as health care, transportation,

finance, and energy sectors. The big data can be effectively utilized using suitable learning ap-

proaches, which can be supervised, semi-supervised, or unsupervised. Supervised approaches,

such as classification techniques, require labeled training data for learning. Supervised learning

techniques [7] finds its utility in many applications such as intrusion detection, spam detection, ma-

chine translation, sentiment analysis, and object recognition. Unfortunately, a significant amount

of big data available to us are unlabeled. Only about 3% of the potentially useful data on the web

is labeled. Moreover, obtaining the labels for massive amounts of data is extremely expensive

and time-consuming, making supervised learning difficult for most big data applications. Semi-

supervised approaches [8] alleviate the labeling problem by using a large pool of unlabeled data

with a small set of labeled data. However, it is expensive to obtain supervision in many appli-

cations, such as medical and stock market analysis, where high-level of expertise is required for

labeling. Unlike supervised and semi-supervised approaches, unsupervised methods do not require

labeled data, thereby, avoiding the labeling cost and allowing one to leverage big data with mini-

mum prior knowledge. Therefore, many applications demand sophisticated unsupervised tools to

analyze big data for their better understanding.

Cluster analysis or clustering is the most common unsupervised approach to discover the un-

derlying groups and patterns in the data. In clustering, data are partitioned into several subsets

of similar objects without any prior knowledge. Clustering provides a summarized view of data

in the form of patterns, and with the domain-specific information, these patterns may provide

a better understanding of big data. Cluster analysis is an essential tool for knowledge discov-

ery [9], outlier/anomaly detection [10–12], indexing [13], and compression [14]. It has also been

used in many applications such as web search [15], social network analysis [16], information re-

4https://www.healthvault.com/us/en/overview
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trieval [17], bioinformatics [18], gene expression analysis [19], image processing [20], market

analysis [21, 22] and recommendation systems [23]. Clustering also finds it utility in several

smart city applications to gain valuable insights from raw data obtained through various sensing

devices. For example, the work in [24, 25] employ k-means clustering on weather station data to

analyze urban heat island (UHI) effect and understand the characteristics of different surround-

ing environments, which assist city councils in urban planning. For smart parking applications,

the studies in [26–28] apply clustering to urban car parking data to automatically obtain useful

trends for better utilization of available parking facilities. Clustering methods have also been em-

ployed in intelligent transportation systems (ITS) to extract urban mobility patterns [29, 30] from

pedestrians and vehicles movement data for better traffic management. For smart grid applica-

tions [31–33], clustering has been applied to time-series energy data from smart meters to identify

energy usage profiles of residential, commercial, and industrial consumers. There are also several

applications of clustering in other smart city contexts, such as in smart health care [34–36], smart

agriculture [37, 38], and smart waste management [39, 40].

While cluster analysis is useful for many applications and services, it is a challenging task to

analyze big data that are mostly noisy, streaming, high-dimensional, and heterogeneous. There-

fore, sophisticated and efficient algorithms are required to manage and extract actionable infor-

mation from big data. There are several fundamental questions to be answered when performing

cluster analysis. We explain each of these questions of cluster analysis, followed by their chal-

lenges and limitations of existing algorithms for big data, in the next section.

1.2 Problem Statement and Challenges

Consider a dataset X consisting of N objects is partitioned into k ∈ {1,2, ..,n} subsets (clus-

ters), and each object in X is defined by a p-dimensional feature vector. Cluster analysis in X

consists of three problems [41]: (P1) pre-clustering assessment of tendency, which asks the

question "Do the data have clusters? If yes, how many (k)?"; (P2) partitioning the data –

finding the k clusters; and (P3) post-clustering cluster validity, which asks "Are the k clusters

found useful?". Below, we explain each of the three problems of cluster analysis.

1. Clustering tendency assessment: A natural question that comes before applying any clus-
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tering method on the dataset is- "Does the data contain any inherent grouping structure or

cluster?" A major problem in unsupervised machine learning, specifically in cluster analy-

sis, is that all clustering methods will partition the data into groups even if no "actual" cluster

exists in the data. Therefore, prior to clustering or as a pre-clustering step, it is important to

determine whether the data contains meaningful clusters (i.e., non-random structure) or not.

If yes, then how many clusters, k? This problem is defined as an assessment of clustering

tendency or clusterability.

There are mainly two types of approaches to evaluate the clustering tendency : (i) statistical

methods, that measure the probability that a given dataset is generated by a uniform data

distribution to test the spatial randomness of the data. A popular statistical approach is

Hopkins statistic [42, 43]; and (ii) visual methods, which visually inspect the clustering

tendency of the dataset. These methods reorder the dissimilarity matrix of the input data,

and visually estimate the number of clusters that appear as the dark blocks along the diagonal

of reordered dissimilarity image (RDI). Some popular methods in this category are visual

assessment of cluster tendency (VAT) [44], improved VAT (iVAT) [45, 46] and their scalable

versions scalable VAT (sVAT) and scalable iVAT (siVAT) [47].

2. Clustering: Once the number of clusters (k) in the data is known, the next task is to par-

tition the data into k clusters using a suitable clustering algorithm. Numerous clustering

methods have been proposed in the literature, which can be broadly classified into three cat-

egories: partitional, hierarchical, distribution, and density-based methods. The partitional

algorithms such as k-means, fuzzy c-means (FCM) attempt to determine partitions that opti-

mize a given objective function. In hierarchical clustering algorithms such as single-linkage

(SL), complete-link (CL), and minimum variance, data are organized into hierarchical clus-

ters based on the proximity between pairs of objects. Distribution-based approaches such as

Expectation Maximization (EM) with Gaussian Mixture models (GMMs) partition the data

based on the distribution of the data points. Density-based clustering such as DBSCAN, OP-

TICS detects regions (neighborhoods) of high density that are separated from one another

by regions of low density.

3. Cluster validity: Clustering algorithm with different cost functions provide different clus-
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tering results, and there is no single best choice of clustering algorithm and cost function

for all possible datasets. The last important problem in cluster analysis is the evaluation of

clustering results to find the partitioning that best represents the structure of the dataset. It

also asks the question whether the k clusters found useful or not? Is there any better partition

that clustering algorithm did not find? This process of evaluating the clustering results in

a post-clustering step is commonly known as cluster validity. One approach of finding the

best partition is through the use of scaler measures of partition quality. These measures are

known as cluster validity indices (CVIs). The most important distinction for such measures

is whether the index is internal or external. Internal CVIs use only data and/or algorithmic

outputs, whereas, external CVIs require additional "outside" information such as a ground

truth partition that labels subsets in the data. Some of internal CVI examples are Dunn’s

index (DI) [48], David-Bouldin index (DBI) [49], Xie-Beni (XB) index [50] and Silhouette

coefficient [51] which use the output partition from clustering and the input dataset itself.

Examples of external CVIs include Rand index(RI) [52], Adjusted Rand index (ARI) [53],

and Purity [54].

Challenges

Despite its usefulness for many applications, big data cluster analysis is a challenging task due

to the following properties of big data:

1. Volume: The two most important ways a dataset can be big are: (1) it has a very large num-

ber (N) of instances, and (2) each instance has many (p) features, i.e. it is high-dimensional

data. In this era of big data, we witness tremendous growth of data, not only in the number

of observations but also in the number of features, collected for each data object. In many

applications such as biomedical imaging, sequencing, and time series matching, the dataset

may consist of millions of instances in hundreds to thousands of dimensions [55]. The vol-

ume property of big data refers to the ability of a clustering algorithm to deal with large

volumes of high-dimensional data.

To deal with voluminous data, clustering algorithms should be scalable and efficient. This

means that their complexity should be nearly linear or sub-linear with respect to the sample
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size. Although the time complexity of clustering algorithms is related to the number of

instances in the dataset, the dimensionality of the dataset is another critical aspect. Real-

world datasets in the higher dimensional feature space are usually highly sparse, which

makes it difficult to find statistically meaningful structures from such redundant and sparse

data [56] through traditional clustering algorithms. Also, noisy and irrelevant attributes in

the data can worsen the performance of a clustering algorithm.

A variety of clustering algorithms [41, 56–60] have been developed (discussed in Chapter 2)

for a dataset that has either (1) large N but small p, or (2) small N but large p, but most clus-

tering algorithms are impractical for handling datasets that are large jointly in N and p [61].

Most existing clustering algorithms encounter serious problems related to computational

and space complexities and/or cluster quality for big datasets.

Similar to clustering, the implementation of clustering tendency assessment algorithms and

cluster validity indices (CVIs) is often very computationally expensive for big datasets [62].

The scalable versions of VAT/iVAT algorithm such as sVAT [47], siVAT, and clusiVAT [63]

are adequate for large sample size datasets, however, they still suffer from substantial com-

putation time when the data is large in the number of dimensions. For cluster validity, inter-

nal CVIs that require both the input data and the output partition such as DI [48], XB [50],

and Silhouette [51] have quadratic or higher computational complexity, which restricts their

use for small to medium size datasets. There has been a considerable amount of work done

to address the problem of clustering for big data. However, there is very little work available

in the literature to address cluster tendency assessment and cluster validity problem for big

data.

2. Velocity: Several processes generate large amounts of data which grow at an unlimited rate.

These data processes are referred to as data streams. New data points are added to an already

voluminous dataset at a fast rate, so it has to be dealt within a reasonable time. The velocity

property refers to the ability of a clustering algorithm to handle high-velocity data streams

in a timely manner.

Extracting knowledge as a set of patterns in a continuous stream of data is a challenging

task, due to the constraints imposed by the nature of data streams. First, due to memory
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constraints, it is not feasible to store big data streams for a longer period. Second, patterns

continuously appear and/or disappear in streaming data. Therefore, data must be processed

faster before a new data stream is generated otherwise trends may change. These constraints

on memory and computational complexity make cluster analysis a challenging task for data

streams.

A suitable clustering approach should be able to update the existing result by accommodat-

ing new information without running the experiment on entire data again. Several clustering

algorithms [64–68] have been developed to handle data streams. These approaches are usu-

ally incremental, which continuously update existing result either with each new data point

or with a small chunk (of fix size) of data points. The inability of these approaches to

determine the number of evolving clusters (patterns might change with new data points)

dynamically makes them ineffective for unlabeled data (for which k is mostly unknown).

The incremental and decremental VAT algorithms for streaming data, inc-VAT/dec-VAT and

inc-iVAT/dec-iVAT [69], provide a point by point visualization of evolving cluster structures

in streaming data using a sliding window based approach. However, hardware and software

constraints limit them to a maximum window size of about N ∼ 5,000 inputs, due to sys-

tem limitations to storing and visualize reordered dissimilarity matrix. When this limit is

reached, point by point deletion and insertion maintains this fixed window size. Thus, If

N = 100,000, the user will have a cluster heat map (RDI) of only the last window at the

end of the process. The salient point is that the history of cluster evolution is not available.

At present, to our knowledge, there is no technique on offer for visualization of evolving

cluster structures in high-velocity, data streams.

3. Variety: The variety property refers to an ability of a clustering algorithm to handle het-

erogeneous and unstructured data. As technology moves into more realms of human lives,

big data is taking on a larger variety of forms. The massive spread out of smart devices,

sensors, and social collaboration technologies has made it challenging to deal with big data,

as data collected from various sources with different specializations not only includes the

traditional data but also raw, unstructured, and semi-structured data in the form of audio,

text, emails, videos etc [70].
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Consider a transport application in smart city perspective for real-time traffic monitoring.

Assume that various noise and pollution sensors are deployed across the road segment to

estimate the crowd-density or road traffic. Besides, people available in that locality share

their GPS information, geo-tagged images of traffic, text, audio, video using a participatory

sensing platform. They are also able to send nominal information (yes/no for "Is your area

crowded") by using a dedicated platform or an app. These data may also have mixed at-

tributes such as numerical, categorical, nominal, and ordinal. The heterogeneity and noise

make processing and clustering of big data a challenging task. Specialized techniques may

be needed to handle different formats of the data. Most clustering algorithms handle het-

erogeneous data either by employing feature transformation to unify the format of data or

using heterogeneous data directly with customized distance measures to compute pairwise

similarities among data points.

Although there are two other characteristics (veracity and value) of big data, these (above)

three core characteristics must be taken into account when developing a clustering algorithm for

big data. Next, we discuss our research contributions to address each of these challenges for big

data cluster analysis.

1.3 Research Contributions

Based on the above discussion on challenges, it is evident that sophisticated and efficient

algorithms are required for cluster analysis of big data which (i) should have linear or sub-linear

running time complexity, (ii) need a minimum amount of memory, and (iii) do not compromise

with the output quality. The new algorithms should be adaptable for various applications which

means they should (i) not require lots of tunable and sensitive input parameters, (ii) not require

the number of clusters to be known in advance, and (iii) be able to handle high-velocity data for

streaming data applications.

The objective of this thesis is to design algorithms to solve each of the three problems

of cluster analysis viz., cluster tendency assessment, clustering, cluster validity, for large

volumes of high-dimensional data, including streaming data. The main contributions of this

thesis are outlined as follows:
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1. Clustering high-dimensional data: The first contribution of this thesis addresses the high-

dimensionality and scalability issues for soft clustering methods. Specifically, a novel, sim-

ple and computationally efficient framework, cumulative agreement based fuzzy c-means

(CAFCM), has been developed for high-dimensional data clustering which employs fuzzy

c-means clustering on an ensemble of random projections. The proposed ensemble approach

combines multiple fuzzy (or soft) partitions sequentially based on their quality, as measured

using cluster validity indices (CVIs).

(a) The performance of CAFCM was compared with three other ensemble-based cluster-

ing methods, called EFCM [71], RPFCM-A [72], and RPFCM-B [73], on two syn-

thetic and six real large, high-dimensional datasets. Experimental results show that

CAFCM outperforms the other three approaches based on accuracy, stability (stan-

dard deviation), space, and time complexity.

(b) CAFCM scales linearly in the number of data points and the number of repetitions,

making CAFCM approach feasible for large and high-dimensional datasets.

(c) CAFCM does not require any prior knowledge of the number of clusters that might be

present in the dataset, which makes it attractive for real-world clustering applications.

2. Cluster tendency assessment and subsequent clustering on big, high-dimensional data:

The second contribution of this thesis solves the cluster tendency assessment and clustering

problem for large-scale, high-dimensional datasets. We proposed a fast, hybrid cluster-

ing algorithm called FensiVAT, which effectively integrates a visual assessment of cluster

tendency (VAT) approach with a new random projection based ensemble technique and a

smart sampling strategy, called Maximin and Random sampling (MMRS), to deal with large

amounts of high-dimensional data.

(a) FensiVAT provides reliable visual evidence about the number of clusters that may be

present in big, high-dimensional data, in a few seconds.

(b) Experiments were performed on two synthetic and seven real datasets including one

unlabeled dataset, that are large in sample size (N) and dimensions (p). The per-

formance of FensiVAT FensiVAT was compared with nine other methods, which in-

clude six big data clustering methods, viz., single pass k-means (spkm) [74, 75],
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mini-batch k-means (MBKM) [76], CLARA [77], CURE [78], clusiVAT [63], GAR-

DENkm [79], and FastSpec [80] and two high-dimensional data clustering approaches,

PROCLUS [81], and random projection based ensemble clustering (RP-EN) [72, 82].

(c) Experimental results suggest that FensiVAT is up to several order of magnitudes faster

than the other nine approaches (except MBKM), without compromising accuracy.

3. Cluster validity for big data: The third contribution deals with the cluster validity problem

for big data. Six approximation methods are proposed to address the high computational

complexity problem of Dunn’s internal cluster validity indices for big data.

(a) The four methods viz., αMMRS, αnMMRS, iMMRS, inMMRS are based on a variant

of Maximin random sampling (MMRS) [83] which identifies a skeleton of the full

partition that contains some boundary points (required to compute Dunn’s indices) in

each cluster. The iMMSR and inMMSR schemes are incremental methods, which

produce a specified number of (boundary) points to compute the approximate Dunn’s

index.

(b) The other two methods are based on the unsupervised training of one class support

vector machines (OCSVM) [84, 85].

(c) All six methods presented have linear complexity in the number of samples (N).

(d) Experiments were performed on three synthetic and four real labeled datasets that are

large in sample size (n) and dimension (p). Our experiments show that computing

approximations to DI with Maximin skeleton based methods are both tractable and

accurate.

4. Cluster tendency assessment and anomaly detection in high-velocity, streaming data:

This contribution of the thesis focused on detecting evolving structure and anomalies in

high-velocity, streaming data. We developed an incremental version of siVAT, inc-siVAT,

for visualization of evolving cluster structures in high-velocity, big streaming data.

(a) inc-siVAT deals with the large streaming data in chunks. First, it extracts a small size

smart sample using the MMRS sampling scheme, then it incrementally updates the

smart sample points on the fly, using a new incremental MMRS algorithm, to reflect
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changes in data streams after each chunk, and finally, produces an incrementally built

RDI image of the updated smart sample, using inc-VAT/inc-iVAT and dec-VAT/dec-

iVAT algorithms. The image of the updated RDI provides the visualization of evolving

cluster structure after each chunk of data streams.

(b) Experiments were performed on dynamic streams of a two-dimensional Gaussian mix-

ture data and KDD Cup’99 data to show time effectiveness of inc-siVAT over existing

incremental VAT/iVAT methods.

(c) We demonstrated the applicability of inc-siVAT for cluster assessment and subsequent

anomaly detection in evolving data streams of three real datasets including a smart

city IoT data, collected from the Heron Island weather station deployed on the Great

Barrier Reef, Australia [86].

5. Big data clustering for a real-world application: The thesis also presents a utility of

big data clustering for a real-life smart city application. We proposed a novel scalable

framework for vehicle trajectory prediction (TP), based on a big data clustering algorithm

and Markov chain models, which can utilize a huge number of trajectories in a dense road

network, typical for major cities around the world.

(a) A modified version of clusiVAT, Traj-clusiVAT, was developed to cluster a large num-

ber of trajectories accurately and efficiently, for better trajectory prediction perfor-

mance.

(b) The proposed TP framework was compared with two existing TP algorithms: a mixed

Markov model (MMM)-based [87] and a trajectory clustering model NETSCAN [88]-

based algorithm, for both short and long-term trajectory prediction.

(c) Experiments used two real, large-scale taxi trajectory datasets: (i) T-Drive taxi trajec-

tory dataset [89, 90] consisting of 43,405 trajectories on a road network in the center

of Beijing, and (ii) Singapore taxi dataset consisting of 370 million GPS traces and

3.28 million passenger trips from 15,061 taxis during one month period in Singapore.

This was the first time any TP approach used such a large number of real-life road

network trajectories for trajectory prediction.

(d) Experimental results show that the proposed TP framework outperforms the existing
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two approaches for both short- and long-term prediction performances, based on pre-

diction accuracy and distance error (in km).

1.4 Thesis Outline

In this thesis, we introduce a suite of novel algorithms to solve each of the three problems of

cluster analysis for big data (including streaming data). These algorithms address most of the chal-

lenges of big data. This thesis is structured into eight chapters presenting five main contributions,

as shown in Fig. 1.1. Chapter 2 provides the detailed review of traditional algorithms for each

of the three problems of cluster analysis viz., cluster tendency assessment, clustering, and cluster

validity, with a specific focus on existing visual assessment of tendency family algorithms, e.g.,

VAT, iVAT, sVAT, siVAT, and incremental VAT methods that provide foundation to this thesis con-

tributions. Chapters 3-7 presents the main contributions of the thesis introducing a novel algorithm

for each of the three problems of cluster analysis for big data in each chapter. Chapter 3 describes

a novel clustering algorithm, CAFCM, for high-dimensional data clustering, which employs FCM

clustering on an ensemble of random projections, and provides a final output partition using a new

aggregation scheme. Chapter 4 address the cluster tendency assessment and clustering problem

for large-volume, high-dimensional datasets. Particularly, it presents a fast cluster tendency as-

sessment and subsequent clustering algorithm, based on an intelligent sampling scheme and a new

random projection-based ensemble method, for large volumes of high-dimensional data. Chapter 5

address the problem of cluster validity for big data. Specifically, it introduces six approximation

algorithms for Dunn’s cluster validity indices for big data. Chapter 6 proposes a novel algorithm,

inc-siVAT, for visualizing evolving cluster structures and detecting anomalies in high-velocity data

streams. Chapter 7 presents a novel scalable framework for vehicle trajectory prediction as a real-

world application of big data clustering. Finally, Chapter 8 concludes this thesis and discusses

possible future work.
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Chapter 2

Background and Literature Review

This chapter gives a detailed review of the major cluster analysis techniques proposed in the

literature. In particular, clustering tendency assessment techniques are discussed in Section 2.2.

Then, traditional clustering algorithms and big data clustering techniques are reviewed in Sec-

tion 2.3. Cluster validity indices are discussed in Section 2.4. Significant work in the area of a big

data clustering application for trajectory prediction are discussed in Section 2.5. Fig. 2.1 outlines

popular cluster analysis techniques, and Table 2.1 provides a summary of the existing clustering

algorithms for big data.

2.1 Cluster analysis

Cluster analysis is an important unsupervised technique in exploratory data analysis. It aims

to divide data objects into groups (clusters), so that data objects within the same group are more

similar than those in different groups. It is often used at the initial stage of data analysis, when

there is little knowledge available about the data. Next, we introduce some basic notations.

Consider a set of N objects O = {o1,o2, ...,oN}, partitioned into k ∈ {2, ..,N − 1} subsets,

where each object oi is defined by a p-dimensional feature vector, xi ∈ Rp in a set of X =

{x1,x2, ...,xN}. Alternatively, data may be presented in the form of N×N dissimilarity matrix

DN = [di j], where di j represents dissimilarity between oi and o j. We denote the set of all non-

degenerate (no zero rows corresponding to empty clusters) soft (fuzzy/probabilistic) k-partitions

15
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of N objects as:

M f kN = {U ∈Rk×N : ui j ∈ [0,1]∀ 1≤ i≤ k, 1≤ j ≤ N;
k

∑
i=1

ui j = 1 ∀ j;0 <
N

∑
j=1

ui j < N ∀i},

(2.1)

where U is the membership matrix (partition), and its entry ui j denotes the membership of point

j in the cluster i, for fuzzy clustering. If the clustering is probabilistic, the value ui j = pi j of data

point j is the posterior probability that, given point j, it came from class i. The crisp partition can

be viewed as a special case of soft partition, where membership ui j is 1 if point j belongs to cluster

i, else ui j is 0. The crisp k-partition can be denoted as:

MhkN = {U ∈M f kN |ui j ∈ {0,1}∀i, j}, (2.2)

Alternatively, a crisp partition U of X is a set of disjoint clusters that partitions X into k groups:

C = {C1,C2, ...,Ck}; U↔ X =
k⋃

i=1
Ci; and Ci∩C j = /0 ∀ i 6= j. The centroid of cluster Ci is its mean

vector vi↔Ci =
1
|Ci| ∑

xi∈Ci

xi, where |Ci| represents the the number of data points in cluster Ci.

Cluster analysis consists of three problems viz., (P1) cluster tendency assessment; (P2) clus-

tering; and (P3) cluster validity. The problem of estimating the number of clusters k prior to actual

clustering is known as cluster tendency assessment (P1). Once the k is known, the next problem

(P2) is to partition the data into k subsets of similar objects. The last problem (P3) comprises

computational models and algorithms that identify a "best" member amongst a set of candidate

partitions CP = {U ∈M f kN or MhkN} of the objects in O, obtained using either different clustering

algorithms or using different configurations of the same clustering algorithm. Below, we discuss

important techniques and algorithms available in the literature to address each of the three prob-

lems of cluster analysis. The classification of these techniques in the form of the graph along with

example algorithms for each class is shown in Fig. 2.1.

2.2 Cluster tendency assessment

Clustering is used in many different scientific domains and applications as a practical tool to

identify structure in complex data. There is renewed interest in clustering because of new areas



2.2 Cluster tendency assessment 17

Cluster analysis

Cluster assessment 

Statistical methods

• Hopkins statistic

Visual methods

• Visual assessment of
cluster tendency (VAT)

• Improved VAT (iVAT)

• Scalable VAT/iVAT

• Incremental VAT/iVAT

Clustering

Partitioning-based 

methods

• K means

• Fuzzy c-means

• K medoids

Hierarchical methods

• Single linkage (SLINK)

• Complete linkage (CLINK)

• CURE

Density-based methods

• DBSCAN

• OPTICS

• DENCLUE

Distribution-based 

methods

• Expectation Maximization
(EM)

Cluster validity 

Internal cluster validity 

indices 

• Indices using both data

and membership values

• Dunn’s index, Xie-Beni,
Silhouette, Davies-
Bouldin index

• Indices using only

membership values

• Partition coefficient,
partition entropy

External cluster validity 

indices

• Purity, partition accuracy

• Rand index, adjusted rand
index, mutual information

Figure 2.1: Cluster analysis techniques

of application, such as image and speech processing, bioinformatics, social network and IoT data

analysis. Most clustering algorithms require the number of clusters, k, as an input, which is usually

unknown for real-life data [91]. The estimation of k for real datasets has been identified as "one

of the most difficult problems in cluster analysis" by Bock [92].

Traditional approach to this problem is based on either (i) a framework in which clusters of

a particular shape are assumed as a model or (ii) on a two-step procedure using clustering and

separate criterion in which clustering criterion determines an optimal partition for a given k and

a separate criterion measures the goodness of the classification to determine k [93]. These two

steps can be combined in a single principle in the former approach, e.g., this is achieved in the

probabilistic mixture model assuming that data can be described by a mixture of multivariate

distributions with some parameters that determine their shape. However, now the problem of

finding the number of clusters turns to statistical model selection problem.
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Density-based clustering approaches such as DBSCAN and OPTICS do not require the spec-

ification of k, however, they require the choice of other two parameters which are sensitive to

the clustering algorithm. Hierarchical clustering avoids this problem by providing a hierarchical

structure of all the data points. However, it also requires the choice of similarity threshold that

results in a different number of clusters. There is no general technique to estimate k for centroid

and distribution based clustering algorithms. The most practiced technique is to run clustering

for different values of k, then find the best partition and the corresponding number of clusters in

it, using a cluster validity index. Other methods for the estimation of k and model selections in-

clude elbow technique [83] and information theoretic criterion like Bayesian information criteria

(BIC) [94] and Akaike information criterion (AIC) [95]. Clustering tendency approaches can be

divided into the two groups (i) statistical methods, and (ii) visual methods.

2.2.1 Statistical methods

Statistical methods assume that data is generated by a particular distribution on the hypothesis

that random data should not have clusters. They compare the input data against random data to

measure to what degree clusters exist in the data to be clustered. The Hopkins statistic [42, 43]

is one of the most popular statistical methods for cluster tendency assessment. It measures the

probability that a given dataset is generated by a uniform data distribution. There are several

formulations of Hopkins statistic. A typical formulation is as follows:

• Let X be the set of N data points in p-dimensional space

• Consider a random sample (without replacement) of n << N data points with members xi.

• Generate a set Y of n uniformly randomly distributed data points.

• Define two distance measures, ui to be the distance of yi ∈ Y from its nearest neighbor in X

and wi to be the distance of xi ∈ X from its nearest neighbor in X

• Compute Hopkins statistic using the following formula

H =
∑

n
i=1 up

i

∑
n
i=1 up

i +∑
n
i=1 wp

i
(2.3)
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A value close to 0 indicates uniformly distributed data, a value around 0.5 indicates the data is

random, and a value close to 1 indicates that the data is highly clustered. However, data containing

just a single Gaussian will also score close to 1, as Hopkins statistic measures deviation from a

uniform distribution, not multimodality. This problem makes it largely useless in application.

2.2.2 Visual methods

Visual methods for various data analysis problems have been extensively studied in [96]. Par-

ticularly, the representation of data structures in an image format has a long and continuous his-

tory [44, 97–99]. The earliest published work that discusses visual display of clusters is the Shade

approach in [98]. SHADE approximates a digital image representation of clusters using a crude

15 level halftone scheme created by overstriking standard printed characters. It displays the lower

triangulation part of a complete square display. SHADE is used after application of a hierarchical

clustering scheme, as an alternative to visual displays of hierarchically nested clusters via the stan-

dard dendrogram. Visual identification of (triangular) patterns in SHADE is more difficult than

when a full, square display is used.

Visual representation of structure in unlabeled dissimilarity data using reordered dissimilarity

image (RDI) started in 1909 [97]. The visual representation of pairwise dissimilarity between a set

of N objects is depicted by a N×N image, where objects are reordered such that resulting image

(RDI) is able to highlight the potential cluster structure in the data. The intensity of each pixel in an

RDI reflects the dissimilarity between the corresponding row and column objects. In a grayscale

image of RDI, white pixels represent high dissimilarity, while black represents low dissimilarity.

A "useful" RDI highlights potential clusters as a set of "dark blocks" along the diagonal of the

image. Several schemes [44, 97–99] have been presented to generate RDI. Among them, visual

assessment of cluster tendency (VAT) and its relatives are most popular. Below, we discuss some

of them.

2.2.2.1 Visual assessment of cluster tendency (VAT)

The VAT [44] algorithm is based on (but not identical to) Prim’s algorithm [100] for finding

the minimum spanning tree (MST) of a weighted undirected graph. It is a single-linkage (SL)
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based approach which proceeds by connecting the next nearest vertex to the current edge until

the complete MST is formed. It reorders the dissimilarity matrix DN to D∗N using edge insertion

ordering of the vertices added to the MST and specifies either end of the longest edge as the initial

vertex for MST formation. When the dark blocks appear along the diagonal of the image I(D∗N) of

the reordered distance matrix D∗N , they potentially represent different (ideally, k) clusters. Since

single-linkage clusters are always diagonally aligned in the VAT ordered images, so, having the

estimate of k from I(D∗N), k-aligned clusters can be obtained by cutting the largest k− 1 edges

(given by the MST cut magnitude order) in the MST. SL performs best if data has long, chain-

like clouds, well-separated clusters. As overlap among clusters increases, SL becomes unreliable.

Nonetheless, SL has been successfully used in many data clustering applications. Pseudocode for

VAT is given in Algorithm 1.

Algorithm 1 VAT
Input: DN- N×N dissimilarity matrix
Output: D∗N - N×N VAT reordered dissimilarity matrix of DN

P- VAT reordering indices of DN

h- Ordering of MST cut magnitudes
F- MST connection indices
Initialize the MST with the first element

Set K = {1,2, ..,N};
I = J = /0;
Select (i, j) ∈ argmaxa∈K,b∈K DN ab
Set P(1) = i;
I = {i},
J = K−{i}
F1 = 1

Keep on adding the nearest of the remaining points to the current MST
for r = 2 to N do

Select (i, j) ∈ argmina∈I,b∈J DN ab
hr−1 = DN aib j
Pr = j
I← I∪ j
J← J− i
Fr = i

end for
Rearrange the distance matrix DN as per the VAT reordering indices P to obtain D∗N

D∗N ab = DN PaPb 1≤ a,b≤ N
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2.2.2.2 improved VAT (iVAT)

Though VAT often provides a useful estimate of k in a dataset, a much sharper reordered

diagonal matrix image can be obtained using improved VAT (iVAT) [45, 46]. iVAT provides better

reordered diagonal matrix image by replacing input distance di j in distance matrix DN by distances

D
′
N = [d

′
i j],

d
′
i j = min

r∈Pi j
max

1<h<|r|
DNr[h]r[h+1] , (2.4)

where r ∈ Pi j is an acyclic path in the set of all acyclic paths from object (oi) and (o j) (vertices i

and j) in O.

The recursive version of iVAT [45] has a time complexity of O(N2) as compared to O(N3) for

iterative version of iVAT [46]. Importantly, the theory that connects SL to VAT also holds for re-

cursive iVAT, which preserves VAT order. Pseudocode for recursive iVAT is given in Algorithm 2.

Algorithm 2 iVAT
Input: D∗N - N×N VAT reordered dissimilarity matrix
Output: D′∗N - N×N iVAT dissimilarity matrix

for r = 2 to N do
j = argmin1≤a≤r−1 D∗N ra
D′∗N r j = D∗N r j
b = {1,2, ...,r−1}/ j
D′∗N rb = max{D∗N r j,D

∗
N jb}

end for
D′∗Nrb

= D′∗N br

2.2.3 Cluster tendency assessment for big data

Existing cluster tendency assessment algorithms for big data are based on an intelligent sam-

pling technique that combines Maximin and Random Sampling, called Maximin Random Sam-

pling (MMRS) [47, 83]. The Maximin sampling rule was introduced in 1953 by Thorndike [83] in

this way:

Our procedure is to assume that the two jobs [objects underlying the data] which are at the

greatest distance from one another will axiomatically fall in different families. The third cluster
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starts with the job which is least near to the other two. Each cluster is built up by adding on that

specimen which is nearest to the one which initially defined the cluster.

Thorndike illustrated his idea by initializing a sequential 3-means clustering algorithm with

cluster centers obtained by this approach. Casey and Nagy [101] described the same procedure in

exact detail this way:

[MM sampling] The first sample in the batch to be processed is designated cluster center

number one. The distances of the remaining samples from this one are calculated, and the farthest

sample is called center number two. The smaller of the two distances from each sample to these

two centers are listed, and the sample having the greatest minimum distance is selected. The

remaining centers are chosen in turn to have maximum separation from the existing centers. These

initial cluster centers are well-scattered over the sample space, an intuitively desirable property.

Kennard and Stone [102] used the MM sampling to select initial prototypes. Gonzalez [103]

describes an algorithm that at first glance looks different than the MM sampling, but upon closer

examination, his algorithm is identical to the MM sampling. A formal definition [104] of Maximin

sampling is given as:

Maximin (MM) sampling is a distance-based sampling method, which selects a few samples

far from each other so that they represent diverse regions of the input space. The rationale for

Maximin sampling is to select data points from the input data such that the minimal pairwise

distance between sampled points is maximized. This means that a Maximin sample of size n<<N

contains sample whose pairwise distances are maximum compared to any other n-sized sample of

the same data.

Several variations of random sampling (RS) are used to enrich the MM samples. MMRS

sampling is the basis of the success of scalable visual assessment of tendency (sVAT) [47] and

scalable improved VAT (siVAT) for building approximate cluster heat maps in big data.

MMRS sampling starts with the selection of k
′

distinguished objects (the selected MM sam-

ples) in X , which are furthest from each other. Then, each object in O is grouped with its nearest

distinguished object. This stage divides the entire dataset X into k′ groups, {St}k′
t=1, by associat-

ing |St | objects to the t-th distinguished object. This grouping task requires the computation of a

k′×N distance matrix. Then, the Maximin sample S̃ of size n (just a small fraction of N), is built

by selecting a specified number of random data points (Random sampling (RS)) from each of the
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k
′
groups. The number of points, nt extracted from subset St is proportional to the number of data

points in St , namely, nt = dn×|St |/Ne, where d·e denotes the ceiling function. The term MMRS

is used for overall process. Psuedocode for MMRS sampling is given in Algorithm 3.

Algorithm 3 Maximin Random Sampling (MMRS)
Input: Dataset X = {x1,x2, ...,xN} ⊂RN×p or a pairwise dissimilarity matrix DN ;
k′: desired number of MM samples (distinguished objects) in X
n: an approximate sample size.
Output: M: A vector containing indices of k′ MM points of DN ;
Dmax: A vector containing maximum distance of each MM point from previous MM points;
R⊂RN×k′ : A matrix containing distance of each MM point from objects in X ;
ntall: a set of number of local (neighbour) samples for each MM point;
S̃: indices of MMRS sample (of size n) of DN .
Step 1: Select [the indices M = {m1, ...,mk′} of] MM points
Start point, m1 = any random point in X ;
D= {dist{xm1 ,xm1}, ..,dist{xm1 ,xN}} = {D1, ...,DN}↔ {r11,r21...,rN1} = R•1

for t← 2 to k′ do
D= (min{D1,r1mt−1}, ...,min{DN ,rNmt−1})︸ ︷︷ ︸

min(D,R•(t−1))

mt = argmax
1≤ j≤N

{D j}

dmaxt =Dmt

R•t = {dist{xmt ,xm1}, ..,dist{xmt ,xmt}, ..,dist{xmt ,xN}}
end for

M =
k′⋃

t=1
mt ; Dmax = {dmax1,dmax2, ...,dmaxk′}

Step 2: Group each object in X with its nearest MM point
S1 = S2 = ...= Sk′ = /0

for t← 1 to N do
l = argmin

1≤ j≤k′
{dist{xmj ,xt}}

Sl = Sl ∪{t}
end for

Step 3: Randomly select data near each MM points to obtain the n number of samples
nt = dn∗ |St |/Ne t = 1,2, ...,k′

Draw nt unique random indices S̃t from St

S̃ =
k′⋃

t=1
S̃t ; N = {n1,n2, ...,nk′}

MMRS sampling picks distinguished objects from the dataset. Hence, it requires relatively

very few samples compared to random sampling to yield a diverse subset of the big data, which

represents the cluster structure in the original (big) dataset. Hathaway [47] provided two proposi-

tions about the MMRS procedure, which form the basis of cluster tendency assessment algorithms
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for big datasets.

Proposition 2.1. Let O be a finite set of distinct objects that can be partitioned into k compact-

separated (CS) [48] clusters and let k′ ≥ k (i.e. k′ is an overestimate of the true number of clusters

k), then

A. Step 1 of the MMRS algorithm selects at least one distinguished object (MM sample) from

each cluster.

B. In addition, if nt = n× |St |/N is an integer for i = 1,2, ...,k′ (Step 3 of MMRS) then the

proportion of the objects in the MMRS sample from cluster O( j) equals the proportion of objects

from same cluster O( j) in the original data, for j = 1,2, ...,k.

Proof. See [47] for proof. �

2.2.3.1 sVAT/siVAT

While VAT and iVAT algorithms work fine on small datasets, they suffer from resolution and

memory constraints that limit their usefulness for input matrix sizes of order of 105 and so. To

overcome these limitations, scalable single linkage algorithms sVAT/siVAT [45, 47] were pro-

posed, which first find n << N samples using MMRS sampling, and then apply VAT (or iVAT) to

the small distance matrix Dn (computed from n samples) to obtain its reordered distance matrix

D∗n (or D′∗n). The image I(D′∗n) usually provides a useful visual estimate of k without the need

to compute the very large distance matrix, DN of the big dataset, and circumvents the problem

that I(D∗N) is not computable. sVAT is just like siVAT, except it uses only VAT after the sampling

step. Pseudocodes for siVAT algorithm is given in Algorithm 4. The siVAT scheme does not in-

volve any sensitive threshold parameter, and requires the user to supply only two parameters: n

the desired sample size, and k
′
, an overestimate of k, the assumed number of clusters, to obtain k

′

distinguished objects (or MM points) in the sample.

Fig. 2.2 illustrates VAT, iVAT, and siVAT for a 2D synthetic dataset. View (a) is the scatterplot

of 5000 data points randomly drawn from five Gaussian mixture (GM) components with equal

prior probabilities. Its VAT and iVAT images are shown in Views (b) and (c). While both VAT

and iVAT images show five dark blocks along the diagonal corresponding to the five clusters in the

dataset, dark blocks in the iVAT image are much clearer than the VAT image. View (d) shows the
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Algorithm 4 siVAT
Input: Dataset X or N×N dissimilarity matrix, DN

k′: Overestimate of the true number of clusers, k, in X
n: an approximate sample size.
Output: D′∗n - n×n iVAT dissimilarity matrix of Dn

S̃- indices of samples in Dn

P- VAT reordering indices of Dn

h- Ordering of MST cut magnitudes
Apply Maximin Random sampling on X (or DN) returning a MMRS sample S̃ of size n (Algorithm 3)
Compute Dn = dist{xS̃,xS̃}
Apply VAT on Dn, returning D∗n, P, h. (Algorithm 1)
Apply iVAT on D∗n, returning D′∗n (Algorithm 2)

(a) Dataset N = 5000 (b) VAT for N = 5000 (c) iVAT for N = 5000 (d) siVAT for n = 500

(e) Dataset N = 1,000,000 (f) VAT for N = 1,000,000 (g) iVAT for N = 1,000,000 (h) siVAT for n = 500

Figure 2.2: Data scatterplot, VAT, iVAT, and siVAT images for a small (top) and a big dataset
(bottom).
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siVAT image of n = 500 samples (10% of the total dataset) which was made in 1/1000 fraction of

the time taken to compute the full iVAT image.

Figs. 2.2 (e-h) illustrate VAT, iVAT, and siVAT for a big data (N = 1,000,000) extracted from

same five GM components with equal probabilities. In this case, the VAT and iVAT images cannot

be generated due to their high computational complexity and memory constraints, indicated by

question marks (?) in Views (f) and (g). However, the siVAT extracts a small size (n= 500) MMRS

sample from this big data and produces its iVAT image which suggests five clusters present in the

big dataset. The sizes of the diagonal blocks in siVAT images show the relative size of each cluster

accurately, which supports the Proposition 2.1 (B) that the number of objects selected from each

partition in the MMRS sample is proportional to the number of data points in that partition in big

data.

The sVAT and siVAT algorithms suggest the number of clusters (k) to seek in the big data.

However, these algorithms do not partition the data into k subsets. sVAT-SL and clustering using

iVAT (clusiVAT) produce the actual clusters of the big data from the sVAT/siVAT samples. Both

algorithms are discussed in clustering (next) section.

Despite its computational efficiency in lower dimensions, Maximin sampling is time-consuming

for big, high-dimensional data, and consequently, sVAT/siVAT take much time when the data is

large jointly in the number of samples (N) and the number of dimensions (p). Therefore, there

is a need of cluster tendency assessment for handling datasets that are jointly large in N and p.

Chapter 4 proposes a new algorithm, FensiVAT, to deal with large amounts of high-dimensional

datasets. FensiVAT not only provides a reliable visual assessment about the number of clusters

that may be present in big, high-dimensional data, but it also produces the actual cluster of the big

data in a shorter time than sVAT-sL and clusiVAT, without compromising clustering accuracy.

2.2.4 Cluster tendency assessment for streaming data

For streaming data, VAT/iVAT needs to be (re)executed at each arrival of a new data point,

which is time-consuming and very inefficient. Kumar et al. [69] proposed incremental methods

for VAT and iVAT, called inc-VAT/dec-VAT and inc-iVAT/dec-iVAT, respectively, for visualizing

evolving cluster structures in streaming data using a sliding window approach. The inc-VAT/inc-

iVAT updates the current minimum spanning tree (MST) used by VAT with an efficient edge
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insertion scheme. Similarly, dec-VAT/dec-iVAT efficiently removes a node from the current VAT

MST. A sequence of inc-iVAT/dec-iVAT images can be used for (visual) anomaly detection in

evolving data streams and for sliding window based cluster assessment for time series data. The

pseudocodes of all four algorithms and their procedure subroutines are well-documented in [69].

Since, these incremental methods of VAT and iVAT are used in our proposed approach (presented

in Chapter 6) for visualizing evolving cluster structures in high-velocity streaming data, we explain

them here in detail.

Consider a time series dataset XN = {x1,x2, ...,xN}, having N p-dimensional data points ar-

riving sequentially. Let N ≥ 2 so that an initial VAT image of XN can be constructed. When xN+1

arrives, the augmented dataset is denoted with XN+1 = XN ∪{xN+1}. VAT on DN (dissimilarity

matrix of XN) results an N ×N reordered dissimilarity matrix D∗N , VAT reordering indices PN ,

the MST cut magnitude order hN , and the MST connection indices FN as outputs (refer to Algo-

rithm 1). VAT reorders the N data points (or objects) in such a way that each point in the reordered

matrix is closer than any data point after it to any data point before it (before and after here refer

to positions in the reordered list of indices, not to times of data arrival). This property of VAT

reordering is the basis for incremental methods of VAT algorithms.

2.2.4.1 inc-VAT

The inc-VAT algorithm comprises three main steps:

1. Finding the insertion position of the new data point xN+1 in the VAT ordering of XN:

When the new data point xN+1 arrives, its distances to all (previous) points in XN , denoted

by V = {v1,v2, ...,vN}, are computed, where v j (1≥ j ≥ N) is the distance between x j and

xN+1. Reordering the distances in V using the indices in PN gives L, the distances of the

xN+1 from the VAT reordered data points of xN , so L = VPN = {vP1 ,vP2 , ...,vPN}. First, the

insertion position (say i) of the new data point is identified in the VAT reordering of the

augmented set XN+1. The condition for determining the new position is satisfied at i when

min{L1,L2, ...,Li−1} ≤ dNi for 1 ≤ i ≤ N. For the augmented dataset XN+1, the new index

array PN+1 is initialized with the first i−1 elements of PN and the new index, N +1, is ap-

pended at the end, hence PN+1 = {PN1 ,PN2 , ...PNi−1 ,N+1}. Similarly, the new MST cut mag-

nitude order is initialized as hN+1 = {hN1 ,hN2 , ...hNi−2 ,min{L1,L2, ...Li−1}}. and the new
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MST connection indices are initialized as FN+1 = {FN1 ,FN2 , ...FNi−1 ,argmin({L1,L2, ...Li−1})}.

2. Reordering the remaining data points after the insertion position: Next, the remaining

indices in PN , denoted by A = {PNi ,PNi+1 , ...PNN}, which are not in PN+1, are reordered. As

the indices from A are added to PN+1 one by one, the data points corresponding to indices

in PN+1 can be divided into three groups.

• Group G1 represents the data points, whose indices form the longest subsequence C of

PN i.e., C = LongestSubsequence(PN ,PN+1). The remaining indices in PN , which are

not in C are represented by B, i.e., B = PN / C. C is initialized to {PN1 ,PN2 , ...PNi−1}, and

B is initialized to {PNi ,PNi+1 , ...PNN}. The MST connection indices of the data points in

B is given by H, which is initialized to {FNi ,FNi+1 , ...FNN}.

• Group G2 represents the new data point xN+1.

• Group G3 represents the data points corresponding to the remaining indices in PN+1,

which are not in G1 or G2. Let E represent the indices of the data points in G3, i.e.,

E = PN+1/ {N +1}/ C. E is initialized to /0.

The next index to be added to PN+1 corresponds to the data point represented by indices in

A that is nearest to any data point associated with the indices in PN+1. Since the indices in

PN+1 are divided into three groups G1, G2, and G3, the index of the closest data point is

found from each of the three groups. Let w j and z j : 1 ≤ j ≤ 3, respectively, represent the

index and the distance of the closest data point from G j group. The closest data point from

G1 is found using the VAT property of PN+1, from G2 using L and A, and from G3 using a

sub-matrix of the VAT reordered dissimilarity matrix D∗N of XN , whose rows and columns

are given by indices in A and E, respectively.

Let b j : 1≤ j ≤ 3 represents the positions in PN+1 of the data points in G j which are closest

to w j. If zi = min(z j) : 1 ≤ j ≤ 3, then zi is added to hN+1, wi is added to PN+1, and

bi is added to FN+1. Based on which of the z1, z2, and z3 is minimum, three separate

procedures [69] are used to update new reordering indices PN+1, MST cut magnitude order

hN+1, MST connection indices FN+1, A, B, E, G, and H. This procedure is repeated until

all the remaining data points (indices in A) are added to PN+1. The vector G represents the

reordering of the indices of PN to obtain PN+1.
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3. The last step is to compute the new reordered dissimilarity matrix D∗N+1. First, the rows and

columns of D∗N are reordered by the indices of G. Then, the distances of new data point xN+1

to the previous points in L are reordered using the indices of G to obtain L∗. The distance

value of 0 is inserted at ith position of L∗ to account for the distance of xN+1 to itself. Then,

the vector L∗ is inserted after (i−1)th row and (i−1)th column of D∗N to obtain D∗N+1.

2.2.4.2 inc-iVAT

The inc-iVAT produces the iVAT dissimilarity matrix D′∗N+1 for XN+1. The sub-matrix con-

sisting of the first i−1 rows and the first i−1 columns of D′∗N+1 is same as that of D′∗N , where i is

the insertion position of the new data point xN+1. The remaining elements of D′∗N+1 are computed

using the same procedure as iVAT.

2.2.4.3 dec-VAT

For sliding window based clustering applications for streaming data, it is not sufficient to

just add the latest data point to the VAT-generated MST using inc-VAT/inc-iVAT because of the

memory requirement to store the O(N2) size reordered distance matrix. A suitable strategy is

to keep deleting oldest data points from the MST to keep the number of data points manageable

(assuming a sliding window of fixed size). The decremental version of the VAT, dec-VAT, achieves

this using the VAT reordering information of XN , similar to inc-VAT.

If a data point (say) xl is to be removed from XN , the modified dataset is denoted as XN−1 =

XN/ {xl}. The dec-VAT comprises two main steps:

1. Finding the position of the to-be-removed data point xl in the VAT ordering of XN: The

first step in dec-VAT is to determine the position i of xl in PN using i = arg(PN = l). Then,

the set of data points after position i in PN , that are connected to xl in the current MST of

XN , are determined. This is obtained using FN , the MST connection indices of PN . Let these

data points be represented by J. The initializations of PN−1, FN−1, and hN−1 differs in two

following cases:

• If xl is a leaf node (the nodes that have only one branch edge) i.e., J = /0, then, only the

node xl is to be removed from the MST of XN to obtain the VAT reordering of XN−1.
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This is achieved by removing the i-th element (position of xl in PN) of PN and FN , and

the (i− 1)-th element of hN to obtain PN−1, FN−1, and hN−1, respectively. Since, the

i-th element xl is deleted, the values of FN−1, which are greater than i, are decreased

by 1. The i-th row and i-th column of D∗N is also deleted to obtain D∗N−1.

• If xl is not a leaf node i.e., J 6= /0, then the PN−1, FN−1, and hN−1 are initialized based

on whether the data point to be removed xl is the first element of PN or not. If xl = PN1 ,

the VAT reordering starts from the second element of PN , PN2 , else, the PN−1 ad FN−1

are initialized with the first i−1 elements of PN and FN , respectively, and the MST cut

magnitude order is initialized as hN−1 = {hN1 ,hN2 , ...hNi−2}.

Similar to inc-VAT, A= {PNi+1 ,PNi+2 , ...PNN} represents the remaining indices to be reordered

and H = {FNi+1 ,FNi+2 , ...FNN} represents their MST connection indices. C =LongestSubseque-

nce(PN ,{PN−1, i}) represents data points belonging to G1. The remaining indices in PN ,

which are not in C, are given by B = PN/ C. Since no new data point is added here, G2 = /0.

G3 represents the data points in PN−1, which are not in G1. Let E represents the indices of

the data points in G2, so that E = {PN−1, i}/ C. The vector G represents the reordering of

the indices of PN to obtain PN−1.

2. Reordering the remaining data points after the deletion position: As xl is removed from

the MST of DN , the edges joining xl to the data points whose indices are given by J are cut.

The next nearest point to the current MST of XN−1 is provided by B1. Based on whether

B1 = J1 or not, two different procedures [69] are used to insert the remaining elements

having indices A.

• If B1 = J1, the distance of data points in A (indices of the remaining points) to the

current points in PN−1 (whose rearranged order is given by G) is computed. In this

case, the minimum distance (z), nearest data point (w), and MST connection index

(l) are appended to the appropriate matrices PN−1, hN−1, FN−1, and G. If w ∈ J, then

we delete w from A and J, otherwise add it to E. Additionally, if w = J1, then C, B,

and H are updated as the data point attached to the deleted node of the MST of XN is

reconnected to the MST of XN−1.

• If B1 6= J1, the remaining data points whose indices are given by A are inserted into the



2.3 Clustering 31

MST of XN−1 using the same procedure that was used in inc-VAT (using G1, G2, and

G3), with G2 = /0. Subsequently, based on which of the z1 and z3 is minimum, two

different procedures (similar to inc-VAT) are used to update PN−1, hN−1, and FN−1.

2.2.4.4 dec-iVAT

The dec-iVAT provides the iVAT dissimilarity matrix D′∗N−1 of XN−1. The sub-matrix consist-

ing of the first i−1 rows and the first i−1 columns of D′∗N−1 is same as that of D′∗N . The remaining

elements of D′∗N−1 are computed using the same procedure as iVAT Algorithm.

Although, the inc-VAT/dec-VAT and inc-iVAT/dec-iVAT significantly lower the time com-

plexity of VAT and iVAT, the output of these algorithms is a reordered distance matrix that has N2

elements, so storing and visualizing them could be problematic due to software and hardware con-

straints as N becomes large. Both sVAT and siVAT are suitable for cluster tendency assessment of

big data. However, to handle streaming data, they also need to be re(applied) each time a new data

point or a chunk of new data points arrive, which is not feasible due to computational complexities

associated with retraining at each instance of the new data point or new chunk arrival.

To address this problem, Chapter 6 proposes an incremental version of the siVAT algorithm,

inc-siVAT, for online visual assessment of evolving cluster structures in high-velocity, streaming

data.

2.3 Clustering

Once the number of clusters k is known, the next task is clustering, i.e., partitioning the data

into k subsets. Clustering is an essential method of exploratory data analysis in which data are

partitioned into several (k) subsets such that objects in each subset are similar to each other and

dissimilar to members of other subsets. Clustering can be roughly distinguished into two types:

hard and soft. In hard (crisp) clustering, each object either belongs to only a cluster or not, whereas,

in soft (fuzzy/probabilistic) clustering, each object belongs to each cluster to a certain degree of

membership. Several paper and books [105–108] discuss different clustering algorithms, which

can be broadly classified into four main categories: partitioning, hierarchical, distribution-based,

and density-based methods. Below, we first discuss traditional clustering algorithms, followed by
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different strategies and algorithms for big data clustering. The classification and summary of these

methods are provided in Table 2.1.

2.3.1 Partitioning-based methods

The partitioning-based clustering methods attempt to determine partitions to optimize a certain

objective function defined in advance. Generally, these algorithms are combinatorial optimization

algorithms which means they minimize a given objective criterion by iteratively relocating data

points between clusters until a (locally) optimal partition is obtained. The most intuitive and

commonly used objective function of partitioning methods is the squared error function. Some

well-known techniques in this category are k-means, k-medoids, and fuzzy c-means.

2.3.1.1 k-means

The k-means algorithm is one of the most popular, and computationally efficient partitional

clustering algorithms. Llyod [109] proposed standard k-means algorithm in 1957 as a pulse code

modulation technique which was published as a Balls Laboratory paper [110] (published as a

journal [109] in 1982). Therefore, k means is also refereed to Lloyd’s algorithm. The k-means

algorithm consists of two steps. It starts with selecting k initial cluster centroids from the input

data, where each centroid is a representative of a cluster. In the first (assignment) step, each

data point is assigned to the closest center using some dissimilarity measure function (usually the

Euclidean or L2 distance for numerical data). Then, in the second (update) step, each centroid

is updated using the points assigned to its cluster. The assignment and update steps are repeated

until the objective function converges to an optimum solution. k-means is intuitive and easy to

implement, however, it has some drawbacks. The major limitation is that it requires the number

of clusters, k, to be known prior to clustering, which is usually unknown for real-world data. It

is very sensitive to the selection of initial centroids which may result in an suboptimal solution.

Moreover, it works assuming that the variance of distribution of each attribute is spherical, and

each cluster has roughly equal number of observations.
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2.3.1.2 Fuzzy c-means (FCM)

Fuzzy c means [48, 111, 112] is a soft clustering method which is based on k-means con-

cept of partitioning data into clusters i.e., it iteratively searches the cluster centers and update

the memberships of objects in each cluster until it converges to an optimal solution. The FCM

clustering is obtained by minimizing the following objective function (within membership matrix

constraints (2.1)):

Jm =
N

∑
i=1

c

∑
j=1

um
i j||xi−v j||2, (2.5)

where m is a fuzziness factor (≥ 1), ui j is the degree of membership of object xi in the cluster j, c1

is the number of clusters, v j is the p-dimensional center of cluster j, and ||∗|| is a distance norm.

The memberships ui j and centroid v j are updated using following equations:

ui j =
1

∑
c
l=1

(
||xi−v j||
||xi−vl ||

) 2
m−1

, 1≤ i≤ c, 1≤ j ≤ N (2.6)

v j =
∑

N
i=1 um

i jxi

∑
N
i=1 um

i j
, 1≤ j ≤ c. (2.7)

FCM also suffers from most of the problems suffered by k-means. However, the fuzzy partition

smoothes the search space, thus making optimization easier and therefore, providing better results,

especially in recovering from bad initialization of centroids.

2.3.1.3 k-medoids

The k-medoid [113, 114] algorithm is related to k-means that seeks a subset of points, called

medoids, such that average dissimilarity between them and their closest points (all the objects in

the cluster) is minimal. A medoid is a most centrally located point in the cluster, and hence, can

be considered as a representative point of the cluster. Since the k-medoids algorithm attempts to

minimize a sum of pairwise dissimilarity instead of a sum of squared Euclidean distances, it is

robust to noise and outliers as compared to the k-means algorithm. The most common realization

1In fuzzy clustering, c is used to define the number of clusters. Therefore, we use k and c interchangeably to
represent the number of clusters for crisp and soft (fuzzy) clustering, respectively, in this thesis.
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of k-medoid clustering is the Partitioning around Medoid (PAM) algorithm. PAM uses a greedy

search which may not find the optimum solution, but it is faster than exhaustive search.

2.3.2 Hierarchical methods

In hierarchical clustering, data are organized in a hierarchical manner based on the proximity

between pairs of data points. Hierarchical methods can be agglomerative (bottom-up) and divisive

(top-down). An agglomerative clustering starts with one object for each cluster and recursively

merges pairs of clusters as it moves up the hierarchy. A divisive clustering starts with the dataset

as one cluster and splits them in a top-down fashion as it moves down in the hierarchy. The results

of hierarchical clustering can be represented as a dendrogram [115]. A dendrogram is a type of tree

diagram which represents the nested grouping of data points and similarity levels where groupings

change. The dendrogram can be broken at certain levels based on the given criterion such as the

requested number of clusters or desired similarity to form clusters.

Measures for proximity among clusters are single linkage (minimum distance between any

two points from the cluster), complete linkage (maximum distance between any two points from

the cluster), and their variations such as mean (average linkage [116, 117]) or median of distances

among all data points between clusters. Three prominent examples of hierarchical clustering are

SLINK [118], CLINK [119], and Ward’s method [120] which are variants of single linkage [121],

complete linkage [122], and the minimum variance [123] algorithms. The advantage of hierarchi-

cal clustering includes the easy handling of any similarity measure and the flexibility regarding

the level of granularity. However, it has a major drawback that once a merge or split process is

performed, this cannot be undone.

2.3.3 Density-based methods

In density-based clustering [124, 125], data points are separated based on their regions of den-

sity, boundary, and connectivity to form clusters. The notion of a cluster is identified by dense

regions with nearest neighbour concept. The notion of dense region results in discovering clus-

ters of arbitrary shapes. This also provides natural protection against outliers [58]. DBSCAN,

OPTICS, and DENCLUE are well-known density based algorithms.
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2.3.3.1 DBSCAN

The most popular density-based algorithm is Density Based Clustering of Applications with

Noise ( DBSCAN) [124]. DBSCAN searches for the regions that have at least a certain number

of data points (MinPts), within a certain distance threshold called reachability distance (ε- neigh-

bourhood). Based on these user-defined parameters (MinPts and ε), each data point is labeled as

either core, border, or noise point. DBSCAN can discover arbitrary shape clusters, and it is effec-

tive even for a spatial database. However, it is susceptible to the choice of its parameter. Moreover,

it performs poor in identifying meaningful clusters in data of varying density.

2.3.3.2 OPTICS

Ordering Points To Identify the Cluster Structure (OPTICS) [126] is similar to DBSCAN but it

overcomes DBSCAN’s weakness in detecting meaningful clusters when they vary widely in their

densities. To address this problem, the data points are (linearly) ordered such that points which

are closest become neighbours in the ordering, similar to single linkage clustering. The ordering

works on the principle that sparsely populated clusters have a higher value of ε-neighbourhood and

vice versa. OPTICS produces a hierarchical result for different values of the reachability distance

parameter. Unlike DBSCAN, it ensures good quality clustering by maintaining the order in which

data points are processed, i.e., high-density clusters are preferred over lower-density clusters.

2.3.3.3 DENCLUE

DENsity based CLUstEring (DENCLUE) [127] models the cluster distribution as the sum of

influence functions of all data points. The influence function describes the impact of a data point

within its neighbourhood. The cluster can be determined mathematically as density attractors,

which are local maxima of the overall density function. Density attractors are determined using a

hill-climbing method guided by the gradient of the overall density function. Although DENCLUE

can detect the clusters of arbitrary shapes and sizes and can handle noise, it shares same limitations

of DBSCAN.
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2.3.4 Distribution-based methods

Distribution-based methods are based on the assumption that data is generated from a mixture

of underlying probability distributions. Such methods optimize the fit between the given data and

a predefined mathematical model. These methods aim to identify the number of distributions and

their parameters based on the standard statistics, taking noise into account, thus yielding a robust

clustering result. Most of the distributed-based methods assume that the individual component

of the mixture is Gaussian, and in such case, its parameters are estimated by expectation maxi-

mization (EM) procedure. Distribution-based methods can produce complex models for clusters,

however, they may suffer from over-fitting if the number of mixtures is not fixed. Moreover, there

may be no concisely defined mathematical model for many real datasets.

2.3.4.1 Expectation maximization (EM)

Expectation maximization [128] is a well-known method to estimate the maximum likelihood

parameters of a statistical model such as a Gaussian mixture model. A Gaussian mixture model

is a probabilistic model that assumes all the data points are generated from a mixture of a finite

number of Gaussian distributions with unknown parameters. EM algorithm provides an iterative

method to find the maximum likelihood estimators of distributions. First, it assumes random

components and computes for each point a probability of being generated by each component of

the model. Then, it tweaks (updates) the parameters to maximize the likelihood of the data given

those assignments of data points to mixture components. Repeating this process is guaranteed to

find a locally optimal solution for the model parameters estimate. However, it is sensitive to the

selection of initial parameters, similar to k-means algorithm. Moreover, it has a slow convergence

rate which results in a decreased precision of output within a finite number of steps [129].

2.3.5 Clustering big data

Traditional clustering algorithms cannot cope with big data because of their high complexity

and computational cost. The main objective is to speed up the clustering algorithms without com-

promising clustering quality. There are many ways to classify clustering algorithms that scale up

to big static data, based on their style of processing the inputs: sampling, streaming, incremental,
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distributed (parallel) [41, 57]. Fig. 2.3 illustrates three most common approaches [41] to address

the problem of clustering for big static datasets. For convenience, let BDN represent big static

data, and let SDn denote small subsets of BDN .

BD
N

SD
n

SD
2

SD
1

SD
M

BDN - SDn

(a) Big data

(b) Chunks

(Naïve or

Sampling)

(c) Sampling

and 

Extension

(d) Streaming

Figure 2.3: Three ways to make big data look small [41]

1. Naive or Sample Chunks: Fig. 2.3(b) depicts clustering in loadable chunks of big static data

in which BDN is partitioned into M loadable subsets (or chunks) {SDi}M
i=1. There are two

ways to generate and handle these small size chunks:

• Naive Chunking: The partitioning of BDN is done by cutting successive chunks (shown

with the dashed vertical bar in Fig. 2.3 (a)) out of the big data.

• Sample Chunking: Another way is to build each chunk with a sampling function (ran-

dom or intelligent sampling) that hopefully collects representative samples for each

chunk from each of the k clusters assumed to be in the big data.

Once the chunks are obtained, each chunk is clustered literally by any suitable clustering

algorithm which produces M literal partition U1,U2, ...UM. Fig. 2.4 shows two different

way of processing chunks to obtain the final clustering result.

• The first way of processing naive chunks is to process each chunk in parallel (or

distributed) fashion, which amounts to the independent processing of each chunk.

Chunks can be processed using either a parallel or distributed clustering algorithm
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Figure 2.4: Processing naive or sample chunks of big data [41]

or parallel processing architecture (e.g., MapReduce) on multi-machine platform [57].

After having a partition from each of the M chunks, they need to be combined into

a partition for big data. The problem of aggregating all literal partitions U1,U2, ...UM

to obtain final partition is often known as cluster ensembles or ensemble clustering.

The aim of the cluster ensemble approach is to obtain a final partition that provides a

better idea of cluster structure than any of the individual partitions that contribute to

the aggregation.

The usual assumption in ensemble clustering is that the M partitions are all of the

same dataset, made by different clustering algorithms or by different initializations or

different parameter settings of a clustering algorithm. Therefore, ensemble clustering

methods are not usually applicable to naive chunking approach for clustering in big

data, because literal chunks or partitions do not share common data. However, they

can be useful in the distributed case depending on the objective of the model. They are

also useful for high-dimensional data clustering [130], where all literal subsets have

the same data points in different dimensions or each subset is processed by different

clustering algorithms.
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• Second way of processing naive chunks is to cluster the first chunk (usually the biggest)

with a literal algorithm, summarize the results, and then move along to the next chunk

(the vertical path is shown by dashed lines in Fig. 2.4). This way of handling naive

chunks is sometimes called partial data access, and if only one pass is made through

BDN , the method is called is single pass (or single scan) algorithm [41].

2. Sampling and Extension: Fig. 2.3(c) illustrates a method called sampling followed by non-

iterative extension. In this approach, a loadable sample (of size n) SDn ⊂ BDN is built

by sampling, and a literal partition is obtained by applying a clustering algorithm on it.

Then, the sample partition is extended to the rest of the samples non-iteratively using nearest

neighbour approach, also called nearest prototyping rule (NPR)

3. Streaming (Sequential): Fig. 2.3(d) shows one alternative to the collection, storage, sam-

pling, and batch processing. In this approach, the points are regarded as streaming or se-

quential data, so BDN is never stored. It is replaced by a data stream, say x1,x2, ...,xN

that arrive as a time-ordered sequence or small size chunks in a sequential manner. In this

approach, the idea is to build clusters using the first few points or chunks and then incre-

mentally incorporate new inputs to update clustering results. This way it avoids the storage

of big data and time complexities associated with batch processing [41].

Below we discuss some well-known algorithms developed for big data clustering in the following

categories.

• Sampling based techniques

• Streaming (sequential) techniques

• Parallel processing (MapReduce)

• Dimensionality reduction based technique

Sampling based techniques Sampling based techniques speeds up the clustering task be-

cause computation is performed on small subsets. Consequently, the complexity and memory

space needed for clustering decreases.



40 Background and Literature Review

2.3.5.1 Clustering Large Applications (CLARA)

PAM worked well on very small datasets, but its computational complexity is O(k(n− k)2).

CLARA [77] extends the PAM approach for a large number of objects using sampling and exten-

sion approach. CLARA begins by randomly drawing a small sample (40+ 2k data points) from

the big data using uniform random sampling. Partitioning Around Medoids (PAM) then operates

on these data points to find an optimal set of k-medoids for the sample. The remaining objects are

labeled with the nearest prototype rule (NPR), and the average dissimilarity between crisp clus-

ters is computed. If this improves the objective, retain these k medoids and continue. To reduce

sampling bias, CLARA repeats the sampling and clustering process multiple numbers of times

and subsequently selects the set of medoids with the minimal cost as the final clustering result.

However, the best k-medoids may not be selected in any of the samples, giving poor clustering

result.

2.3.5.2 Clustering Large Applications based on Randomized Search (CLARANS)

CLARANS [131] improves the quality and scalability of CLARA using dynamic sampling

based on the randomized search. CLARANS views the desired medoids as special nodes in a

graph representation of the data. The best medoids are selected using serial randomized search.

While CLARA draws a random sample of data points at the beginning of a search, CLARANS

draws a random sample of neighbors of the data points in each step of its search, and hence, is

more efficient than the sampling method used in CLARA.

2.3.5.3 Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH)

If the dataset is too large to fit in memory, it causes a lot of overhead for a clustering algorithm

in maintaining high clustering quality while minimizing the cost of additional input-output (I/O)

operation. BIRCH [132] is perhaps the first algorithm explicitly designed to solve this problem

using a compressed representation (summarization) of part of the input data. In the initial phase of

BIRCH, as much data as possible is scanned, clustered using a hierarchical clustering algorithm,

and then each cluster is summarized by a special data structure called clustering feature (CF). Once

the CFs are calculated, the data underlying them are deleted, and only the set which summarizes
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the process is retained. The CFs are stored in the highly balanced cluster feature tree. As new

data points arrive, the nodes of the tree are dynamically built and inserted into the tree. BIRCH is

shown to perform well on several large datasets, and it is better to CLARANS in terms of run-time,

space, and in handling outliers.

2.3.5.4 Clustering Using REpresentative (CURE)

A shortcoming of the previously described clustering algorithms (CLARANS, BIRCH) is that

they consider only one point (centroid/medoid) to represent a cluster, which means they work

well in identifying cluster of spherical shapes but do not perform well in identifying clusters of

non-spherical or arbitrary shapes. To deal with this challenge, CURE [78] represents clusters by

well-scattered points. CURE is a sampling and extension based algorithm that adopts a middle

ground between a type of hierarchical clustering and centroid-based algorithm. It randomly sam-

ples a constant number of points from the large dataset so that the selected (representative) points

(hopefully) retain the geometry of the entire dataset. In CURE, each cluster is represented by a

fixed number, g, of well-scattered points, which are shrunk towards the centroid of a cluster by

a fraction, α . These scattered points after shrinking are defined as representatives of the cluster.

Then, the clusters with the nearest representative points are merged at each step until the desired

value of k is attained, akin to SL. Once CURE has labeled the sample, the extension function that

assigns cluster labels to the remaining data points employs a fraction of randomly selected repre-

sentative points for each of the final k clusters. Two main data structures are used in CURE for

efficient search: heap and k-d tree. Heap is used for tracking the distance of each existing cluster

to its closest cluster, and the k-d tree is used to store all the representative points for each cluster.

As the number of clusters in the data increases, the probability of CURE samples retaining the

data geometry decreases, and hence, the accuracy of CURE decreases.

2.3.5.5 Single pass fuzzy c-means

A single pass fuzzy c-means algorithm was presented in [74] for large datasets, which produces

a final clustering in a single pass through the data with limited memory allocation. It first divides

the N points into M chunks and requires only a portion of the data (one of the M chunks) to
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be stored in the memory for k-means clustering. Then, it updates the current model (k weighted

centroids) over the contents of the buffer (other chunks) iteratively until the whole dataset is loaded

and processed. After obtaining the final k centroids, the big data are labeled based on the label of

the nearest object, i.e., the standard k-means nearest prototype rule (NPR).

2.3.5.6 Mini-batch k-means

Mini-batch k-means (MBKM) [76], also known as web-scale k-means, is a k-means variation

using "mini-batch" samples for datasets that do not fit into memory. This scheme processes small

random batches (mini-batches) of the dataset to reduce the computation time while attempting to

optimize the same objective function. The algorithm iterates between two major steps. In the first

step, samples are drawn randomly from the dataset, to form a mini batch. Then, each data point

in the batch is assigned to a cluster (nearest centroid). In the second step, a new random sample

is obtained and used to update the centroid until termination is achieved. For each sample in the

batch, the assigned centroid is updated using a convex combination of the samples of mini batch

and previous samples assigned to that centroid, applying a learning rate. The learning rate is the

inverse of the number of samples in each batch assigned to a centroid during the process. The

effect of new samples decreases as the number of iterations increases. These steps are performed

until termination or until a pre-determined number of iterations is obtained. MBKM reduces the

computation time by not using all the dataset but a subsample of a fixed size in each iteration,

however, at the cost of lower cluster quality.

2.3.5.7 clustering using iVAT (clusiVAT)

sVAT and siVAT algorithms (discussed in Section 2.2.3) answer the tendency assessment prob-

lem by suggesting the number of clusters to seek in the big data, however, they do not produce the

actual clusters of the data. clusiVAT produces the actual cluster of the big data X from the siVAT

samples, as described below:

Single-linkage clusters are always diagonally aligned in the VAT/iVAT ordered images [133,

134]. Having an estimate of k from the iVAT image of Maximin random sample (MMRS) pro-

duced by siVAT, the longest (k−1) edges of the MST are cut to form the corresponding k aligned
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partition. For big data clustering, clusiVAT [63, 135] use this idea to extend the k partition of Dn

(or D∗n) non-iteratively to the (N−n) unlabeled objects in X using the NPR. sVAT-SL is similar to

clusiVAT except that sVAT-SL applies sVAT instead of siVAT, after the sampling step.

Both sVAT-SL and clusiVAT are adequate for large sample size datasets, however, they still

suffer from large computation time when the dataset is large in the number of dimensions. The

two main time-consuming steps in both algorithms for large, high-dimensional data clustering are

(i) the Maximin step of MMRS sampling; and (ii) Extension. The computational complexities in

the first and second steps of MMRS sampling in siVAT are O(pk′N), and the last stage requires

O(pn2) operations to build sample S̃ (refer to Section 2.2.3). Despite its computational efficiency

in lower dimensions, MMRS sampling is computationally expensive in high-dimensions. The

computational complexity of extension step is O(pn(N − n)). Because, N and (N − n) can be

very large for big datasets, and the distance computations are performed in the original (high) p-

dimension, siVAT-SL and clusiVAT take a large amount of time to cluster large volumes of high-

dimensional data. Chapter 4 presents a fast cluster tendency assessment and subsequent clustering

algorithm, FensiVAT, which can cluster large volumes of high-dimensional data in significantly

less time, without compromising clustering accuracy.

Algorithm 5 clusiVAT
Input: Dataset X or N×N dissimilarity matrix, DN

k′: an overestimate of the true number of clusers, k, in X
n: an approximate sample size.
Output: D′∗n - n×n iVAT dissimilarity matrix of Dn

U - cluster membership vector of data points in X .
siVAT

Apply Maximin Random Sampling on X returning S̃ Algorithm 3
Compute Dn = dist{xS̃,xS̃}
Apply VAT/iVAT on Dn returning D′∗n, P, h Algorithms 1 and 2
Choose the number of clusters k using image of D′∗n.

Clustering
Find indices t of k largest values in MST cut magnitudes h.
Form the aligned partition: U∗ = {t1 : t2− t1 : ... : tk− tk−1}
uS̃ = u∗Pi

, 1≤ i≤ k.

Extension
for x̂ ∈ X̂ = X−XS̃ do

j = argmini∈S̃ {dist{x̂,xi}}
u(i)x̂ = ul Nearest prototype rule (NPR)

end for
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Sequential clustering techniques High-velocity data streams form a significant part of big

data. For example, most wireless sensor networks continuously transmit reports of sensor data,

e.g., temperature, humidity and barometric pressure for monitoring applications. The amount

of data generated by streaming processes is usually too large for collection and batch storage,

and hence, such type of data is interpreted as a different instance of big data. In a streaming

environment, clustering is often used to summarize or compress the data stream into a repre-

sentative model of the data. Most of the streaming clustering algorithms usually have a change

detection algorithm, which identifies a change in the data streams as potential times for creat-

ing/deleting/updating cluster(s) in the data.

Streaming clustering algorithms can be grouped into two groups based on the assumptions

made by each method: (i) one-pass, and (ii) evolving methods. One-pass (or single-pass) meth-

ods assume that data streams follow only one model throughout its lifetime, and hence, they

cannot handle evolving data distributions. The one-pass family of clustering algorithms include

mainly the first generation of scalable clustering algorithms e.g., BIRCH [132], Randomized k-

means [136], clustering with fractals [137], STREAM [65].

The evolving methods view the data streams evolving over time, where clusters may appear

and/or disappear in streaming data as time progresses. These clusters may contain timely infor-

mation about anomalies, switching between events, or evolving drift, and so on, that requires

immediate action. Cluster partitions on evolving data streams are often computed based on cer-

tain time intervals (or windows). There are three well-known window-based methods: landmark

window, damped window, and sliding window [68]. Landmark window models consider the data

stream from the beginning until now. An example of the landmark window model is the CluStream

algorithm [64]. Damped window models associate weights, also called a forgetting or decay fac-

tor, with the data in the stream such that higher weights are given to recent data than those in the

past. An example of the damped window model is the Den-Stream algorithm [68]. The sliding-

window based approach considers the data from now up to a certain range in the past. It is the

most common approach to visualize evolving cluster structure in streaming data. An example of

the sliding window based model is the SWClustering algorithm [138].

Some other examples of evolving methods are TRAC-Streams [139], STREAM fuzzy k-

means [140], and Sequential leader algorithm [141]. Aggrawal [142, 143] provides an extensive
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survey of stream clustering algorithms. Below, we discuss some popular clustering techniques for

streaming data.

2.3.5.8 STREAM

STREAM [65] algorithm is a divide and conquer based approach that divides the data into

chunks, each of them is of manageable size and fits into main memory. Then, it applies a k-

medians algorithm to each chunk to find its k optimal medoid representatives. After processing

the entire data stream, all the representative medoids of different chunks are clustered together

using a final application of k-medoid algorithm. The quality of the final output depends on the

manner in which data is partitioned into chunks.

2.3.5.9 CluStream

CluStream [64] framework consists of online and offline components. Online component

computes statistical information about the data locality in terms of micro-clusters. Each micro-

cluster is represented by a set of clustering feature (CF) that incorporates temporal feature in

CF’s used by BIRCH. The micro-clusters are stored in main memory in the form a pyramidal tree

structure which offers an efficient means for recovering historical information about clusters across

time. When a new data point arrives, the micro-clusters are updated in order to reflect changes.

Offline analytical component applies a variant of k-means algorithm on the micro-clusters to obtain

final clusters from the stream. CluStream offers a straight-forward approach to summarize data

streams. However, it maintains a constant number of micro-clusters, hence it might consider some

outliers as real clusters, or even split some of the good clusters.

2.3.5.10 DenStream

Inspired by DBSCAN and CluStream, Cao et al. [68] presented DenStream that makes no

assumption on the number of clusters, discover arbitrary shaped clusters, and can handle outliers.

In DenStream, each data point is given a weight using a function f (t) = 2−λ .t , where t is the

current time, and λ > 0 is a constant that reflects more importance to most recent data. Den-

Stream also consists of two components: (i) online component incrementally maintains a set of
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potential-micro-clusters (p-micro-clusters), and outlier-micro-clusters (o-micro-clusters), and (ii)

offline component generates final clusters by applying DBSCAN on the set of p-micro-clusters

maintained by the online component.

2.3.5.11 D-Stream

D-Stream [67] is a grid-based and density-based clustering algorithm similar to DenStream,

hence it shares the same advantages as DenStream. In D-Stream, each data point is assigned a

density coefficient which decays over time: D(x, t) = λ t−tc , where t is the current time and tc is

the arrival time of point x. Online component maps each data point into a grid, and the offline

component computes the grid density and clusters the grids based on the density. The overall

density of a grid is defined as the sum of the density coefficients for all the points belonging to that

grid. This density is used to determine if the grid is dense or not. This technique makes high-speed

data stream clustering feasible without degrading the clustering quality.

Parallel data clustering techniques Parallel data clustering methods are usually imple-

mented on multi-machine platforms. These techniques break the big data into smaller chunks

which can be loaded on different machines and then uses their processing power to cluster big

data. Parallel clustering can be performed using either clustering algorithm which adapts parallel

processing of chunks or using automated distributing architecture (MapReduce) on multiple ma-

chines. In parallel clustering, developers need to configure the data distribution and networking

process among multiple machines which makes it complicated and time-consuming. Whereas,

MapReduce relieves programmers from unnecessary networking problems and concepts such as

fault tolerance, load balancing, and data distribution, by handling them automatically.

In parallel clustering, data are divided into chunks that are distributed over machines. Then,

each machine performs clustering individually on the assigned chunk of the data. Two main chal-

lenges with these methods are minimizing data traffic and their lower accuracy in comparison to

their serial implementation. Lower accuracy can be due to the two main reasons: first, different

clustering algorithms are used in different machines, and secondly, each chunk may have different

data distribution resulting in poor accuracy. Examples of parallel/distributed clustering algorithms

are DBDC [144] (distributed and density-based clustering), ParMETIS [145] (a parallel version of
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METIS [146]), and G-DBSCAN [147] (GPU accelerated DBSCAN).

MapReduce is a programming model for processing big data with a parallel or distributed

algorithm on a cluster. It contains two important task, namely map and reduce. Map function maps

a set of data to another set of data, where individual elements are represented as tuples (key/value

pairs). Reduce function summarizes the map output. Specifically, it takes the map output as an

input and combines those data tuples into a smaller set of tuples. The key contributions of the

MapReduce framework are scalability, load scheduling, and fault-tolerance achieved for a variety

of applications. MapReduce libraries have been written in many languages like Java, C#, and

C++. A popular open-source implementation that has support for distributed scheduling is part

of Apache Hadoop. A few examples of parallel implementation of various clustering algorithms

using MapReduce include [148–152].

PKMeans [148] is a distributed version of k-means clustering algorithm that distributed the

computation between multiple machines using MapReduce framework to scale up the process.

An individual clustering is performed in the mapper and then general clustering is performed in

the reducer. Ene et al. [149] introduced the first approximation algorithms for the k-center and

k-median on MapReduce. They adopt an iterative sampling strategy to reduce the data size and run

a (time-consuming) clustering algorithm, such as local search or Llyod’s algorithm on resulting

subset. These algorithms run in a constant number of MapReduce rounds and achieve a constant

factor approximation.

Ferreira et al. [150] examine MapReduce for clustering the datasets that do not fit even on a

single disk. To minimize the I/O and network cost, they propose the Best of both Worlds (BOW)

and derive its cost function that dynamically determines the best strategy to balance the cost for

disk accesses and network accesses. They showed that it could work with most of the serial

clustering algorithms as a plugged-in clustering subroutine. It matches the clustering quality of

the serial algorithm with near-linear scale-up.

Jin et al. [151] presented a Distributed Single Linkage hierarchical Clustering (DiSC) al-

gorithm using a MapReduce framework. The key idea is to divide the original problem into

a set of overlapped subproblems, to solve each subproblem, and to merge the sub-solutions to

obtain an overall solution. DiSC is a memory efficient algorithm, and it scales linearly. MR-

DBSCAN [152] is a scalable MapReduce-based DBSCAN clustering algorithm in which all the
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Table 2.1: Clustering algorithms for big data

Categories Algorithm name Dataset
size (N)

Handling high-
dimensionality

Number of
(main) input
parameters

Algorithm
complexity

Underlying strategy to handle
big data

Partitioning

k-means Large No 1 O(N pkt) linear in N
FCM Large No 1 O(N pc2) linear in N

k-medoids Small Yes 1 O(k(N− k)2) not suitable for big data
single pass k-means Large No 2 O(N pk) Sequential (one-scan)
mini-batch k-means Large No 3 O(npkt) Sampling (mini-batches)

CLARA Large No 1 O(kn2 + k(N− k)) Sampling and extension

CLARANS Large No 2 O(N2)
Sampling and randomized

search
STREAM Large No 4 O(N pkt) Sequential (chunks processing)

Parallel k-means Large No 1 O(N pkt) Distributed (MapReduce)

CluStream Large No 5 O(N pkt)
Data summarization, sequential

(data stream processing)

Hierarchical

CURE Large Yes 2 O(n2 log(n) Sampling and extension
BIRCH Large Yes 2 O(N p) Data summarization

sVAT-SL/clusiVAT Large Yes 2 max(O(pk′N), pn2) Sampling and extension
DisC Large No 1 O(N log(N)) Distributed (MapReduce)

Density-based

DBSCAN Large No 2 O(N log(N))
Process each point once spatial

indexing

OPTICS Large No 2 O(N log(N))
Process each point once,
spatial indexing

DENCLUE Large Yes 2 O(log(N p)) Uses tree-based access structure

DenStream Large No 5 O(N log(N))
Sequential (data stream

processing)

D-Stream Large No 5 O(N log(N))
Sequential (data stream

processing)
Distribution-
based EM Large No 3 O(Nkp) linear in N

t:number of iterations, N: data size, n: sample size, p: dimension, k, c: number of crisp (or fuzzy) clusters

critical sub-procedures are fully parallelized using a MapReduce framework. Their novel data

partitioning scheme is based on computation cost estimation that aims to achieve load-balancing,

even for a heavily skewed data.

Dimensionality Reduction techniques Although the algorithm complexity is related to the

number of samples in the dataset, dimensionality is another important aspect that contributes to the

algorithm complexity. Higher dimension adds more complexity to any clustering algorithm that

results in the larger computation time. High-dimensional data also causes the problem of the curse

of dimensionality that means the data becomes sparse in high-dimensional space which makes it

difficult for final meaningful structures (clusters) in the data [56]. Sampling techniques reduce the

number of instances in the dataset, but they do not offer a solution for high-dimensional datasets.

One common solution to improve the clustering solution and to reduce the computational time for

high-dimensional data is to perform dimensionality reduction before clustering [153]. The goal

is to obtain a new dataset with a reduced set of features that preserves, up to a level, the original

structure (geometry) of the data. Feature selection and feature extraction (or transformation) are
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two popular approaches for dimensionality reduction [153].

The data may contain many features that are either redundant or irrelevant, and thus can be

removed without loosing much information. Feature selection methods try to find a subset of

original features which are relevant to model construction. Most feature selections methods for

unsupervised learning can be divided on filters that use the characteristics of the features, such as

the correlation among them to select features regardless of the model, and wrappers that explore

the subset of features with a clustering algorithm to evaluate the quality of output partition using

internal or external quality criteria.

Feature extraction or feature transormation involves transforming the original features into

a new set of features (usually, of reduced size) in order to reduce the computation cost and in-

crease the accuracy of a clustering/classifier algorithm. Feature extraction methods generate new

features that are generally linear or non-linear combinations of the original features. Two popu-

lar methods that obtain a linear transformation of the data are principal component analysis and

random projection. Principal component analysis (PCA) [154] uses an orthogonal transformation

to obtain a set of observations of linearly uncorrelated variables that account for variance, called

principal components. Random projection (RP) [155–157] is a linear transformation from high-

dimensional space to a lower-dimensional space. RP is a simple and efficient way to reduce the

data dimension by trading a controlled amount of distance error for faster processing times. Popu-

lar non-linear feature extraction methods include kernelized variants [158] of PCA, and manifold

learning methods such as ISOMAP [159], locality linear embedding [160], and multidimensional

scaling (MDS) [161]. Non-linear feature extraction methods can uncover more complex patterns

in the data.

PCA and other non-linear methods use a well-defined criterion to optimize the projection in

a lower dimension. However, these methods have high computational complexity, especially for

large sample size datasets. Unlike these algorithms, random projection is a simple and compu-

tationally efficient technique which does not use any special criteria to find optimal lower di-

mensional projections. Lower computational complexity, (approximate) distance preservation in

lower dimension subspaces and its easy implementation make it [156] an attractive choice for di-

mensionality reduction. Our contributions presented in Chapters 3 and 4 use random projection to

deal with high-dimensional data. Below, we briefly explain random projection methods.
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2.3.5.12 Random Projection

A random projection (RP) is a linear transformation from Rp to Rq, represented by a matrix

T . Let X = {x1,x2, ...,xN} ⊂Rp be a set of N points in p dimensions, denoted as the "upspace".

X can be mapped to a reduced dimension dataset Y = {y1,y2, ...,yN} ⊂Rq,q� p, denoted as the

"downspace", by the linear transformation of X with T . Most RP methods are based on Johnson-

Lindenstrauss (JL) Lemma [162] which states that if data points in a vector space are of sufficient

high-dimension, then they may be projected into a suitable lower-dimensional space in a way that

approximate distances among them are preserved. Several RP methods [155–157] have been pro-

posed in the literature for different applications. A variant of the JL lemma proposed by Achlioptas

in [156] is one of the most popular RP methods for clustering. The theorem proved by Achlioptas

is as follows:

Theorem 2.1. Let matrix X ⊂RN×p be a dataset of N points and p attributes. Given ε > 0, and

β > 0, for any integer q

q≥ q0 =
(4+2β )log(N)

ε2/2− ε3/3
. (2.8)

The parameter ε controls the accuracy in distance preservation, while β controls the proba-

bility that distance preservation to within 1± ε is achieved. Let T be a p× q random matrix, in

which each element ti, j is drawn from one of the following independently identically distributed

distributions:

ti, j =


+1 with probability 1/2

−1 with probability 1/2
(2.9)

ti, j =


+
√

3 with probability 1/6

0 with probability 2/3

−
√

3 with probability 1/6.

(2.10)
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Let Y = 1√
q XT be the projection matrix of the N points in Rq. Let f : Rp→Rq map the ith row

of X to the ith row of Y . Then for any u,v ∈ X with probability at least 1−N−β , we have

(1− ε)||u−v||2≤ | f (u)− f (v)||2≤ (1+ ε)||u−v||2.

According to Theorem 2.1, if the reduced (downspace) dimension q is equal or bigger than the

JL lower bound q0, then pairwise Euclidean distance squares are preserved within a multiplicative

factor of 1± ε , and it is said that Y has JL certificate. An older version of this projection operator

is based on randomly choosing each element of T from a Gaussian distribution with zero mean

and unit variance which carries a similar guarantee [156, 163]. The authors in [164] assert that the

JL bound often holds for q� q0. They called such projections "rogue random projections".

Since RP methods provide a probabilistic guarantee for distance preservation in lower-dimensional

space, clustering results using a single random projection might be unstable. Therefore they are

more often used in ensemble-based frameworks [71–73, 82] that aggregate the results of various

lower dimensional clustering results to obtain a reliable final solution. Chapter 3 proposes a novel

RP-based ensemble framework, CAFCM, for high-dimensional data clustering which employs

FCM clustering on an ensemble of random projections. Also, the FensiVAT algorithm presented

in Chapter 4 uses a new RP-based ensemble technique with MMRS sampling scheme for fast

clustering of large-scale, high-dimensional datasets.

2.4 Cluster Validation

Once a clustering algorithm has processed the dataset and obtained a partition of the input

data, the last question arises: Does the output partition represent the underlying structure of the

input data? In other words, how well does the output partition fit the input data? This is a genuine

question as an optimal clustering algorithm does not exist. Different clustering algorithms or even

the same clustering algorithm with different configurations produce different partitions, and none

of them have to be proved best in all situation. Therefore, the best strategy is to compute different

partitions and choose the one which best fits the data. The process of evaluating clustering results

is known as cluster validation. Cluster validity can also be used to estimate the number of clusters

in the data. The usual approach is to apply a clustering algorithm with a different value of the
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number of clusters, evaluate all partitions, and the chosen one that best fits the data.

One approach to measure the quality of the output partition is through the use of scalers

measures, which are known as cluster validity indices (CVIs). There are more than hundreds

CVIs [62, 165–169] are available in the literature, and most of them can be classified into two

groups: internal and external. Internal CVIs use only data and/or algorithmic outputs, whereas,

external CVIs require additional "outside" information such as a ground truth partition that labels

subsets in the data.

Various CVIs are available in the literature for evaluating soft (fuzzy/probabilistic) [62, 165,

170] and hard (crisp) clustering partitions [167, 169]. Both soft and crisp partitions are math-

ematically defined (at the beginning of this chapter) using Eqs. (2.1) and (2.2). We call a CVI

whose minimum value over a set of candidate partitions (CP) points to the "best one" as min-

optimal [171], indicated by the symbol (↓), and CVIs that indicate a choice of U in CP by their

maximum value are max-optimal, indicated by (↑).

2.4.1 Internal CVIs

Most internal CVIs consider two criteria to find an optimal partition: (i) Compactness or

Cohesion- It measures how similar (or close) the data objects in the same cluster are, and (ii)

Separation - it measures how well a cluster is separated from other clusters. Ideally, points of the

same clusters should be as close to each other as possible, and clusters should be well separated

from each other.

CVIs for soft clustering (fuzzy/probablistic) The internal CVIs available in the literature

for fuzzy clustering can be classified mainly in two categories [62, 165]: the first category uses

only the membership values U ; and the second type involves both the U matrix and the dataset X

itself. Some of the internal CVIs are discussed below:

Indices using both data (X) and membership values (U)
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2.4.1.1 Xie Beni Index (↑)

Xie-Beni (XB) index [50], also called the compactness and separation validity function, was

originally devised for use with FCM clustering. It is defined as:

XB(U) =
∑

k
i=1 ∑

N
j=1[u

m
i j||x j−vi||2]

N mini 6= j(||vi−v j||)
(2.11)

2.4.1.2 Partition Index (↑)

The partition index, abbreviated as SC, is based on a fuzzy CVI proposed by Gath and Geva [172]

which uses the concept of hypervolume and density, and it is defined as:

SC(U) =
k

∑
i=1

(
∑

N
j=1(ui j)||x j−Vi||m/2

∑
n
j=1(ui j)2

)
(2.12)

Small values of SC indicates the existence of compact clusters.

Indices using only membership values (U)

2.4.1.3 Partition Coefficient (↑)

Bezdek [173] proposed the partition coefficient (PC) index that indicates the average relative

amount of membership sharing between pairs of fuzzy subsets in U . The PC index is max-optimal

and, its value ranges in [1/k,1], where k is the number of clusters. PC is

PC(U) =
k

∑
i=1

N

∑
j=1

(ui j)
2; (2.13)

The PC index possess monotonic evolution tendency with k. Dependence on k makes interpreta-

tion of its relative values difficult to evaluate. To alleviate this, Roubens [174] defined a normalized

version of PC,

PCR(U) =
(kPC(U)−1)

(c−1)
. (2.14)

The PCR value ranges in [0,1] for all values of k.
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2.4.1.4 Normalized Partition Entropy (↓)

Bezdek [173] proposed another fuzzy CVI, partition entropy (PE), which is defined as:

PE(U) =− 1
N

k

∑
i=1

N

∑
j=1

ui jlog(ui j) (2.15)

The PE index is a scalar measure of the amount of fuzziness in a given U . The PE is min-

optimal and its value ranges in [0, lnak]. Similar to PC, PE index also shows monotonicity with k.

Bezdek [175] defined the normalization of PE as:

PEB(U) = PE(U)/lnak (2.16)

CVIs for crisp clustering

2.4.1.5 Davies-Bouldin Index (↓)

Davies-Bouldin Index (DBI) [49] is the ratio of the sum of within cluster scatter or cohesion

(the distance from the points in a cluster to its centroid) to the between cluster separation (distance

between cluster centroids). Hence, a lower value of DBI is desirable.

DBI(U) =
1
k

k

∑
i=1

max
i 6= j

S(Ci)+S(C j)

dist(Ci,C j)
, where S(Ci) =

1
|Ci| ∑

xi∈Ci

dist(xi,vi) (2.17)

2.4.1.6 Silhouette Index (↑)

The silhouette [51] index is a measure of how similar an object is to its own cluster (cohesion)

compared to other clusters (separation). The cohesion is measured based on the distance between

all the points in the same cluster and separation is based on the nearest neighbour distance. The

Silhouette value ranges in [−1,1]

Sil(U) =
1
N

k

∑
i=1

∑
xi∈Ci

b(xi,Ci)−a(xi,Ci)

max{a(xi,Ci),b(xi,Ci)}
, (2.18)
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where

a(xi,Ci) =
1
|Ci| ∑

x j∈Ci

dist(xi,x j) ; b(xi,Ci) = min
j 6=i

{
1
|C j| ∑

x j∈C j

dist(xi,x j)

}
(2.19)

2.4.1.7 Dunn’s Index (↑)

Dunn’s index (DI) [48] is a metric of how well a set of clusters represent compact separated

(CS) clusters. It is defined as:

DI(U) =
min1≤i, j≤k i 6= j dist(Ci,C j)

max1≤l≤k diam(Cl)
, (2.20)

where Ci is the i-th cluster, dist(Ci,C j) is the distance between two clusters, and diam(Cl) is

the cluster diameter. The distance between two clusters can be single linkage, complete linkage,

average linkage, or centroid-based distance. The diameter of a cluster can be its maximum or

average diameter. Bezdek and Pal [169] proposed 18 variants of DI, which they called Generalized

Dunn’s indices (GDIs), based on various combinations of distance function in the numerator and

denominator of Eq. (2.20).

The computation of DI is very computationally expensive due to its quadratic growth in the

number of samples. To solve this problem, this thesis presents six approximation methods to

compute DI for big data, in Chapter 5. These methods may also be useful for computation of

other CVIs that require both X and U , such as DBI, XB, Silhouette index and the GDIs. Chapter 5

discusses DI and GDIs in more detail, and presents their approximation methods for big data.

2.4.2 External CVIs

External CVIs validate the clustering model against external information (ground truth sub-

sets). The aim of these indices is to evaluate the extent to which a true (ground truth) partition can

be discovered using clustering. Many well-known external CVIs are derived from the values of

contingency table [176, 177]. Given the partitions U and V , the contingency table is defined as:

The partition U and V need not possess the same number of clusters. The classical approach to

compare U and V begins by considering the four possible combinations for pairs of objects from
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Table 2.2: The Contingency Table A to compare partition U and V

Partition V
v j = row j of V

Class v1 v2 ... vr Sums

Partition U
ui = row i of U

u1
u2
u3
.

uk

A =


N11 N12 ... N1r

N21 N22 ... N2r

N31 N32 ... N3r

... ... ... ...
Nk1 Nk2 ... Nkr

=UV T

N1•
N2•
N3•

.
Nk•

Sums N•1 N•2 ... N•r N•• = N

the set O in clusters of U and V . These four quantities are defined as:

• f00- the number of pairs of data points that are in the different subset in V , and are in different

subset in U

• f01- the number of pairs of data points that are in the different subset in V , and are in same

subset in U

• f10- the number of pairs of data points that are in the same subset in V , and are in different

subset in U

• f11- the number of pairs of data points that are in the same subset in V , and are in same

subset in U

Below, we discuss some clustering oriented external validity indices.

2.4.2.1 Partition Accuracy (↑)

Partition accuracy (PA) of a clustering algorithm is the ratio of the number of samples with

matching ground truth and algorithmic labels to the total number of samples in the dataset. The

assignment of class labels to the clusters is done on the basis of the majority value of the class

attribute within each cluster. The value of PA ranges from 0 to 1, and a higher value implies a

better match to the ground truth partition.
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2.4.2.2 Purity (↑)

Purity [54] is a measure of the extent to which clusters contain a single class. It is defined as:

Purity =
k

∑
i=1

Ni•
N

max
j

Ni j

Ni•
(2.21)

A high purity means that the cluster is pure (i.e. contains objects from the same class). Its values

range in [0,1].

2.4.2.3 Rand Index (↑)

Rand index (RI) [52] measures the similarity between two clustering partitions. It takes into

account the numbers of point pairs that are in the same and different clusters, and is defined as,

RI(U,V ) =
f00 + f11

f00 + f01 + f10 + f11
(2.22)

Intuitively, the sums f00 + f11 and f10 + f01 are interpreted, respectively, as (the total number of)

agreements and disagreements between U and V . RI values lie between 0 and 1, and a value close

to 1 indicates high agreement between partition U and V .

2.4.2.4 Adjusted Rand Index (↑)

A problem with RI is that its expected value between two random partitions is not a constant,

and on certain datasets it can achieve a high score otherwise. This problem is corrected by the

adjusted Rand index (ARI) [53] that assumes the generalized hyper-geometric distribution as the

model of randomness. It is defined as:

ARI =
Rand Index−Expected index

Maximum index−Expected index
, (2.23)

The ARI has the maximum value 1 for perfect partition, and 0 when the index equals its expected

value. The adjusted RI takes following form [53]:

ARI =
a− (a+c)(a+b)

(a+b+c+d)
(a+c)+(a+b)

2 − (a+c)(a+b)
(a+b+c+d)

, (2.24)
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where the values of a,b,c, and d [53] are derived from the contingency table (Table 2.2), and are

given as:

a =
1
2

r

∑
i=1

k

∑
j=1

Ni j(Ni j−1) (2.25a)

b =
1
2

(
k

∑
j=1

N2
• j−

r

∑
i=1

k

∑
j=1

N2
i j

)
(2.25b)

c =
1
2

(
r

∑
i=1

N2
i•−

r

∑
i=1

k

∑
j=1

N2
i j

)
(2.25c)

d =
1
2

(
N2 +

r

∑
i=1

k

∑
j=1

N2
i j−

(
r

∑
i=1

N2
i•+

k

∑
j=1

N2
• j

))
(2.25d)

2.4.2.5 Normalized Mutual Information (↑)

The Normalized mutual information (NMI) [130] measures the information shared between

two clustering partitions. It is defined as:

NMI(U,V ) = MI(U,V )/
√

H(U)H(V ), (2.26)

where MI is the Mutual information (MI) between U and V , and H(U) is the entropy associated

with partition U which are defined as:

MI =
c

∑
i=1

r

∑
j=1

(Ni j/N)log(
Ni j/N

Ni•N j•/N2 ) (2.27)

H(U) =−
c

∑
i=1

(Ni•/N)log(Ni•/N) (2.28)

If two classes are completely independent, then NMI is 0. If both are identical, then their NMI is

1.

The soft RI [178], soft ARI [177, 178], and soft NMI [170] can be computed using entries (in

their formulas) from generalized contingency matrix A∗ = φUV T (Table 2.2), where φ = N
∑

c
i=1 Ni•

.
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2.4.3 Cluster validity for big data

There has been a considerable amount of work done to address clustering tendency assessment

and clustering problem for big data. However, very little work is available on cluster validity for

big data. Early validity indices considered only membership values due to the advantage of being

easy to compute. These CVIs can handle big data as they use only the output partition (U), which

is not usually big as compared to the input (big) dataset X . However, these indices may have

some drawbacks [165] such as their monotonous dependency on the number of clusters and the

lack of direct connection to the geometry of the data. Now, it is widely accepted that a better

definition of a validity index always considers both partition matrix U and the dataset itself. The

implementation of most of such indices is very computationally expensive, especially when the

number of clusters and number of objects in the dataset grows very large [62].

There is very limited work available in the literature for cluster validity index for big data.

Tlili et al. [179] proposed a fuzzy version of Davies-Bouldin index [49] for big data clustering.

Since DBI uses both the output partition and the data itself, it still has the higher computational

complexity for big data. Another work [180] introduced Spark implementation of DI and Silhou-

ette index to deal with big data. Chapter 5 of the thesis proposes six novel approximation methods

to compute DI (and GDIs) for big data.

2.5 Big data clustering applications

Cluster analysis techniques have been used in many applications such as social network anal-

ysis [16, 23, 181], bioinformatics [18], market analysis [21, 22], gene expression analysis [19],

and image processing [20]. Big data image segmentation is an image analysis technique, which

has emerged especially in the medical area. Due to the complexity of image segmentation and

with limited prior knowledge, unsupervised methods are a better choice for image segmenta-

tion. Partitioning-based clustering methods are popular for big data image segmentation due to

their easy implementation. The scalable fuzzy c-means clustering algorithms were applied to

large-scale magnetic resonance images (MRI) of the brain for image segmentation [1]. A dis-

tributed c-means algorithm was proposed for big data image segmentation and was applied to

MRIs in [182]. Fuzzy clustering methods have also been applied to high-dimensional DNA mi-



60 Background and Literature Review

croarray data for gene expression analysis [71, 183]. Clustering also finds its utility to organize

and retrieve databases in an efficient way [15, 17].

2.5.1 Big data clustering for smart city applications

Clustering has also been used in several smart city applications to gain valuable insights from

raw data obtained through various sensing devices and crowdsourcing. For example, the work

in [31–33] applied clustering to time-series energy data from smart meters to identify energy usage

profiles of residential, commercial, and industrial consumers, and for load-forecasting. There are

also several applications of clustering in other smart city contexts, such as in smart parking [26–

28], smart environment [24, 25], smart health care [34–36], smart agriculture [37, 38], and smart

waste management [39, 40], and intelligent transportation systems [29, 30].

This thesis also presents a big data clustering application for smart city generated big data,

viz., prediction of vehicle trajectories using a clustering-based approach on large-scale GPS data.

Below, we first discuss trajectory prediction and its important for smart city applications, and then

we provide a brief review of the existing trajectory prediction approaches and their limitations.

Trajectory prediction The widespread use of global positioning system (GPS) navigation

systems and wireless communication technology enabled vehicles have resulted in huge volumes

of spatio-temporal data, especially in the form of trajectories. These data often contain a great deal

of information [184], which give rise to many location-based services (LBSs) and applications

such as vehicle navigation, traffic management, and location-based recommendations. One key

operation in such applications is the route prediction of moving objects. Vehicle route prediction

allows certain services to improve their quality, e.g., if the route of vehicles is known in advance,

intelligent transportation systems (ITSs) can provide route-specific traffic information to drivers

such as forecasting traffic conditions and routing the driver to avoid traffic jams. Route prediction

also enables location-based advertising, which can advertise certain products/services and special

offers to the target commuters most likely to pass through business outlets and stores based on

their travel trajectory.

The first step in the trajectory prediction task is the trajectory representation. Won et al. [185]

represented a trajectory as a list of segments, each of which has its identifier and length. How-
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ever, the method to divide the road segment is not explicitly described and is driven by intu-

ition. Guo et al. [186] used topological information from graph-based structures to represent

trajectory data. A road network is represented as an undirected graph, where each node rep-

resents a junction/intersection and each edge represents a road (path) segment of the road net-

work. The trajectory of a moving object appears as a sequence of symbols in [88, 187–189],

where each symbol represents a road section. For vehicles moving along the road segments, their

trajectory can be best represented as a 1-dimensional array of nodes or edges of the road net-

work [88, 187–190]. The (Latitude, Longitude ) coordinate pair obtained from the GPS sensor

can be associated with a corresponding road network edge using one of the many popular map-

matching techniques [191, 192].

Several studies have been carried out on trajectory prediction, particularly after Song et al. [193]

demonstrated a 93% potential for predictability in user mobility, which supplied the theoretical

basis for location prediction methods. These methods mainly focus on two kinds of prediction

models. The first type is the short-term trajectory prediction model, which aims to predict the

next-location or a few locations in the near future. These models usually rely on current location

and one or two previous locations of an object to predict its next location. The second type is

the long-term trajectory prediction model which focuses on location prediction at a more distant

future time or on complete route prediction. These models generally rely on an available partial

trajectory of a moving object to predict the complete trajectory.

Trajectory prediction approaches Existing TP methods are hybrid in nature and can be

broadly classified into three categories: (i) Rule-based learning based approaches (ii) Markov

model-based approaches (iii) Clustering-based approaches.

2.5.1.1 Rule-based learning based approaches:

Morzy [194] implemented a modified version of the PrefixSpan algorithm to extract associa-

tion rules from a moving object database. Then, the trajectory of a moving object was matched

with the database of movement rules using matching functions to select the best association rule

and then used it for prediction. The matching function in [194] is based on the notion of support

and confidence and does not consider any notion of spatial and/or temporal distance. Jeung et
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al. [195] proposed a hybrid prediction approach, which combines association rules in the form of

trajectory patterns with the motion functions of an object’s recent movements, to estimate future

locations. Given an object’s recent movement and predictive queries, the best association rule

is chosen for prediction. The query processing approaches presented in [195] can only support

near and distant-time predictive queries, unsuitable for long-term trajectory prediction. Moreover,

with the huge number of trajectories, the number of association rules is also huge, which makes

association-rule based algorithms impractical for large-scale mobility data.

2.5.1.2 Markov model-based approaches:

A Markov model (MM) is a stochastic model used to model randomly changing systems. It

assumes that future states depend only on the current state, not on the past events before it (that is,

it assumes the Markov property). MMs [196–198] have been widely used to mine frequent patterns

for route prediction problems. Ishikawa et al. [196] proposed a model to extract mobility statistics,

called the Markov transition probability, which is based on a cell-based organization of target space

and a Markov chain model, and employed R-tree spatial indices to compute Markov transition

probabilities. Simmon et al. [197] presented a Hidden Markov Model (HMM) based probabilistic

approach to predict a driver’s intended route and destination through observations of the driver’s

habits. Asahara et al. [87] suggested that standard MM and HMM are not generic enough to

encompass all types of movement behaviour. They proposed a variant of Markov model, called

the mixed Markov-chain model (MMM), as an intermediate model between individual and generic

models, for pedestrian movement prediction. This approach clusters individuals into groups based

on similar movement behaviour, and generates a Markov model for each group. The next location

is predicted by first identifying the group a particular individual belongs to and then inferring next

location using corresponding Markov model. Gambs et al. [198] extended a previously proposed

mobility model, named w-Mobility Markov Chain (w-MMC), to incorporate the w previous visited

locations. They showed that prediction accuracy increases with w, but increasing w beyond two

(w > 2) does not compensate for the significant overhead in terms of computation and space for

learning and storing the mobility model. They only considered the sequence of the significant

locations, instead of all locations, to build higher order MM.
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2.5.1.3 Clustering based approaches:

Some researchers have proposed trajectory clustering based route prediction methods [199,

200], which partition the trajectories into several clusters representing different motion patterns

based on the trajectory similarity. Various clustering approaches [201] using different methods

and distance measures between trajectories have been proposed in the literature. Road network

constrained trajectory clustering approaches can be classified into two broad categories. The first

type uses the traditional clustering approaches such k-means and DBSCAN with specially de-

signed distance measures [185, 188, 202, 203] for trajectories. For example, Ashbrook et al. [199]

presented a system that first extracts the significant locations, called Point of Interests (POIs), using

k-means clustering on GPS data, and then calculates the probability of transitions between these

significant location using various orders of Markov models, to find next most likely significant

location based on those recently visited.

The second category of algorithms [88, 190] cluster road segment vehicle frequencies based

on density and flow. Flow and density based trajectory clustering schemes such as NETSCAN [88]

and network aware trajectory (NEAT) [190] first summarize the trajectory data into an edge den-

sity or edge transition matrix based on the frequency of the trajectories passing through a road

segment (density) or two consecutive road segments (flow). Clustering is then performed on road

segments based on their traffic flow to create a set of consecutive road segments having continuity

of traffic density and flow.

Traditional clustering-based TP algorithms [199, 200, 204] are not scalable to large numbers

of trajectories in a city environment as computation of the distance matrix is time intensive. Most

of them require the number of clusters to be known in advance, but in practice, it is often unknown,

making it difficult for the user to choose the optimal number of clusters for location prediction.

Furthermore, the clusters are determined by fixed rules. Although some of the road network based

clustering approaches [88, 190] are scalable, they produce loose clusters which span a large space

of the road network and may not represent actual traffic flow. Hence, they are not suitable for

vehicle trajectory analysis.

Most TP methods demonstrated in the literature [87, 194, 195, 205] use synthetic or small to

medium size real trajectory datasets. Most of them cannot handle big trajectory datasets. There

have been several attempts to demonstrate trajectory prediction on real data having a large number
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of samples. For example, [206] uses a real dataset consisting of 4.9 million trajectories (790

million GPS points) as a population, but only small subsets having a maximum 30,000 trajectories

are used in their experiments.

As a real-world application of big data clustering, Chapter 7 of this thesis presents a novel,

scalable, hybrid framework for vehicle trajectory prediction, which can handle a large number of

trajectories in a dense road network, typically for major cities around the world. The proposed

framework is based on a scalable clustering approach, Traj-clusiVAT, a modified version of clu-

siVAT implemented for trajectory prediction. Traj-clusiVAT can also determine the number of

clusters, which represent different movement behaviours in input trajectory data. After cluster-

ing trajectories, Markov chain models are constructed from the trajectories in each cluster. These

models quantify the movement patterns within clusters, and subsequently, are used for trajectory

prediction. The proposed TP framework used two large, city-scale taxi trajectory datasets: T-Drive

dataset consisting of 43,405 GPS trajectories from 10,357 taxis in Beijing over a period of one

week and Singapore taxi dataset consisting of 3.28 million passenger trajectories from 15,061

taxis over a period of one month. This was the first time trajectory prediction task had been per-

formed on such a large number of real-world road network trajectories.

2.6 Summary

In this chapter, we have reviewed major techniques to solve each of the three problems of

cluster analysis, viz., clustering tendency assessment, clustering, and cluster validity. We reviewed

and compared popular methods for cluster analysis for big data, including streaming data. Several

methods in the area of big data clustering applications for trajectory prediction are also reviewed.

We discussed that most cluster analysis algorithms encounter serious problems related to com-

putational and space complexities and/or cluster quality for large-scale, high-dimensional datasets.

To address these challenges, we developed a suite of novel algorithms to solve each of the three

problems of cluster analysis for knowledge discovery from large-scale, high-dimensional data, by

leveraging intelligent sampling and dimensionality reduction strategies. These contributions are

presented in Chapters 3-5. In this chapter, we also explored that existing cluster assessment tech-

niques are not suitable for high-velocity, massive streaming data. To address this problem, we
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presented an incremental algorithm for online assessment of evolving cluster structures in high-

velocity data streams, in Chapter 6. Finally, as a real application of big data clustering, we present

a scalable framework for vehicle trajectory prediction in Chapter 7.
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Chapter 3

Clustering High-Dimensional Data using
Cumulative Aggregation on Random

Projections

This chapter proposes a new, simple and computationally efficient framework called CAFCM

for high-dimensional data clustering, which employs FCM clustering an ensemble of random pro-

jections. CAFCM outperforms the three other state-of-the-art approaches, EFCM [71], RPFCM-

A [72], and RPFCM-B [73], in terms of accuracy, stability, space, and time complexity, based on

our numerical comparisons on two synthetic and six real large, high-dimensional datasets.

3.1 Introduction

Many applications such as biomedical imaging, physiological monitoring, sequencing [207],

and time-series matching produce large amounts of high-dimensional data [55]. High-dimensional

feature vector data, i.e., data described by a large number of attributes, poses two challenges for

clustering. First, the so-called “curse of dimensionality", which is caused by the lack of a sufficient

number of samples in most high-dimensional data, makes it difficult to find statistically meaningful

structures in the data [56]. Second, noisy and irrelevant attributes in the data can worsen the

performance of a clustering algorithm. One possible solution to improve the utility of clustering

algorithms for high-dimensional data is to perform dimensionality reduction [208].

Popular algorithms for dimensionality reduction, such as Principal Component Analysis (PCA)

and Singular Value Decomposition (SVD), use well-defined criteria to optimize the projection in

lower dimensional space. Unlike these algorithms, random projection [155–157] is a relatively

simple, computationally efficient linear transformation method which does not use any special

67
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criteria to find "optimal" lower dimensional projections. Two key properties, namely low compu-

tational complexity and (approximate) distance preservation in lower dimension subspaces, make

random projection [156] an attractive choice for dimensionality reduction.

Over the past few years, ensemble clustering [130, 209–214] has drawn significant attention

in addressing the clustering problem. Random projection based ensemble frameworks [71–73,

82] have been proposed for high-dimensional clustering using fuzzy or probabilistic clustering

algorithms. These approaches use random projection to generate multiple subsets into a lower

dimension from the original dataset, and then some method of integration is used across the soft

clustering results obtained on all projected datasets. Among these random projection based fuzzy

clustering approaches, the most recent approaches [72, 73] require less memory and run faster than

earlier approaches [71, 82]. However, the ensemble algorithms developed in [72, 73] still require

very large amounts of space for storing a big affinity matrix; moreover, they take a lot of time to

cluster the affinity matrix.

This chapter proposes a new, simple, and efficient random projection based ensemble frame-

work using a cumulative agreement scheme to aggregate multiple fuzzy membership matrices

based on their quality. Cluster Validity Indices (CVIs) are used to determine the quality of con-

sensus partitions. This framework eliminates the need of a final time-consuming clustering step

such as the ones reported in [71–73, 82] to obtain output partitions. The ensemble approach

in our framework combines fuzzy partitions in a sequential manner, thus avoiding the complex-

ity required by simultaneous aggregation of the suite of fuzzy partitions produced by clustering

many random projections of the high-dimensional data. Our method, which we called Cumu-

lative Agreement FCM (CAFCM), scales linearly in the number of data points and the number

of repetitions, making our random projection based ensemble approach feasible for large, high-

dimensional datasets.

3.2 Related Work

This section reviews existing random projection based cluster ensemble methods for high-

dimensional data clustering and agreement based combination schemes.
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3.2.1 Random Projection Based Ensemble Approaches

Several ensemble approaches have been proposed for high-dimensional data clustering which

are based on RP and FCM. The main idea of the existing approaches is as follows; First, multiple

downspace datasets {Yr}Q
r=1 are generated in a fixed lower dimension Rq using RP, where Q is the

number of RPs. Then, FCM clustering is performed on each downspace copy to obtain Q fuzzy

partitions, e.g., Ur = FCM (Yr), where Ur ∈M f cN . These output partitions {Ur}Q
r=1 are aggregated

using an ensemble scheme. The final output partition is typically obtained by performing soft

clustering on the rows of an aggregated matrix.

Apparently, the first cluster ensemble approach that used random projection was proposed

in [82], in which GMM/EM clustering was used to obtain probabilistic partitions P∈M f cN , where

p(c|i,θ) is the probability of point i being in cluster c under a model θ . Subsequently, a similarity

matrix Mi was computed between two joint probability distributions for each downspace dataset.

The final similarity matrix M was obtained by averaging the Mis, and then the final clustering

output was obtained by applying a hierarchical clustering algorithm, called complete linkage (CL),

on the aggregated similarity matrix M.

A similar approach using FCM for fuzzy clustering (EFCM) was used in [71] to find the

significant genes in DNA microarray data. Random projection was used to reduce the data di-

mensionality. Then, the FCM clustering algorithm was employed on each downspace dataset to

generate membership matrices Ur ∈M f cN . Then for each r, a similarity matrix Mr was computed

as Mr = UT
r Ur ⊂RN×N . Then, an aggregated similarity matrix (M) was calculated by averaging

the Q Mrs across multiple projection runs. The distance matrix D = 1−M was computed, and

then FCM was performed on the rows of D ⊂RN×N to obtain a final membership matrix.

Both of the above approaches have space complexity O(N2) for storing the similarity matrix

(M). There is a time complexity of O(N2log(N)) in applying complete linkage (GMM/EM-based

approach) and O(dlNc2) in applying FCM (the EFCM approach) on D ⊂ RN×N , where N is

number of data points, d is the dimensions of the matrix on which clustering is applied (for EFCM

approach, d =N), c is the number of clusters, and l is the number of iterations used by FCM. There

is additional time complexity of O(cQN2) in the EFCM approach due to computing the product

of the Q partition matrices and their transposes. Therefore, both of these algorithms are limited

to applications for which the number of objects N is small (e.g., some thousands of samples), and
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the original dimension p of the upspace data is large (e.g., more than tens of thousands). As N

increases, the EFCM approach becomes intractable for big data.

To address the limitations of these two approaches for big data clustering, Popescu et al. [72]

proposed a new method, RPFCM-A, that began with the FCM clustering of random projec-

tions of the data. The resultant membership matrices {Ur}Q
r=1 were concatenated as Ucon =

[UT
1 |UT

2 |....|UT
Q ], and the final membership partition was obtained by applying FCM to the rows

of the aggregated matrix Ucon ⊂RN×cQ. Concatenating Q partitions of N× c dimension by stack-

ing them along the element dimension results in an N× cQ matrix which is significantly smaller

than Mr (used in EFCM). This approach eliminates the time complexity spent computing products

of the membership matrices and their transposes. Thus, it seems more suitable than the EFCM

based approach. However, it still requires the multiplication of the concatenated matrix with its

transpose when a crisp output partition is desired. Moreover, this scheme has time complexity of

O(dlNc2) when applying FCM to the concatenated matrix Ucon ⊂ RN×cQ, where d = cQ. If the

number of clusters c in the data and the number of downspace datasets Q are such that cQ > p; it

means the dimension of the agreement matrix becomes higher than the original dimension of the

dataset, which makes this approach unsuitable for high-dimensional data clustering.

Mao et al. [73] proposed a modified approach, RPFCM-B, based on spectral graph partition-

ing. Instead of considering the full agreement matrix Ucon, they performed the clustering on the

first c left singular vectors of Ûcon, where Ûcon = SV D(Ucon)⊂RN×c, which reduces the computa-

tional time as compared to RPFCM-A approach. However, there is space complexity of O(cNQ),

and computational complexity of O(N(cQ)2) for SVD and O(dlNc2) for the FCM clustering,

where d = c.

3.2.2 Agreement Based Combination Schemes

Among existing ensemble approaches, agreement based merging algorithms are popular due

to their simplicity and computational efficiency. The idea of the agreement based combination

scheme for fuzzy clustering was first introduced by Dimitriadou et al. [213], which is based on

minimizing the average squared distance between ensemble membership partitions and an optimal

output partition. This algorithm computes an approximate solution sequentially, in which, the best

cluster label permutation is obtained for each ensemble partition with respect to a reference parti-
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tion, followed by updating the reference partition through averaging. However, the determination

of the best cluster label for each cluster in a partition for large values of c is a time-consuming task

due to the computation of squared distances between partitions across each possible permutation

of cluster labels. The labelling correspondence problem is solved in [212] using a maximum-

likelihood estimate found with the Hungarian method [215], and then plurality voting is applied to

obtain an optimal partition. The Hungarian algorithm can be costly because it is O(c3). The most

recent work on consensus clustering employs a voting based mechanism [214], where the cluster

label assignment problem is addressed using a contingency matrix which requires less computation

time than that required by previous methods. The study in [214] was limited to crisp partitions.

This scheme may not enjoy the same performance for soft partitions, which are obtained from

projected datasets using random projection. This is because random projection produces highly

unstable and radically different outputs [82, 163].

Although a fair amount of work has been done on agreement based aggregation schemes,

only a few schemes are applicable to soft clustering. In our work, the use of FCM clustering

on the aggregated matrix to get a final output partition is eliminated using an agreement based

aggregation scheme which is computationally efficient and easy to implement. Fig. 3.1 compares

the three FCM based schemes in [71], [72] and [73] to our proposed CAFCM method.

In the next section, we discuss our agreement based scheme for aggregating the fuzzy parti-

tions {Ur}Q
r=1, obtained from FCM clustering on Q randomly projected datasets.

3.3 Agreement based Aggregation Model

The objective of an aggregation model is to find a partition U f , which represents a set of Q

fuzzy partitions {Ur}Q
r=1, the representation being optimal in some well-defined sense. We assume

that U f and the Ur are all the same size (c×N). Let u(r)
i and u( f )

i be the label vectors of data point

xi for the partitions Ur and U f , respectively. That is, u(r)
i is the i-th column of Ur, and similarly for

u_i( f ). The average dissimilarity function h(Ur,U f ) is chosen as an optimality criteria, and can be

expressed as the average squared distance between the Q columns of Ur and U f , as [213]

h(Ur,U f ) =
1
N

N

∑
i=1
||(u(r)

i −u( f )
i )||

2
. (3.1)
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Figure 3.1: Four methods (including CAFCM (proposed)) of ensemble FCM clustering using
random projection

The computation in equation (3.1) measures the similarity between Ur and (the unknown solution)

U f on the assumption that the c clusters in Ur and U f are "aligned", i.e., the rows of Ur and U f

represent the clusters in the same order. This is the so-called "registration problem" in clustering,

and care must be taken to ensure that all of the partitions being aggregated are aligned in this sense.

This problem is exacerbated when the partitions are fuzzy. We want to relabel the Q Ur’s so that

they are aligned. This ensures that they will be aligned with the unknown U f .

One way to approach this problem is to let Πb(Ur) represent the mapping of partition Ur to

an optimally relabelled partition Ur,b with respect to some base (or core) partition Ub. Then, an

optimal partition can be obtained as the solution to [213],

U f = argmin
Ub∈M f cN

(
1
Q

Q

∑
r=1

h(Πb(Ur),Ub)

)
. (3.2)
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The solution of this minimization problem in [213] gives u( f )
i as the arithmetic mean of u(r)

i over

all partitions. In order to obtain the best cluster label permutation for each ensemble partition, the

squared distance (minimization) between the ensemble and base partitions was chosen as mapping

Πb(Ur). A contingency weight matrix based mapping scheme was proposed in [214] as a solution

of (3.2). These solutions are not effective in combining multiple fuzzy partitions which are ob-

tained using random projections. Our experiments with this method did not show very promising

results. So, we turned to another approach, which effectively combines fuzzy partitions, obtained

using RPs, based on their quality, as measured by cluster validity indices.

The concept behind agreement based ensemble approach is that pairs of points that stick to-

gether (appear in the same cluster) in most or all of the individual partitions should also stick

together in the final ensemble partition. Suppose the number of clusters cr for individual partitions

Ur is randomly selected within some range {cmin,cmax}. The intuition underlying our approach is

that the pairs of points that are members of a cluster for higher values of c should be considered

to be more strongly associated to each other than pairs of points which are together in a cluster at

a smaller value of c.

The Q partitions obtained by applying FCM clustering to Q random projections will have dif-

ferent information content (quality). The best quality partition, which has maximum information

content about the cluster labels distribution, is chosen as the base partition, Ub, in the first step

of the aggregation. Assuming that no prior knowledge for the selection of the base partition and

the "true" number of clusters is available, an internal CVI is used to choose the base partition

(discussed in the next section).

The remaining Q− 1 partitions are ranked in decreasing order of quality based on their rela-

tionship to the base partition, and are combined sequentially based on their rank. The objective

of this scheme is to secure the strongest agreement between the highest ranked partitions in the

queue with the base partition. In this way, low-quality partitions will have minimal effect on the

quality of the overall output partition. Minor variations in ranking are not expected to impact the

performance of this scheme, because using an ordered sequence based on decreasing quality ef-

fectively integrates the good and bad fuzzy partitions, and decreases the effects of bad partitions

on the overall output. If the base partition is of poor quality or there is major variation in ranking

(for example, a few poor-quality partitions are in the top five partitions in the CVI queue), then
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the performance may deteriorate. At the other extreme, if all Q partitions are of roughly the same

quality, then the selection of the base partition and ranking of the remaining partitions will not

have a significant effect on the output partition.

In the next section, we discuss the use of CVIs to achieve the best performance for CAFCM.

3.4 Quality of Consensus Partitions

The projected datasets can be drastically different from each other due to the random mapping

from upspace to downspace. Consequently, clustering on these different downspace datasets with

any algorithm may result in output partitions of different quality. In our work, a CVI is used to

determine the quality of partitions. A CVI can be used to identify the "best" member amongst a

set of multiple partitions (where best means, with respect to the CVI in use). A detailed analysis

and discussion on various internal and external CVIs are provided in Chapter 2 (Section 2.4).

The quality of the output partition U f constructed by CAFCM depends on the quality of the

base partition Ub, which is chosen in the initialization phase. The fuzzy partition from the set

{Ur}Q
r=1, which best preserves the structure of the ground truth partition of labeled data will be

taken as the base partition (we use internal CVI to find the best partition (explained in subsequent

paragraphs)). The intuition behind using the best member from the set of ensemble partitions as

the base partition is that the output partition U f should contain the maximum amount of informa-

tion about structure in the data that is present in the best quality partition amongst all ensemble

partitions. Most importantly, this will eventually lead us to a method for identifying Ub for the

unlabeled data case.

The quality of individual fuzzy partitions compared to a ground truth (labeled data) partition

can be determined using a soft external CVI. Let the quality of any partition Ur with respect to

the ground truth partition Ugt , using an external soft CVI Vexts , be denoted as Vexts(Ur|Ugt), where

subsubscript ”s” means soft. Based on the optimality of Vexts(Ur|Ugt), the Q ensemble partitions

can be ranked in descending order of quality such that

Vexts(U(1)|Ugt)≥ Vexts(U(2)|Ugt)≥ ...≥ Vexts(U(Q)|Ugt), (3.3)

where parenthetical subscripts indicate the permutation of the original indices that results in the
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ordering shown in (3.3), and we assume without loss of generality that the CVI is max-optimal

(best is maximum). This gives a set of sorted partitions U
(exts)
sorted based on their quality with respect

to the external CVI Vexts . In real-world applications, the data is unlabeled so the ground truth

information, which is required to evaluate partition quality based on (3.3), is not available. In this

case, a question that must be answered is: can internal CVIs (Vints) be used to achieve similar

rankings for a set of partitions U
(ints)
sorted? Internal/external (I/E) matching analysis is discussed

in Section 3.6 to determine whether the same base partition and similar ranking of the sorted

partitions, suggested by an external CVI, can be obtained using internal CVIs.

Assuming that similar sets of partitions U
(ints)
sorted = U

(exts)
sorted can be obtained using an internal

CVI, the best quality partition for unlabeled data, U(1) from U
(ints)
sorted , can be chosen as the base

partition Ub. Using the base partition in Algorithm 6, chosen by this criterion, results in an output

partition U f , which is an aggregation of the ensemble of inputs that is optimal with respect to the

chosen CVI. This minimizes the average dissimilarity between ensemble matrices and the best

quality partition, which best preserves apparent cluster structure or information about X . Next, we

discuss the proposed framework, CAFCM.

3.5 Cumulative Agreement FCM (CAFCM) Algorithm

Suppose we have a set of ensemble partitions Usorted = {U(r)}Q
r=1, each partition having cr

clusters, ranked according to (3.3) in decreasing order of their quality with respect to a specified

CVI. Let the best (first) partition U(1) in Usorted have c clusters and take U(1) =Ub. The partitions

{U(r)}Q
r=2 are designated as voting partitions with respect to Ub. The entries of each column vector

of membership matrix U(r) ∈ M f crN represent the degree of membership of that object in each

cluster (rows), and sum to 1, whereas, in the Moore-Penrose pseudoinverse U−1
(r) ∈ M f crN , each

column vector turns into the row (cluster) vector {ci}cr
i=1 whose entries sum to 1 [216]. These

values can be interpreted as the weight of each data point (rows) in cluster (columns) vector ci.

Multiplying the pseudoinverse of U(r) with base partition Ub gives the weight matrix Wr,b ⊂Rc×cr ,

Wr,b =UbU−1
(r) . (3.4)
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Due to the pseudoinverse U−1
(r) in the weight matrix calculation, the entries in Wr,b do not lie in

the range [0,1]. The relabelling of partition U(r) against the base partition Ub is achieved by

multiplying U(r) with this weight matrix Wr,b, which gives the transformed partition Ur,b as

Ur,b =Wr,bU(r). (3.5)

The degrees of membership in the transformed partition Ur,b correspond to degrees of memberships

in U(r), which are scaled by the entries of Wr,b. This accomplishes the vote by U(r) to the base

partition Ub. The ensemble approach in [214], that computes the weight matrix W 1 as

W =UbUT
(r), (3.6)

is a special case of approach (3.4) (suitable for fuzzy partitions).

Both approaches are demonstrated in Example 1 with a base partition Ub and an ensemble

partition U(r). The mutual information between the transformed and the base partition is measured

using the soft Normalized mutual information index (NMI) VNMIs [170] . It can be inferred from

the NMI values in Example 1 that Ur,b contains more mutual information with respect to the base

partition Ub, than U (obtained using (3.6) and (3.5)).

Example 1. Consider a fuzzy base partition Ub of size 3×4 and an ensemble fuzzy partition U(r)

of size 2×4, as given below:

Ub =


0.8 0.9 0.0 0.1

0.1 0.1 0.9 0.1

0.1 0.0 0.1 0.8

 ,U(r) =

0.6 0.7 0.1 0.1

0.4 0.3 0.9 0.9



The weight matrix Wr,b, computed using (3.4), and the matrix W, computed with (3.6), are as

1The columns of weight matrix, W , are normalized in [214] such that wi j ∈ [0,1], and ∑
cr
j=1 wi j = 1.
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follows:

Wr,b =


1.35 −0.09

−0.15 0.57

−0.20 0.52

 ,W =


0.74 0.27

0.15 0.39

0.11 0.34

 ,

which gives the corresponding transformed partitions Ur,b and U, using (3.5), as:

Ur,b =


.78 .92 .05 .05

.14 .06 .50 .50

.08 .02 .45 .45

 ,U =


.56 .60 .32 .32

.24 .22 .36 .36

.20 .18 .32 .32

 ,

VNMIs(Ur,b|Ub)=0.2178, VNMIs(U |Ub)=0.0217.

When multiplying the partition U(r) with weight matrix Wr,b, each row vector {ci}cr
i=1 of U(r)

votes for each of the clusters {c j}c
j=1 of Ub, with weights wi j from the cumulative vote weight

matrix Wr,b. In the general case, each partition U(r) from Usorted , casts its vote with Ub this way in

decreasing order of their quality in a sequential manner. Following [213], the base partition U (i)
b at

iteration i is calculated by averaging the last base partition U (i−1)
b with transformed partition U (i)

r,b .

It is evident from (3.4) and (3.5) that Ur,b, and in turn U f , will have the same number of

clusters as the base partition Ub. If the number of clusters cr for each ensemble partition is chosen

randomly from cmin to cmax, the criterion of selecting the base partition based on the CVI ranking

(refer to Section 3.4) does not always capture the most ’meaningful’ information i.e., true number

of clusters in the base partition. The problem of finding the true or best number of clusters,

using CVIs, is well addressed in the literature. In our work, each ensemble partition having the

best number of clusters cr is obtained using a chosen CVI. For each downspace dataset, FCM

clustering is performed with the number of clusters varying from cmin to cmax. Depending on the

evaluation of the CVI, the ensemble partition Ur having the CVI-best number of clusters, cr is

obtained for each downspace dataset.

Our CAFCM algorithm for high-dimensional data clustering using random projection and

cumulative agreement based aggregation with FCM clustering is presented in Algorithm 6. In Step



78 Clustering High-Dimensional Data using Cumulative Aggregation on Random Projections

Algorithm 6 CAFCM: Cluster Ensemble for FCM Clustering with Random Projection
Input: Dataset X ⊂RN×p

{cmin,cmax}- cluster range (an underestimated and an overestimated value of the number of clus-
ters)
q- downspace dimension, Q- number of random projections
Output: Fuzzy partition U f .
Step 1: Dataset generation in downspace.

for r = 1 to Q do
Generate downspace datasets Yr ⊂ RN×q using Y = 1√

q XT , where T ⊂ Rp×q is the random matrix
built using (2.9).
end for

Step 2: Run FCM on each Yr, obtaining Ur ∈M f cN : c = cmin to cmax.
Step 3: Get partitions {Ur}Q

r=1 ∈M f crN , each partition having a CVI-best cr number of clusters,
choosing each cr with an internal cluster validity index, Vints .
Step 4: Get a set U of sorted partitions {U(r)}Q

r=1 ∈ M f crN , as given in (3.3), using the cluster
validity index, Vints .
Step 5: Assign the best partition U(1) (from Step 4) as the base partition, i.e., U (1)

b =U(1).
for i = 2 to Q do

Wi,b =U (i−1)
b U−1

(i)
Ui,b =Wi,bU(i)

U (i)
b = i−1

i U (i−1)
b + 1

i Ui,b
end for

U f =Ub.

1 of the Algorithm 6, multiple downspace datasets {Yr} are generated in fixed lower dimensions;

downspace Rq using random projection, as discussed in Chapter 2 (Section 2.3.5.12). In Step 2,

FCM clustering is applied to each downspace dataset Yr, with the number of clusters varying from

cmin to cmax. In Step 3, the partition Ur with the best number of clusters cr is obtained for each

downspace dataset, using a chosen CVI. This step gives Q fuzzy partitions, each having a CVI-

best number of clusters cr. In Step 4, these Q fuzzy partitions are ranked based on their quality as

in (3.3). In our experiments, the Normalized Partition Entropy (PEB) VPEBs [175] (see Eq. 2.16)

was chosen as an internal index in Steps 3 and 4. Step 5 corresponds to the cumulative agreement

based aggregation approach, as discussed in this Section. While FCM is part of the title of our

algorithm, this scheme applies without change when the ensemble of soft partitions is generated

by ANY fuzzy or probabilistic clustering algorithm.

The time and space complexity of the proposed aggregation approach and the three state-of-

the-art ensemble approaches that are used for comparison is shown in Table 3.1. Our aggregation
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Table 3.1: Time and space complexity of four FCM-based ensemble approaches

Ensemble Methods Time Complexity Space Complexity
EFCM [71] O(dlNc2)+O(cQN2), d = N O(N2)

RPFCM-A [72] O(dlNc2)+O(cQN2), d = cQ O(N2)

RPFCM-B [73] O(dlNc2)+O(N(cQ)2), d = c O(cNQ)

CAFCM (Proposed) O(NQc2) O(cN)

l is the number of iterations to termination, d is the dimensions of the matrix on which
clustering is applied, c is the number of clusters, N is the number of data points, and Q
is the number of random projections.

approach has time complexity of O(NQc2) for matrix multiplication and computation of pseu-

doinverse of the rectangular matrix [217]. The fast Moore-Penrose inverse method [217] was used

to compute the pseudo inverse of ensemble partition U(r). Therefore, the proposed aggregation

method has linear computational complexity in the number (N) of input samples. The CAFCM

approach has the minimal space complexity, O(cN), which is required to store the base partition

that is updated sequentially in each iteration.

3.6 Experiments

Five sets of experiments were performed. In the first experiment, the effect of using downspace

datasets generated by different RP distributions (2.9) and (2.10) on the output partition is dis-

cussed. In the second experiment, an internal CVI validation test was performed among all in-

ternal CVIs to choose the best ’cr’ corresponding to each RP, and subsequently, a best internal

CVI is chosen. In the third experiment, an Internal/External (I/E) agreement test was performed

to determine whether the partitions ranking, achieved by a soft external CVI, can also be obtained

using a soft internal CVI. Based on the agreement performance of each internal CVI against the

soft external CVI, one best internal CVI is chosen to get sorted partitions for each dataset in our

ensemble approach. In the fourth experiment, the effect of altering the ordering sequence of en-

semble partitions on the output partition for CAFCM is studied. In the last experiment, different

cluster ensemble approaches for high-dimensional data clustering are compared. The experiments

were performed in the MATLAB environment on a normal PC with the following configurations;

OS: Windows 7 (64 bit); processor: Intel(R) Core(TM) i7-4770 @3.40GHz; RAM: 16GB.
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3.6.1 Datasets and Parameter Settings

The experiments were performed on the following datasets.

3.6.1.1 Synthetic datasets

Two synthetic datasets, each having N = 10000 data points in p = 1000 dimensions, were

constructed by drawing labeled samples from a mixture of three Gaussian distributions. GM1

is a well separated Gaussian mixture, while GM2 presumably has overlapping Gaussian clusters

because its means are closer than those in GM1. The properties of these synthetic datasets are

given in Table 3.2.

Table 3.2: Properties of two synthetic datasets GM1 and GM2

Component 1 2 3
Means

GM1 (−6,−6, ...,−6)1000 (0,0, ...,0)1000 (6,6, ...,6)1000

GM2 (−2,−2, ...,−2)1000 (0,0, ...,0)1000 (2,2, ...,2)1000

Standard deviations in all directions
GM1 (1,1, ...,1)1000 (2,2, ...,2)1000 (3,3, ...,3)1000

GM2 (1,1, ...,1)1000 (2,2, ...,2)1000 (3,3, ...,3)1000

3.6.1.2 Real datasets

Six publicly available real high-dimensional labeled datasets were chosen to demonstrate the

applicability of our approach. The details are as follows:

KDD CUP 99 [218]

We used a sample of KDD CUP 99, which contains a wide variety of internet attacks simulated

in a military environment. It consists of 494021 instances of 41 dimensional vectors, and each

vector is labeled to specify the attack type. All 41 features were normalized to the interval [0,1]

by subtracting the minimum and then dividing by the subsequent maximum so that they all had

same scale. This dataset contains 22 types of simulated attacks which fall into one of four main

categories [218].
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ACT [219]

This is a time-series dataset which contains data representing 19 activities such as sitting,

walking, jumping etc., captured by 45 motion sensors over a 5 minute window sampled at 25Hz.

Each activity is performed by 8 different subjects. The 5-min signals are divided into 5-sec seg-

ments so that 480 (= 60×8) signal segments are obtained for each activity. In each segment, there

are a total of 125 (= 5sec ×25Hz) rows and 45 columns. We concatenated each segment data to

obtain 9120 (= 480× 19) instances in 5625 dimensions. All features were normalized to [0,1]

using the method discussed earlier.

Forest Covertype [220]

These data consist of 54 cartographic features obtained by the U.S. Geological Survey and U.S.

Forest Services, collected from a total of 581012 (30m×30m) cells, which were then categorized

into 7 forest cover types. This is a challenging dataset for any clustering algorithm as it contains ten

continuous features, and 44 binary features (four wilderness types and 40 soil types). Because of

the different nature of 54 features, we started developing our own distance metric using Euclidean

and Hamming distance with normalized continuous feature (within [0,1]) that accounts for these

differences to give similar weight to all the features. But the clustering results were slightly worse

than using Euclidean distance alone. After several experiments, we discovered that the binary

features do not add too much value in discriminating the forest Cover type. Using the Euclidean

distance with scaled continuous features, with all binary features, yielded the best results in our

experiments, therefore, Euclidean distance model was used for Forest dataset. The continuous

features were normalized to the interval [0,1].

MNIST [221]

This dataset is a subset of a large set of handwritten images from the National Institute of

Standards and Technology (NIST). It contains a total of 70000 784 (= 28× 28) dimensional

binary images of the digits 0 to 9. The main problem with handwritten images is that a single

character can be written in many often quite different ways. This causes overlapping clusters in

the data and makes it challenging for clustering.
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HAR [222]

This time-series dataset contains 10299 instances of 6 daily activities performed by 30 sub-

jects, while carrying a waist-mounted smartphone with embedded inertial sensors. It is a prepro-

cessed dataset which has 561 features with time and frequency domain variables.

CIFAR 10 [223]

This dataset contains 60000 32x32 color images in 10 classes, with 6000 images per class.

The classes are mutually exclusive. We concatenated each image into a 3072 = (32× 32× 3)

dimensional feature vector.

3.6.1.3 Parameters

The model and error norms were both Euclidean for FCM except for the two time-series

datasets. The Cosine distance was used as the model norm for HAR and ACT, based on its per-

formances in previous studies [72]. This was done by replacing the Euclidean norm by the Cosine

distance in the FCM function. In this case, the resultant algorithm is not an alternating optimiza-

tion since the FCM objective function has been abandoned. So this is an instance of alternating

cluster estimation. The number of random projection (RPs), Q is chosen as 30, unless stated oth-

erwise. The weighting exponent m = 2, termination threshold ε = 0.000001, and the number of

maximum iterations l is chosen as 100 for the MATLAB implementation of FCM. Termination

occurs when the absolute value of the difference between successive values of the FCM objective

function using either distance is less than ε .

3.6.2 Evaluation Criteria

Adjusted Rand Index

The soft version [177] of the adjusted rand index, ARIs (Hubert and Arabie [53]) is used as

an external soft CVI. This index VARIs(U |Ugt) measures the degree to which a fuzzy partition U

matches a crisp Ugt . Higher values indicate a better match, so VARIs is a max-optimal CVI. This
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index maximizes at 1 when U =Ugt , and its minimum may be negative when its expected value is

not zero.

The Normalized Partition Entropy (PEB) VPEBs [175], Partition Index (SC) VSCs [224], Nor-

malized Partition Coefficient (PCR) VPCRs [174], and Xie-Beni index (XB) VXBs [50], are used for

internal CVI comparisons. More details about these CVIs are given in Chapter 2 (Section 2.4).

Based on the min or max-optimality of internal CVIs, a set U of partitions, ordered in decreasing

quality as in (3.3), is obtained for each internal CVI Vints . The performance of each internal CVI

Vints against the external CVI VARIs is evaluated using two metrics:

Kendall’s rank correlation coefficient [225]

Let Eexts and Eints be position vectors of Vexts and Vints respectively, which contain the ranking

of sorted (descending order of quality) partitions. Kendall’s coefficient τ measures the similarity

between orderings in Eexts and Eints , which is given as [225]:

τ =

Number of

concordant pairs −

Number of

discordant pairs
Q(Q−1)/2

. (3.7)

Kendall’s τ is valued in [−1,1], where 1 is for perfect agreement between two rankings, and −1,

for perfect disagreement.

Position of the base partition

The selection of the best quality partition to be the base partition is important in our approach.

Let the position of the best partition U(1) (first in Eexts) in Eints be denoted as eU(1) , then a position

metric VUb is used to evaluate how accurately an internal CVI determines the position of the base

partition in Eints , thus

VUb = 1−
eU(1)−1

Q−1
. ∈ [0,1] (3.8)

The integer eU(1) is the position of the partition in the internal ranking Eints whose partition matches
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U(1) = Ub, so eU(1) can take any value from 1 to Q. Suppose eU(1) = 1, so that U(1) is the best

partition in both rankings Eexts and Eints , then VUb = 1. On the other hand, suppose eU(1) = Q,

then VUb = 0, So the range of VUb is [0,1], maximum at 1 when the best external and best internal

partition are the same; and minimum at 0 when the best external partition is the worst internal

partition. The higher the value of VUb , the higher the ranking of the best partition U(1) in Eints .

The evaluation criteria to compare the performances of different ensemble approaches are:

Accuracy

The similarity of the final clustering solution U f with respect to ground truth partition Ugt is

measured using VARIs(U f |Ugt), for all four fuzzy ensemble approaches.

Run-Time

Running time is also an important criterion for comparison, which is related to the scalability

of an algorithm. For each dataset, downspace datasets were pre-generated using random projec-

tion, and the same projection matrices were used for all algorithms. The number of RPs Q and

other parameters were kept fixed for all approaches. We also compare the four fuzzy ensemble

approaches based on the aggregation time Tagg, required to get a final output partition U f from the

Q ensemble partitions.

3.6.3 Selection of Random Matrix T for Downspace Data (Y ) Generation

An experiment was conducted to demonstrate that either of equations (2.9) or (2.10) can be

used as the basis for random projection. Using datasets GM1 and GM2 with distributions (2.9)

and (2.10), downspace datasets {Yr} (q = 100) were generated and used in CAFCM framework

for ensemble clustering. The average (10 trials) execution times for downspace data generation

and the corresponding soft adjusted rand indices VARIs for output partitions are shown in Table 3.3.

These values confirm that there is very little difference between the projections based on equa-

tions (2.9) and (2.10). As also shown in [156], both (2.9) and (2.10) are very simple probability

distributions and all mathematical operations required to compute Y = 1√
q XT are very efficient
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Table 3.3: The average VARIs and downspace data generation time for distribution (2.9) and (2.10)

Random Matrix\Datasets
GM1 GM2

VARIs Time (s) VARIs Time (s)
Distribution (2.9) 1.00 0.0266 0.90 0.0267
Distribution (2.10) 1.00 0.0265 0.90 0.0265

and easy to implement. Subsequently, distribution (2.9) was used to generate downspace datasets

in all the remaining experiments.

3.6.4 Internal CVIs Validation for Best ’cr’

The base partition should ideally contain the nominally "true" target value for the number of

clusters cgt , that are identified by Ugt . In this regard, the best-c validation test [171] was performed

using the four soft internal CVIs to estimate cgt in all datasets. The downspace dimension q was

chosen as 20. For the choices of ε = β = 0.25, and N = 10000, qo = 1591, so q is well below the

JL bound qo. In this experiment, FCM was performed on each downspace dataset by partitioning

the data at each value of c between {cmin,cmax}. The lower (cmin) and the upper (cmax) limits

were chosen such that they under- and over-estimated the possible number of clusters in the data.

The best quality partition, Ur, having cr clusters, was chosen using each CVI based on its min/max

optimality. This procedure was performed for each downspace projection, and the (round) average

of the ’best c’s was used as an estimate of the true number of clusters in the upspace data. In this

test, randomly chosen subsets of each upspace dataset were used for the big datasets.

Table 3.4 shows the estimated number of clusters in each dataset for each of the internal CVIs.

The value of the apparent2 true number of clusters cgt is shown in the second column of Table 3.4.

The values in the last row of Table 3.4 show the square root of the sum of squared errors (RMSE)

between cgt and the estimated values for each internal CVI. In this exercise, VSCs produces slightly

more reliable estimates of cgt than the other three CVIs, whilst VPEBs produces the second best

estimates of cgt . We remark that these conclusions are not generally applicable. You could test

many different CVIs and get different best results. Or you could change datasets and discover that

VSCs and VPEBs performed badly. And so on, ad infinitum. It can also be observed from Table 3.4

2We say apparent because it is well known that labeled data which contain c1 physically labeled subsets often
possess c2 6= c1 "best clusters" with respect to a given model and algorithm [41].
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Table 3.4: The average (20 trials) of the best ’c’s from all internal CVIs (Vints)

<Internal CVI> cgt <VPEBs> <VSCs> <VXBs> <VPCRs>
Synthetic Datasets

GM1 3 3.0 3.0 2.1 3.0
GM2 3 3.0 3.0 2 2.9

Real Datasets
MNIST 10 10.83 11.98 6 10.12
CIFAR 10 7.1 9.6 6.2 6.4
HAR 6 5.3 6.5 3 4.9

FOREST 7 4.8 6.7 4.2 4.4
ACT 19 18.8 21.5 17.1 18.2

KDD CUP 23 19.3 20.7 19.5 18.8
Root Mean Square Error 5.30 4.00 8.04 6.26

that VPCRs works best for MNIST, VPEBs for ACT, while VSCs is best for rest of the datasets. The

performance of the CAFCM algorithm was tested using both VSCs and VPEBs in Step 3, and the

final results were very similar. Therefore, VPEBs was chosen as the best internal CVI based on this

and the I/E agreement test (next) for use in Steps 3 and 4 of CAFCM Algorithm.

3.6.5 The Internal/External (I/E) Agreement Test

In this experiment, we performed the Internal/External (I/E) agreement test, in which the per-

formance of an internal CVI is compared with the performance of an external CVI to assess

whether they both yield similar base partition and similar partition rankings or not [41, 167].

We compared the partition rankings and the base partition obtained using the external CVI (VARIs),

with the partition rankings and base partition obtained using each of the four internal CVIs. Among

these four internal CVIs, the CVI which determines the most similar partition ranking and base

partition obtained using the external CVI is chosen for use in our framework. Using this best inter-

nal CVI, we hope to achieve the desired partition rankings and base partition in the best possible

way when ground truth data are not available (the unlabeled case).

Partition rankings comparison

Step 3 of the CAFCM algorithm produces the Q ensemble partitions having best ’cr’ number

of clusters. The ranking of each ensemble of fuzzy partitions is established using the external
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CVI VARIs , and the four soft internal CVIs VPEBs , VSCs , VXBs , and VPCRs , based on the partition

quality. The partitions ranking, Eints , of each of the four soft internal CVIs, was compared with

the partitions ranking, Eexts , of soft external CVI, VARIs , for each dataset using the Kendall rank

correlation coefficient.

Base partition comparison

Besides the partition rankings, the selection of the base partition, Ub, is also important in

our framework. In this experiment, the position eU(1) of the base partition Ub, the best external

CVI partition (first in Eexts), in each internal CVI partition ranking Eints was used to compute the

position metric VUb for each internal CVI and for each dataset.

The values of τ and VUb were computed between rankings Eexts = {EARIs} and each ranking of

Eints = {EPEBs ,ESCs ,EXBs ,EPCRs}, using (3.7) and (3.8). This procedure was repeated 5 times for

each dataset.

Table 3.5: Average Values (5 trials) of Kendall’s τ and (VUb) of internal CVIs against VARIs .

<Internal CVI> <VPEBs> <VSCs> <VXBs> <VPCRs>
Synthetic Datasets

GM1 1.00 (1.00) 0.99 (1.00) 0.05 (0.96) 1.00 (1.00)
GM2 0.89 (1.00) 0.99 (1.00) 0.01 (0.41) 0.89 (1.00)

Real Datasets
MNIST 0.36 (0.98) 0.11 (0.95) 0.01 (0.66) 0.23 (0.97)

CIFAR 10 0.25 (0.98) 0.42 (0.98) -0.06(0.55) 0.28 (0.98)
HAR 0.68 (1.00) 0.26 (0.98) 0.06 (0.96) 0.58 (0.99)

FOREST 0.17 (0.98) 0.11 (0.98) 0.10 (0.86) 0.15 (0.96)
ACT 0.65 (1.00) 0.36 (1.00) 0.17 (0.94) 0.64 (1.00)

KDD CUP 0.19 (0.93) 0.09 (0.28) 0.10 (0.96) 0.18 (0.93)
Column Average 0.52 (0.98) 0.41 (0.89) 0.04 (0.78) 0.49 (0.98)

Table 3.5 shows the averaged values of τ and VUb (in parentheses) corresponding to the order

of the Q fuzzy partitions established by each internal CVI for each dataset. The notation <CVI>

in the first row of the table indicates the basis of the τ and VUb values that are displayed in each

column, not to be confused with the value of the CVIs, which are NOT shown. The values in each

column are formatted with just enough resolution so that the optimal values can be seen.

Apparently, all of the CVIs except VXBs perform well for the two synthetic datasets, which
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Table 3.6: The effects of ordered versus random aggregation of ensemble partitions (tabulated
values are the 10 trial average of VARIs).

Sequence Ordering of Partitions GM1 (q = 30) GM2 (q = 100)
Decreasing order of quality 1.00 0.90

Arbitrary order 0.98 0.85

means three internal CVIs are able to achieve almost the same ranking of partitions as obtained by

the external CVI VARIs . The τ value of all four CVIs degrades for the real datasets. However, the

(VUb) values of VPCRs and VPEBs are high for all real datasets, which means they reliably choose the

best quality partition from the Q ensemble partitions. The last row of Table 3.5 contains column

averages, and it shows that overall VPCRs and VPEBs perform well (with a very slight advantage to

VPEBs), while VXBs performs worst.

Based on this overall performance of four internal CVIs in determining partition rankings and

the base partition, the performance of VPEBs (internal CVI) agrees best with the performance of

the soft external index VARIs . Therefore, VPEBs is chosen to determine the base partition and a set

of sorted partitions, required in Step 4 of CAFCM Algorithm. The CVI VPEBs is also used in Step

3 of Algorithm 6 to obtain the ensemble partitions, having the best ’cr’ number of clusters.

3.6.6 Effect of Ordering Sequence of Partitions on Output Partition

To demonstrate the effect of altering the ordering of the ranked queue, as shown in (3.3), on

the output partition, an experiment was performed using datasets GM1 and GM2 considering two

cases viz., where the sequence of ensemble partitions is (i) ordered and (ii) arbitrary. First, we

obtained a base partition for each dataset in the manner described. Table 3.6 compares the VARIs

values of the output partition obtained when the ensemble partitions are combined in a sequential

manner based on their CVI quality as in (3.3) to the VARIs values of the output partition obtained

when the Q−1 remaining partitions are combined with the base partition in an arbitrary order. The

average VARIs values (10 trials) in Table 3.6 make it clear that combining the remainder partitions

according to their CVI rank yields better VARIs values (and hence, a better output partition) than an

arbitrary combination.
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3.6.7 Comparison of Different Cluster Ensemble Methods

In this experiment, we compare the performance of our approach with three existing ensemble

approaches for high-dimensional data clustering using random projection with FCM. The perfor-

mance of all four cluster ensemble approaches is discussed in 5 data groups (G1-G5), based on

the different attributes of datasets.

Synthetic datasets of different downspace dimensions q (G1)

For synthetic datasets GM1, GM2, experiments were performed for downspace dimension

q = 10,20,30,50,100. These q values are corresponding to rogue random projections, which are

chosen irrespective of ε and β (below the JL bound) as mentioned in Section 3.6.4. The average

VARIs values and ensemble time Tagg of all approaches over 5 trials for GM1 and GM2 are shown in

Table 3.7. The best performance approach for each downspace dimension is highlighted in bold. It

is evident from the values in Table 3.7 that even with q = 10, all the ensemble approaches achieve

very good clustering results (VARIs > 0.9) for the GM1 dataset. This is because the clusters in this

dataset are (probably) well separated from each other. EFCM and RPFCM-B get perfect results

(VARIs = 1) for q = 10 and 20. The CAFCM approach performs reasonably well (VARIs > 0.9) in

significantly less computation time, and achieves perfect results for q = 30. It can be concluded

from Table 3.7 that the CAFCM approach is 10−100 times faster than the other three approaches.

All four approaches get perfect results for q = 30 and above, so they are not compared for higher

downspace dimensions.

For the GM2 dataset, CAFCM performs significantly better than the other three approaches

for all downspace dimensions except q = 10. The weak performance of CAFCM for q = 10 may

be because of the overlapping clusters present in the GM2 dataset. Due to this, the distribution

of points among clusters changes in each consensus partition, which in turn, causes the weak

agreements of points for any cluster across all consensus partitions. Whereas for q > 10, more

features make a stronger agreement of each data point for any cluster. The CAFCM algorithm

performs aggregation in negligible time compared to the other three approaches, for both synthetic

datasets. This is because, unlike other ensemble approaches, CAFCM does not use FCM on a final

aggregation matrix to get the final membership matrix.
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Table 3.7: Average VARIs values and ensemble time Tagg (in s) for all approaches on the GM1 and
GM2 datasets.

EFCM RPFCM-A RPFCM-B CAFCM
q VARIs Tagg VARIs Tagg VARIs Tagg VARIs Tagg

GM1 Dataset cr ∈ {2,8}
10 1.00± 0.0 68.9 0.97± 0.0 0.36 1.00± 0.0 0.15 0.94± 0.0 0.01
20 1.00± 0.0 70.9 0.99± 0.0 0.39 1.00± 0.0 0.13 0.99± 0.0 0.01
30 1.00± 0.0 71.9 1.00± 0.0 0.40 1.00± 0.0 0.16 1.00± 0.0 0.02

GM2 Dataset cr ∈ {2,8}
10 0.76± 0.02 89.6 0.40± 0.02 0.18 0.75± 0.12 0.15 0.61± 0.01 0.00
20 0.60± 0.10 83.2 0.43± 0.15 0.54 0.45± 0.26 11.7 0.68± 0.02 0.01
30 0.79± 0.18 82.4 0.47± 0.03 0.52 0.30± 0.01 11.03 0.83± 0.01 0.02
50 0.90± 0.02 71.1 0.55± 0.16 0.54 0.70± 0.22 0.12 0.90± 0.01 0.02
100 0.85± 0.19 73.1 0.75± 0.23 0.47 0.63± 0.29 0.11 0.90± 0.02 0.02

In order to compare the performance of all four ensemble methods with respect to stability,

the standard deviation (rounded off) of VARIs values with average values are shown in Table 3.7.

CAFCM seems to be the least variable among all the approaches. This might be due to the smooth-

ing effect from sequential averaging of the transformed partitions and base partition (refer to Al-

gorithm 6). The EFCM algorithm seems to be the most stable of the other three approaches.

Synthetic dataset GM2 for different number of RPs, Q (G2)

We conducted another experiment for the GM2 dataset for different numbers of RPs, Q (en-

semble size). For datasets having high diversity (overlapping clusters) like GM2, increasing Q

may be beneficial because there will probably be much more diversity in the random projections

due to the mixed clusters in the upspace. Table 3.8 shows the average VARIs values and ensemble

time (5 trials) of all approaches for a fixed value of q(= 40). It can be noted that CAFCM gives

the best performance for all Qs except Q = 5 and 10. As expected, the adjusted Rand index (VARIs)

increases for all approaches as Q increases. Unlike existing approaches, increasing the ensem-

ble size has a negligible effect on the computational time of CAFCM. The maximum speedup is

CAFCM:EFCM is 4200 : 1 at Q = 50, and the minimum speedup is CAFCM:RPFCM-B 11 : 1 at

Q = 20.
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(a) HAR Dataset, cr ∈ {3,10}
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(b) ACT Dataset, cr ∈ {15,25}
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(c) CIFAR Dataset, cr ∈ {4,16}
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(d) MNIST Dataset„ cr ∈ {4,16}

Figure 3.2: VARIs values (in left column) and Aggregation time Tagg (in right column) for different
downspace dimensions
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Table 3.8: Average VARIs values and ensemble time Tagg (s) for different number of RPs (Q) on the
GM2 dataset.

EFCM RPFCM-A RPFCM-B CAFCM
Q ARI Tagg ARI Tagg ARI Tagg ARI Tagg

5 0.56 75 0.43 0.12 0.45 0.12 0.52 0.00
10 0.69 70 0.44 0.17 0.60 0.12 0.65 0.00
20 0.66 88 0.43 0.40 0.70 0.11 0.74 0.01
30 0.62 98 0.58 0.66 0.71 0.13 0.79 0.02
40 0.63 97 0.41 0.85 0.74 0.16 0.85 0.03
50 0.80 126 0.62 1.08 0.82 0.18 0.89 0.03
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(a) KDD Dataset, cr ∈ {15,25}
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(b) FOREST Dataset, cr ∈ {3,15}

Figure 3.3: VARIs values (in left column) and Aggregation time Tagg (in right column) for different
downspace dimensions
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High-dimensional real datasets (ACT, HAR, MNIST and CIFAR) for different q (G3)

In this group, we discuss the performance on the real datasets ACT, HAR, MNIST and CIFAR,

which have relatively high-dimensions (in hundreds and thousands) as compared to the KDD CUP

and FOREST datasets, which have smaller upspace dimensions. For G3 datasets, the downspace

dimensions q = 10,20,30,50,100 were chosen. Line-plots are used to present the VARIs values of

all ensemble approaches for different downspace dimensions, which are shown in the left columns

of Figs. 3.2 and 3.3, whereas, the right columns in Figs. 3.2 and 3.3 shows the time performance

(on logarithmic scale) of all ensemble approaches for different numbers of downspace dimensions.

We did not apply EFCM to MNIST, CIFAR (as N > 50000) to avoid an out of memory error, and

its associated computational load. Therefore, the time performance for these datasets is shown on

a non-logarithmic scale. The minimum and maximum number of clusters in consensus partitions

is shown in the title of the figure for each dataset.

Figs. 3.2(a) and (b) show that CAFCM outperforms all other ensemble methods for the two

time-series datasets (HAR and ACT). For the image datasets (MNIST and CIFAR), the perfor-

mance of CAFCM is comparable to RPFCM-B, and outperforms RPFCM-A. The aggregation

time for CAFCM is quite small compared to the other three approaches, which agrees with our

time complexity analysis as discussed in Section 3.2.

KDD CUP and FOREST Covertype (G4)

The upspace dimensions for FOREST and KDD CUP are 41 and 54, respectively, so we chose

the downspace dimensions to be q = 10,20,30,40. For each of these datasets, the experiments

were performed on a subset of N = 100,000 instances. Consequently, the EFCM algorithm was

not applied on these datasets to avoid the associated computational load. The performance of

all ensemble approaches for these two datasets, is shown in Figs. 3.3 (a) and (b) respectively.

The CAFCM approach performs better than the other three ensemble methods for almost all of

the downspace dimensions. The CAFCM algorithm achieves near to best accuracy even with

q = 10 (25%) dimensions for these two datasets. The time performance in Fig. 3.3 (b) shows that

even for the large datasets, CAFCM takes negligible time for aggregation compared to the other

approaches.



94 Clustering High-Dimensional Data using Cumulative Aggregation on Random Projections

1k 2k 3k 4k 5k 10k 20k 30k 50k 100k

Number of Samples (N)

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

A
g

g
re

g
a

ti
o

n
 T

im
e

, 
T

a
g

g
 (

s
)

EFCM RPFCM-A RPFCM-B CAFCM

Figure 3.4: KDD CUP Dataset: Aggregation time Tagg for different number of samples

Performance of all ensemble approaches for different number of samples (N) (G5)

In order to demonstrate the applicability of our algorithm for big data, the time performance

of each ensemble approach for different number of samples of the KDD CUP dataset is presented

in Fig. 3.4 (on logarithmic scale). EFCM tests were limited to N = 20,000 input samples to

avoid the large computational burden. CAFCM takes just a few seconds for even N = 100,000

samples. The maximum computational time (for 100,000 samples) of CAFCM is no more than

the minimum time (for 10,000 samples) taken by the other approaches.

3.7 Summary

This chapter introduces a simple and computationally efficient framework called CAFCM

for high-dimensional data clustering, which employs FCM clustering on an ensemble of random

projections. Three other state-of-the-art ensemble approaches that also use FCM clustering are

compared with CAFCM in this chapter. These approaches require large amounts of space for

storing a big affinity matrix. In addition, they also require FCM clustering on a large affinity

matrix to get the final partition, so they incur much larger computation time than CAFCM does.

The CAFCM algorithm eliminates the complexity involved in dealing with a final affinity ma-

trix using a cumulative agreement based fuzzy partition aggregation approach. The final CAFCM

partition is achieved with a cumulative agreement based relabelling and averaging of the ensem-

ble of fuzzy partitions. Each partition is taken sequentially from a ranked queue established per
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equation (3.3). The ranks are computed with a CVI. The highest ranking partition becomes the

core partition Ub, and this partition drives the agreement procedure.

Different internal CVIs were used to assess the quality of ensemble partitions having known

target (true) numbers of labeled subsets. The performance of four internal CVIs was correlated

with the assessments made by the soft external ARI, VARIs . The normalized soft partition entropy

(VPEBs) index led to the best final partitions in the experiments presented here. Once the CVIs

for steps 3 and 4 in Algorithm 6 are chosen, CAFCM does not require any prior knowledge of the

number of clusters that might be present in the dataset, which makes it attractive for real clustering

problems.

The superiority of the CAFCM approach was demonstrated by comparing it with three existing

approaches on two Gaussian mixture datasets and six real datasets. Experimental results show that

CAFCM outperforms the other three approaches in terms of accuracy, stability, space, and time

complexity. Experimental results reveal that on average our algorithm runs one to two orders of

magnitude (10− 100 times) faster than other state-of-the-art algorithms, and at best, can achieve

speedups in on the order of 4000 : 1.

We showed that CAFCM can produce reasonable performance even for downspace dimensions

well below the JL bound (rogue random projections). This is very important when the dataset has

many features. For example, even with q= 10, the CAFCM approach produced good results on the

ACT data. The proposed CAFCM algorithm has linear O(N) time complexity in the number (N) of

data points. It was also showed empirically that CAFCM algorithm scales linearly in the number of

samples (N) for a big dataset (KDD CUP). The CAFCM ensemble time for N = 100,000 samples

was less than the minimum ensemble time for the other approaches for any number of samples.



This page intentionally left blank.



Chapter 4

Cluster Tendency Assessment and
Subsequent Clustering on Big,

High-Dimensional Data

This chapter introduces FensiVAT which uses fast data-space reduction and an intelligent

sampling strategy to deal with large volumes of high-dimensional data. FensiVAT also provides

visual evidence that is used to estimate k (cluster tendency assessment) in the data. Experimental

results report that FensiVAT can cluster large volumes of high-dimensional data in a few seconds

time without sacrificing accuracy, and it is orders of magnitude faster than other state-of-the-art

algorithms.

4.1 Introduction

The scalable VAT (sVAT) algorithm and its extension, siVAT, presented in Chapter 2 answer

the clustering tendency assessment problem by suggesting the number of clusters to seek for in

the big data X . However, they do not produce actual cluster in X . Two single linkage (SL) type

clustering algorithms, sVAT-SL and clusiVAT [41, 63] extend sVAT and siVAT, respectively, to

cluster the data X into k aligned partitions. Both sVAT-SL and clusiVAT are adequate for large

sample size datasets, however, they still suffer from large computation time when the dataset is

large in the number of dimensions.

To deal with large amounts of high-dimensional data, this chapter presents a rapid, hybrid clus-

tering algorithm , which efficiently integrates (i) a new random projection (RP) based-ensemble

technique; (ii) an iVAT algorithm [45], and (iii) a smart sampling strategy, called Maximin Ran-

dom Sampling (MMRS) [47, 83]. The proposed method achieves fast clustering by combining

97
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ensembles of random projections with scalable version of iVAT, hence we call it FensiVAT. Fensi-

VAT aggregates multiple distance matrices, computed in a lower-dimensional space, to obtain the

iVAT image in a fast and efficient manner, which provides visual evidence about the number of

clusters (k) to seek in the original dataset.

4.2 Related Work

Many papers and surveys [57, 58] discuss different clustering approaches for big datasets. The

most popular algorithms for big data clustering are based on partitioning and hierarchical tech-

niques. Among them, single pass k-means (spkm) [74, 75], mini-batch k-means (MBKM) [76],

CLARA (CLustering LARge Applications) [77] and CURE (Clustering Using REpresentatives) [78],

are the most widely known for big datasets. A recently developed algorithm clusiVAT [63] has

also shown promising results for big datasets. These algorithms have been discussed in detail in

Chapter 2 (Section 2.3.5).

These methods depend on nearest neighbor(s) information, so they are ineffective when clus-

tering high-dimensional data, due to diminishing differences in distance in high-dimensional up-

spaces [60]. Most of these clustering algorithms use sampling-based strategies to reduce compu-

tational time. Therefore, they are fast for large N; however, they are inefficient for datasets jointly

large in N and p. At the other extreme, there are methods that excel for large p and small N. There

are a number of surveys [56, 59, 60] of high-dimensional data clustering techniques available in the

literature. Several widely known clustering algorithms for high-dimensional data [60] are based

on subspace clustering [208] or dimensionality reduction [226] (from ‘upspace’ to ‘downspace’).

Subspace clustering [81, 227] is an extension of traditional clustering that seeks to find clusters

in different subspaces within a dataset. These methods [208] do not suffer from nearest neighbor

problems in high-dimensional space. PROCLUS [81] is a subspace clustering approach, which

first samples the data, then selects a set of k medoids, and iteratively improves the clustering.

PROCLUS is capable of discovering arbitrary shaped clusters in high-dimensional datasets. How-

ever, it is very sensitive to input parameters. In practice, most of the subspace clustering ap-

proaches suffer from long run-times and/or low accuracies for large volumes of high-dimensional

data. Dimensionality reduction based approaches such as global projection (e.g., singular value
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decomposition (SVD)) and random projection (RP) based ensemble approaches [72, 82] reduce

computational time by clustering the projected data in a lower dimensional space. However, they

too suffer from space and/or time complexity problems for big datasets, and clusters in the pro-

jected space do not necessarily correspond to clusters in the original space.

There has been a limited amount of work on clustering algorithms that work efficiently on

datasets that are jointly large in (N) and (p). These algorithms are hybrid in nature. They use

random sampling or dimensionality reduction techniques either together [80] or with some other

approach such as axis-parallel partitioning [228] or indexing [229], to reduce computation time.

O-cluster [228] (Orthogonal partitioning CLUSTERing) combines active random sampling with

an axis-parallel partitioning strategy to identify continuous areas of high density in the input space.

O-cluster works well for high-dimensions, but it does not function optimally when the dimension-

ality is low. The low number of dimensions makes the use of axis-parallel partitioning algorithm

problematic. O-cluster uses a parameter sensitivity, ρ , which require careful tuning when it is ap-

plied to a dataset where the number of clusters is unknown, and also, it requires a large buffer size

to correctly identify all original clusters in the dataset. GARDEN k-means (GARDENkm) [79]

begins with a Gamma region density partitioning scheme for data summarization. Using this

partitioning technique, it eliminates the empty regions in the data space so that only tight, high-

dense regions are retained. Then, it utilizes k-means to cluster the summarized information. Like

k-means, this algorithm also requires the number of clusters (k) as an input prior to clustering.

Another hybrid approach, fast spectral clustering (FastSpec) [230], combines random sampling

and FastMap projection with spectral clustering to identify clusters. In an intermediate step, it

computes an affinity matrix of N× r size in the downspace (r is the number of random samples,

r = 300× k [230]), and a diagonal matrix of N×N size, which can be very big for big datasets.

Therefore, FastSpec has very high space complexity.

Almost all these approaches use sampling and/or dimensionality reduction for clustering high-

dimensional massively large datasets. However, random sampling may fail [41] to provide a faith-

ful representation of cluster structure in the input data, which may degrade clustering accuracy.

The authors of [78] give a theorem that (in probability) insures representative random samples,

but this result often leads to samples that are roughly half the size of the original data. This is still

too large when N is big, say N > 107. Therefore, all the methods reviewed either take hours for
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large size datasets having hundreds to thousands of dimensions and/or sacrifice accuracy for faster

computation time.

In the next section, we discuss our FensiVAT algorithm.

4.3 FensiVAT algorithm

The FensiVAT algorithm finds its root in the VAT/iVAT algorithm. Scalable VAT-based SL

clustering algorithms, sVAT-SL and clusiVAT, first find n << N MMRS sample points that are

representative of full data, and then construct an image of this sample using distance matrix D′∗n.

Supposedly one of these images suggests that the best guess for the number of clusters in X is k.

Having this estimate, the longest k−1 edges of the MST are cut resulting in k connected subtrees

(the clusters). For big data clustering, sVAT-SL and clusiVAT [63, 135] extend this partition of

Xn non-iteratively to the (N− n) unlabeled objects in X using the nearest (object) prototype rule

(NPR).

The two main time-consuming steps in both algorithms for large, high-dimensional data clus-

tering are (i) the Maximin step of MMRS sampling; and (ii) Extension. In the Maximin step, k′

distinguished objects are chosen which are furthest from each other in the dataset. This requires

the computation of a k
′×N distance matrix, (say) D̂⊂DN , in p dimensions. In the extension step,

the labels of n samples are used to label the remaining (N−n) objects in the data using the NOPR.

This requires the computation of an n× (N−n) distance matrix (say) ˆ̂D⊂DN , the distances again

being in p dimensions. In an intermediate step of clusiVAT, SL clustering is applied to an n× n

matrix, Dn. Because, N and (N−n) can be very large for big datasets, and the distance computa-

tions (D̂ and ˆ̂D) are performed in the original (high) p-dimension, siVAT-SL and clusiVAT take a

large amount of time to cluster large volumes of high-dimensional dataset.

To address the above challenges, FensiVAT integrates random projection with MMRS sam-

pling and VAT method. In FensiVAT, MMRS is performed in randomly projected downspace, so

we call MMRS in downspace as Near-MMRS and MM in downspace as Near-MM. The essential

steps in FensiVAT are: (i) Near-MMRS Sampling: MMRS sampling is done in Y , the downspace

(subscript d), to obtain a small and diverse subset S̃d ⊂Y from the full dataset, which is then lifted

by using the same indices to the upspace (subscript u), S̃u ⊂ X ; and (ii) Ensemble: Aggregation
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Figure 4.1: The FensiVAT architecture.

of Q n× n distance matrices, {Di}Q
i=1, computed from multiple random projections of S̃u to ob-

tain Q sets of Near-MMRS samples {S̃d,i}Q
i=1 in the downspace. This is done to obtain a reliable

output iVAT image, I(D′∗n,d), which visually suggests the number of clusters, k, in the dataset, (iii)

Clustering: SL partitioning on the D′∗n,d to obtain k clusters, and (iv) Extension in downspace

to label the remaining data points in the dataset Y by giving them the label of their nearest object

from sample S̃d . Pseudocode of FensiVAT algorithm is given in Algorithm 7. Below, we explain

each step of the FensiVAT algorithm, whose architecture is shown in Fig. 4.1.

Near-MMRS Sampling

The input data to FensiVAT is a set of objects O = {o1,o2, ...,oN} in the form of a set of

feature vectors X = {x1, ...,xN} ⊂ Rp; N and p are large. In the second step, random projection

is applied to X ⊂ Rp to obtain downspace data Y ⊂ Rq. Unlike ensemble-based approaches,

random projection is applied only once to the large dataset to obtain a downspace dataset, which

is subsequently used for the sampling step. It is possible that the clusters in a sample from the

downspace dataset Y are drastically different from the points that MMRS sampling would produce

when applied to X . This point is discussed below with the Near-MMRS sampling (third) step of

the FensiVAT algorithm.
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Near-MMRS sampling begins by finding the k′ Maximin (MM) samples (distinguished ob-

jects) in Y , which are furthest from each other. MM sampling starts at a random point and then

chooses as the second MM sample the point which is furthest from the initial point with respect

to a chosen measure of distance on the set being sampled. The third object selected maximizes

the distance from both of the first two points. This process continues until k′ MM samples are

chosen. Then, each object in O is grouped with its nearest distinguished object. This stage divides

the entire dataset O into k′ groups, {Zi}k′
i=1 by associating |Zi| objects to the ith distinguished ob-

ject, which provides a representation of each of the k′ clusters. This grouping task requires the

computation of a k′×N matrix D̂ now done in downspace (Rq), which reduces the computational

time that would be needed for the calculations of a k′×N distance matrix of p−dimensional fea-

ture vectors. Finally, the sample S̃d of size n (just a small fraction of N), is built by selecting

random data points (Random sampling (RS)) from each of the k′ clusters {Zi}k′
i=1. The number

of points, ni extracted from cluster Zi is proportional to the number of data points in Zi, namely,

ni = dn×|Zi|/Ne, where d·e denotes the ceiling function.

The approximate distance preservation (within 1± ε) property of randomly projected pairs

from X asserted by Theorem 2.1 (Chapter 2) supports a belief that if the Near-MM distinguished

objects in Y are generated by applying MM to it, beginning with the same initial point, that the

MM samples in Y should be the same or close (due to approximation distance error) to the k′

MM points in X (upspace) that would be produced by MM sampling in the upspace. Two Propo-

sitions from [47] discussed in Chapter 2 (Section 2.2.3) about MMRS procedure provide some

justification for believing this.

In Near-MMRS sampling, MMRS sampling (Algorithm 3) is performed in the randomly pro-

jected lower dimensional space Y (downspace). Therefore, if dataset X has k compact separated

(CS) clusters and k′ ≥ k, and if downspace data Y has k CS clusters, and carries a JL certificate

(q ≥ q0) as in Theorem 2.1, then Proposition 1A guarantees that Near-MMRS sampling will se-

lect at least one distinguished object from each of the k clusters, and Proposition 1B assures us

that the proportion of the objects in each cluster in the Near-MMRS sample will be similar to the

proportion of objects in each subset in the original data.
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Algorithm 7 FensiVAT
Step 1. Input: Dataset X = {x1, ..,xN} ⊂Rp

q- downspace dimension
k′: an overestimate of the true number of clusters, k, in X
n: an approximate sample size
Q- number of RPs
Output: D′∗n,d - iVAT reordered dissimilarity matrix of Dn,d .
U - cluster membership vector of data points in O.
Step 2. Dataset generation in downspace.

Generate downspace datasets Y ⊂ RN×q using Y = 1√
q XT , where T ∈ Rp×q is the random matrix as

discussed in Section 2.3.5.12.

Step 3: Near-MMRS Sampling: MMRS on Y
Apply MMRS on Y returning a MMRS sample S̃d of size n (Algorithm 3)

Step 4-7: Ensemble method to obtain a reliable iVAT image.
Generate Q, downspace datasets {S̃d,i}Q

i=1 ⊂ Rq from S̃u ⊂ Rp (S̃d → S̃u), using random matrices
{Ti}Q

i=1 ∈Rq×q, |S̃u|= |S̃d |= n.
Compute distance matrices {Dd,i}Q

i=1 from {S̃d,i}Q
i=1.

Dn,d ← 0 (Initialize a n×n distance matrix).
for i = 1 to Q do

Wi = NormalizeRows(Dd,i)
Vi =

1
2 (Wi +Wᵀi )

Dn,d = Dn,d +Vi
end for

Step 8: Apply VAT/iVAT on Dn,d , returning D′∗n,d , P, h. (Algorithms 1 and 2 )
Choose the number of clusters k using image of D′∗n,d .
Step 9: Clustering:
Find indices u of k largest values in MST cut magnitudes h.
Form the aligned partition, U∗ = {u1 : u2−u1 : ... : uk−uk−1}
US̃u

=U∗Pi
, 1≤ i≤ k.

Step 10: Extension in Downspace:
Generate downspace datasets {Yi}Q

i=1 ⊂Rq using RP, |Yi|= N.
for each Yi do

Consider sample Y (i)
S̃d
⊂Rq and Yi−Y (i)

S̃d
⊂Rq, where |Y (i)

S̃d
|= n, and |Yi−Y (i)

S̃d
|= N−n.

for each data point, ŷ ∈ Yi−Y (i)
S̃d

do
l = argmini∈S̃d

{dist{ŷ,yi}}
U (i)

ŷ =Ul
end for

end for
U = Mode of labels for each data points U (i)

ŷ .

Distance Matrix using Ensemble Method

The third (previous) step provides n samples in the downspace, S̃d ⊂Rq, which can be used to

build an n×n distance matrix Dn,d . A reliable iVAT image is needed in order to select the number
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of clusters obtained by SL in penultimate steps of FensiVAT. The VAT/iVAT image provides a

subjective visual assessment of potential cluster substructure based on how distinctive the dark

blocks (clusters) appear in the image. However, the quality of the image of the reordered distance

matrix D′∗n,d , obtained by applying VAT/iVAT to Dn,d , often turns out to be very poor due to the

unstable nature of random projection. Hence, we turned to an ensemble-based approach to obtain a

good quality iVAT image from multiple reordered distance matrices ({D′∗d,i}
Q
i=1) in the downspace.

Since the ordering of the data in every reordered matrix D′∗d,i may be different, it is not feasible

to directly aggregate multiple reordered distance matrices ({D′∗d,i}
Q
i=1). Therefore, a new method

is devised to aggregate the Q n×n ensemble of distance matrices to obtain a better quality iVAT

image.

The new ensemble-based approach to build the aggregate n×n distance matrix, Dn,d is shown

in Steps 4-7 of Algorithm 7. First (in the fourth step), the Near-MMRS samples S̃d are back-

projected to the upspace by using the sample indices in S̃d to identify the corresponding samples

S̃u in X . Then random projection is applied to S̃u Q times, resulting in the downspace sample sets

{S̃d,i}Q
i=1 (Step 5 in Fig. 4.1).

Next, the Q downspace samples, {S̃d,i}Q
i=1 are used to compute Q distance matrices, {Dd,i}Q

i=1

in the sixth step. Since the downspace samples can be drastically different from each other due

to the random nature of the mapping from upspace to downspace, the distance matrices will be

diverse. Therefore, the Q n×n distance matrices are aggregated to obtain a more reliable distance

matrix, which in turn yields a better iVAT image than the Q individual iVAT images. The aggre-

gation (Step 7) is performed in three sub-steps: Normalization, Symmetrization, and Summation.

Normalization: Since each distance matrix is computed from randomly projected samples,

the distance of each data point from the remaining data points may have a different range in

different distance matrices. Therefore, the distance of each data point from the remaining data

points is normalized to a unit scale in each distance matrix. The rows (or columns) of each Dd,i

are normalized such that the i j-th entry of Dd,i is in [0,1], and the row sum of each row is 1.

Symmetrization: The normalized distance matrices, Wi (in Algorithm 7), may be asymmetric.

The input distance matrix to VAT/iVAT must be symmetric, so all normalized distance matrices

are replaced by symmetric matrices using Vi =
1
2(Wi +W ᵀi ).

Summation: After symmetrization, the output distance matrix Dn,d is obtained using element-
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wise summation of the Q distance matrices {Vi}Q
i=1.

Cluster Assessment

In the eighth step, the VAT/iVAT algorithm is applied to distance matrix Dn,d , which returns

a reordered matrix, D′∗n,d and the cut magnitudes of the MST links, h. The visualization of D′∗n,d

using I(D′∗n,d) suggests the number of clusters k present in the dataset. The comparison of iVAT

images obtained using the Q single distance matrices {Dd,i}Q
i=1 to the image based on Dn,d is

discussed in Section 4.5. Although human interpretation is used to estimate the number of clusters

by viewing the output iVAT image, there are also methods [231–233] to automatically determine

the number of clusters from VAT/iVAT images or D′∗n,d .

Clustering

All single linkage partitions are aligned partitions [234] in the VAT/iVAT ordered matrices,

so SL is an obvious choice for the clustering algorithm in Step 9. Having the estimate of the

number of clusters, k from the previous step, the k− 1 longest edges are cut in the iVAT-built

MST, resulting in k single linkage clusters.

If the dataset is complex and clusters are intermixed, cutting the k−1 longest edges may not

always be a good strategy as the data points (outliers), which are typically furthest from normal

clusters, might comprise most of the k− 1 longest edges of the MST, leading to misleading par-

titions. Such data points need to be partitioned (usually in their own cluster) before a reliable

partition can be found via the SL criterion. However, the iVAT image provides visual evidence as

to how large the clusters should be. Thus, if the size of SL-clusters does not match well the visual

evidence, then the partition can be discarded (perhaps choosing a different clustering algorithm to

partition the sample of feature vectors in Rp or throwing out data from small clusters).

Next, the aligned partition {U∗Pi
}k

i=1 is calculated using the indices of the k−1 longest edges.

Since the objects in U∗Pi
are arranged according to VAT reordering indices P, the cluster labels in

vector U∗Pi
are reordered to match the index-ordering of samples S̃u in the original objets, resulting

in the partition US̃u
of S̃u.



106 Cluster Tendency Assessment and Subsequent Clustering on Big, High-Dimensional Data

Extension

In the extension step (Step 10) of FensiVAT, the remaining Ñ = (N− n) data points in O are

labeled by giving them the label of their nearest object in S̃d . This requires the computation of

an n× Ñ size matrix, ˆ̂D, with computational complexity O(qnÑ). In this step, the sample S̃d and

feature vectors Y in Rq (obtained in Step 2) are used to compute the distance matrix ˆ̂D. This

further reduces the computation time which would be needed for the equivalent operation in Rp.

Next, the remaining Ñ data points in O are labeled using this distance matrix, based on the

label of the nearest object in S̃d . Although a single random projection (RP) might be sufficient to

achieve comparable accuracy in the NPR labeling step, several [235] RPs are used to best ensure

robust nearest neighbour search in NPR. First, multiple RPs are applied on the full dataset to get

multiple Y s. Then, the sample labels are extended to each of these Y s using NPR, which would

give multiple sets of labels {U (i)
ŷ }

Q
i=1 for full dataset. The final labels (U) are selected using voting,

based on the labels cast by each voter from each RP, for each remaining data point in O.

4.4 Time Complexity

For dataset Y ⊂ Rq, the computational complexity in the first and second stages of Near-

MMRS (Algorithm 3) sampling are O(qk′N), and the last stage requires O(qn2) operations to build

sample S̃d . The complexity in computing multiple distance matrices in ensemble step is O(qn2Q),

and the complexity of iVAT is O(qn2). The computational complexity to compute the aligned

partition and reordering in the clustering step is O(N). The computational complexity of extension

step is O(qnÑQ). So, the overall complexity of FensiVAT is O(max{qk′N,qn2,qn2Q,N,qnÑQ}).

In other words, FensiVAT is linear in N, i.e., it is scalable with respect to the number of samples

while simultaneously reducing the dimensional complexity from p to q.

4.5 Experiments

Six set of experiments were performed on two synthetic and six real datasets, that are rel-

atively big in sample size (N) as well as in dimension (p). In the first experiment, the cluster

distribution obtained using three sampling schemes are compared. In the second experiment, the



4.5 Experiments 107

quality of iVAT images, obtained using Q distance matrices built with Q RPs, is compared to

the quality of the iVAT image obtained using ensemble distance matrix. In the third experiment,

the capability of FensiVAT is explored to visually suggest the number of clusters in big datasets

in the downspace dimension. In the fourth and fifth experiments, the performance of FensiVAT

for different numbers (Q) of RPs in the ensemble step and for different downspace dimensions

q = 5,10,20,30,50, and 100, respectively, is investigated. In the last experiment, the performance

of FensiVAT is compared with nine state-of-the-art methods, discussed in Section 4.2. These nine

approaches are clusiVAT [63], MBKM [76], CLARA [77], spkm [74] (a crisp adaptation of the sin-

gle pass fuzzy k-means [74]), CURE [78], a RP based ensemble technique, called RP-EN [72, 82],

PROCLUS [81], GARDENkm [79], and FastSpec [80]. While the comparison of FensiVAT with

O-Cluster [228] would have been desirable, a publicly available code does not exist, and [228]

does not offer sufficient implementation details to develop a reliable in-house version. The exper-

iments were performed using MATLAB, WEKA and ELKI software on a Windows 7 (64 bit) PC

with 16 GB RAM and Intel i7 @3.40 GHz processor.

4.5.1 Datasets and Parameter Settings

We performed experiments on the following datasets.

Synthetic datasets:

Two synthetic datasets, each having N = 100,000 data points in p = 1000 dimensions, were

constructed by drawing labeled samples from a mixture of k = 3 Gaussian distributions. GM1 is

a well separated Gaussian mixture, while GM2 has overlapping Gaussian clusters. The properties

of these synthetic datasets are provided in Table 3.2 (Chapter 3).

Real datasets

Six publicly available real, high-dimensional (large volumes) datasets were chosen to demon-

strate the applicability of FensiVAT. The details of all real datasets1 are given in Table 4.1. All

1These datasets can be found at the UCI machine learning data repository [236] and [221]. The features are nor-
malized to the interval [0,1] by subtracting the minimum and then dividing by the subsequent maximum so that they all
had the same scale.
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Table 4.1: Properties of real datasets

Dataset N p k Dunn’s Index, DI(k,Ugt)

US Census 1990 2458285 68 Unknown Unknown
KDD CUP’99 4898431 41 23 0 (Non-CS)

FOREST 581012 54 7 0.002 (Non-CS)
MiniBooNE 130064 50 2 0 (Non-CS)

MNIST 70000 784 10 0.15 (Non-CS)
ACT 9162 5625 19 0.01 (Non-CS)

datasets are labeled except the US Census 1990 dataset. We point out that the labeled subsets in

these datasets may or may not correspond to computationally identifiable sets of clusters.

Parameter settings

In all the experiments, FensiVAT and clusiVAT parameters, k′ and n are randomly chosen be-

tween 2k and 4k, and 10k and 30k respectively (unless stated otherwise), where k′,n ∈ Z, and k

is the number of labeled subsets in the ground truth data. The number of random projections Q

in the ensemble step of FensiVAT algorithm is chosen as 5, unless stated otherwise. For MBKM,

the parameter batch size = 50, the iteration limit = 100, and the termination threshold = 0.001.

The initial centroids for MBKM were built using ’kmeans++’ method to speed-up convergence.

For CLARA, the number of samples was 5, and sample size was 40+ 2k [77]. For spkm, n is

10% of N. The k-means++ seeding technique was used to choose k initial centroids in CLARA.

For CURE, the number of representative (well-scattered) points in clusters is 5, shrink factor is

0.7, and the number of (random) samples is kept the same as n in FensiVAT. For PROCLUS, the

average dimensionality of clusters, xd , were chosen based on the grid search for best clustering

performance. For the ensemble clustering method, RP-EN, we chose the number of random pro-

jections as 20, the weighting exponent as 2, termination threshold as 0.000001, and the iteration

limit as 100. For FastSpec, we used r = 300k for all datasets except KDD Cup, US Census, and

FOREST. FastSpec [80] has very high space complexity, so we could not run it on our PC for

datasets using r = 300k [80] with very big N and k such as KDD Cup, US Census, and Forest

dataset, so we ran it with r = 100k for FOREST, and r = 10k for the KDD and US datasets, and

using sparse MATLAB function to store diagonal matrices. The downspace dimensions for RP-EN

and FastSpec were the same as those chosen for FensiVAT. The authors of [79] kindly provided us
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the GARDEN k-means code, written in C++. The density threshold in GARDENkm was chosen

based on the best performance, for each dataset. All the experiments were performed 20 times on

each dataset except KDD (5 times) and the average results are reported.

4.5.2 Evaluation Criteria

Partition Accuracy

For all datasets, except US Census 1990, the quality of the output crisp partition obtained by

various clustering algorithms is assessed using ground truth information, Ugt . The similarity of

computed partitions with respect to ground truth labels is measured using the partition accuracy

(PA).

Dunn’s Index

Since the ground truth information is not available for US Census 1990 dataset, an internal

CVI, Dunn’s Index (DI) [48], is used to evaluate the quality of output partitions for all clustering

algorithms for this dataset.

Dunn defined CS clusters in X with a distance criterion, and showed that X contains CS clusters

if and only there is a partition U∗ of X for which DI(k,U∗) > 1. Havens et al. [133] related the

effectiveness of VAT in showing cluster tendency to DI. The sVAT-SL [134] partition is equivalent

to the SL partition for CS datasets. Since the recursive version of iVAT [45] is used in FensiVAT

algorithm, the same rule applies to FensiVAT. If a dataset does not contain k-CS clusters, then

FensiVAT is not guaranteed to find the same partition as SL. However, we show in our comparison

experiments that FensiVAT produces a good approximation for large datasets whether they are CS

or not. The DI of the ground truth partition for all real datasets (except US Census) is shown in

Table 4.1.
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Chi-square distance

The similarity between two cluster distributions (histograms) A and B can be compared using

the chi-square distance [237], χ2(A,B), as follows

χ
2(A,B) =

1
2

f

∑
i=1

(Ai−Bi)
2

Ai +Bi
, (4.1)

where f is the number of bins in histograms of the data. We take f = k ∈Z as the number of bins.

The value of χ2 is in [0,∞], and a lower value implies higher similarity between two distributions.

Run-time

We also report the run-time (in seconds), another important criteria for comparison, which is

related to the scalability of an algorithm.

4.5.3 Cluster Distribution using Various Sampling Schemes

In this experiment, we compare the cluster distribution in samples, obtained using three sam-

pling schemes viz., random, MMRS, and Near-MMRS sampling for four datasets GM2, MNIST,

ACT, and FOREST, which have different numbers of labeled subsets (k) and cluster distributions.

First, for each sample, obtained from a sampling scheme, a histogram is computed using the label

distribution in that sample in {1,2, ..,k} integer bins. Then, the similarity of each cluster distri-

bution is computed with respect to the actual (ground truth) distribution in the full dataset using

chi-square distance.

The average distribution of data points in samples obtained using the three sampling schemes

for FOREST are shown in Fig. 4.2. The distribution of data points using MMRS and Near-MMRS

sampling are very similar to each other, and to the actual distribution in the data, whereas, with

random sampling alone, subsets 3, 5 and 7 are oversampled, while subsets 4 and 6 are undersam-

pled. MMRS and Near-MMRS sampling both acquired at least one data point from each subset in

every trial. On the other hand, random sampling did not select any data points from subset 4 on

4/10 trials (not shown in Fig. 4.2).

Table 4.2 shows the run-time and average (20 trials) chi-square values between cluster distri-
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(b) MMRS sampling (R54)
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(c) Near-MMRS sampling (R5)
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(d) Random sampling (R54)

Figure 4.2: Histogram of data in the Forest Dataset. The MMRS and Near-MMRS parameters are
k
′
= 30, and n = 100 samples, and q = 5 (for Near-MMRS).

butions for full and sampled datasets for each sampling scheme. The number of samples n for each

sampling scheme, the number of distinguished objects k′ for MMRS and Near-MMRS sampling

scheme, and the downspace dimension q for Near-MMRS sampling scheme are also shown. The

values in Table 4.2 show that the chi-square values for MMRS and Near-MMRS sampling differ

from each other by either 0.01 or 0.02, so these two methods yield essentially the same samples,

which match the distribution quite well. The random sampling scheme has much higher χ2 values,

indicating a poorer match to the full distribution. Experimental results indicate that Near-MMRS

sampling accurately portrays the distribution of the original data in randomly projected lower di-

mensions, and takes significantly less time (around a second) than the MMRS sampling scheme.

Table 4.2: Average (20 trials) chi-square values and run-time (seconds) for each sampling scheme

Dataset Random MMRS Near-MMRS
χ2 Time χ2 Time χ2 Time

GM2 (n = 200,k′ = 10,q = 50) 0.3 0.00 0.06 20.5 0.05 0.8
MNIST (n = 300,k′ = 30,q = 100) 1.25 0.00 0.59 25.2 0.60 1.2

ACT (n = 100,k′ = 30,q = 50) 6.71 0.01 4.98 115 4.50 0.2
FOREST (n = 100,k′ = 30,q = 5) 1.86 0.01 1.18 4.4 1.19 0.9
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(a) I(D′∗d,1), PA = 32% (b) I(D′∗d,2), PA = 50% (c) I(D′∗d,3), PA = 73%

(d) I(D′∗d,4), PA = 74% (e) I(D′∗d,5), PA = 51% (f) I(D′∗n,d), PA = 99.6%

Figure 4.3: iVAT images obtained using single distance matrices (a-e) and ensemble distance
matrix (f).

4.5.4 Single Random Projection vs. Ensemble RP for iVAT Image

In this experiment, we compare the quality of iVAT images obtained by applying VAT/iVAT

to distance matrices {Dd,i}Q
i=1, for Q = 5, computed from single random projections to the iVAT

image of the distance matrix Dn,d , computed from an ensemble of multiple random projections

in our FensiVAT scheme. We also compare the PA values of NPR partitions U , obtained by SL

partitioning based on the VAT reordered distance matrices {Dd,i}Q
i=1 and Dn,d .

Figs. 4.3 (a)-(e) show the iVAT images, {I(D′∗d,i)}
Q
i=1, obtained using single random distance

matrices {Dd,i}Q
i=1, for the GM2 dataset, which has three (true) clusters. It is clear from these

five iVAT images and corresponding PA values that the qualities of these images vary due to

random nature of RP, and none of them strongly suggests that actual number of clusters in GM2

is k = 3. Fig. 4.3 (f) shows the iVAT image I(D′∗n,d) based on the ensemble distance matrix Dn,d ,

which is obtained by aggregating the five distance matrices, {Dd,i}Q
i=1 using FensiVAT ensemble

scheme. View 4.3 (f) contains three dark blocks that are clearly visible along the diagonal in this

image, and the PA value corresponding to this image is nearly perfect (99.6%).

Table 4.3 shows the PA values for the GM1 and GM2 datasets. The PA values corresponding

to individual distance matrix for GM1 dataset show better accuracy than those obtained for the
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Table 4.3: Average PA (%) values (20 trials) using single distance matrices, {Dd,i}Q=5
i=1 and ensem-

ble distance matrix Dn,d for VAT/iVAT in FensiVAT.

Distance Matrix Dd,1 Dd,2 Dd,3 Dd,4 Dd,5 Dn,d

GM1 (q = 20,k′ = 10,n = 200) 86 99 100 100 89 100
GM2 (q = 50,k′ = 10,n = 200) 32 50 73 74 51 99.6

GM2 dataset. This is because the clusters in GM1 are much more separated than in the GM2 data,

which has overlapping clusters. In contrast, the PA value corresponding to ensemble distance

matrix is almost perfect for both datasets, which demonstrate the effectiveness of FensiVAT to

obtain accurate NPR partitions with the ensemble approach.

4.5.5 Cluster Assessment

The FensiVAT algorithm can be used to assess the potential number of clusters present in

large, high dimensional data in significantly less time (discussed in Section 4.5.3) than clusiVAT,

and with similar iVAT image quality. In this experiment, we compare iVAT images obtained using

clusiVAT and FensiVAT for GM1 and GM2, and then we will showcase the ability of FensiVAT to

correctly estimate the number of labeled subsets for the real datasets.

The iVAT images obtained using clusiVAT and FensiVAT for GM1 and GM2 are shown

in Fig. 4.4 with corresponding algorithm parameter values. The ground truth partition of GM1

dataset has CS clusters because its DI = 1.26 (> 1). Figs. 4.4 (a) and (b) show that both clusiVAT

and FensiVAT exhibit three (well-separated) dark blocks along the diagonal, suggesting that k = 3

for GM1. The ground truth partition for GM2 is non-CS because its DI is 0.66 (< 1). Figs. 4.4

(c) and (d) show that FensiVAT produces three dark blocks along the diagonal for GM2, whereas

clusiVAT shows three light blocks including many tiny blocks (data points) along the diagonal.

Both views show the two darker blocks superimposed on a lighter dark block, which indicates

that this data has a high degree of overlap. While clusiVAT and FensiVAT both show three blocks

for GM1 and GM2, FensiVAT provides the more convincing assessment because of the sharper

contrast between diagonal blocks and the background. Moreover, FensiVAT takes only a fraction

of second for both datasets, whereas, clusiVAT takes around 20s to obtain poorer quality iVAT

images. The sizes of the diagonal blocks in all four images show the relative size of each cluster

accurately, which supports our claim that Near-MMRS sampling replicates (approximately) the
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(a) GM1, ClusiVAT (Time=20.1s) (b) GM1. FensiVAT (Time=0.35s)

(c) GM2, ClusiVAT (Time=21.3s) (d) GM2, FensiVAT (Time=0.84s)

Figure 4.4: ClusiVAT (a) and (c), and FensiVAT images (b) and (d) for GM1 and GM2. The
parameters are k′ = 9, n = 205 for GM1 and k′ = 12, n = 206 for GM2 dataset. The downspace
dimensions for FensiVAT are q = 20 for GM1 and q = 50 GM2.

same cluster distribution in the sample as the MMRS sampling used by clusiVAT.

The iVAT images of D′∗n,d for six real datasets are shown in Fig. 4.5 with corresponding Fen-

siVAT algorithm parameter values. A (large) zoom is required to see all tiny dark blocks. The US

Census 1990 data is an example of a real-world unlabeled, big data that is very large in both the

number of records (N) and the number of attributes (p). Fig. 4.5 (a) shows the FensiVAT image

for the US Census 1990 data. It can be seen that it shows two distinguished dark blocks along the

diagonal in which the lower dark block comprises two small dark blocks. This suggests that there

are two or three clusters in this data. Several previous researches [238, 239] also suggest k = 2 or

3 as the best estimate of the number of clusters for this dataset. FensiVAT just takes approximately

3 seconds to make this estimate.

The KDD CUP’99 is a big, labeled dataset that specifies attack types (normal or attack). It has

23 labeled subsets (22 simulated attacks and a normal subset), that fall into four main categories:

DOS, R2L, U2R, and probing. The FensiVAT image of KDD-99 in View 4.5 (b) suggests 4 pri-

mary dark blocks and 18−20 tiny dark blocks. The top left big dark block represents the ’smurf’
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(a) Census, k′ = 10, n = 100, q = 5,
Time= 2.9s

(b) KDD, k′ = 47, n = 322, q = 5,
Time= 14.5s

(c) MiniBooNE, k′ = 5, n = 30, q = 5,
Time= 0.05s

(d) FOREST, k′ = 20, n = 108, q = 5,
Time= 0.7s

(e) MNIST, k′ = 28, n = 313, q = 100,
Time= 1.5s

(f) ACT, k′ = 38, n = 314, q = 50,
Time= 0.5s

Figure 4.5: iVAT images of D′∗n,d for each of the datasets obtained by FensiVAT algorithm.

attack (60% of the total dataset) in the DOS category. The right bottom dark block represents ’nor-

mal’ data, which comprises approximately 18% of the data, and the middle dark block represents

the ’neptune’ attack in the DOS category, which comprises approximately 20% of the data. The

remaining attacks are represented by 18−20 tiny (hard to see) dark blocks along the diagonal.

The MiniBooNE data consists of N = 130064 instances divided into 36,499 signal events

of electron neutrinos and 93,565 background events of muon neutrinos. The FensiVAT image

(Fig. 4.5 (c)) for the MiniBooNE dataset shows two dark blocks along the diagonal. Although it

shows two blocks, their sizes are not relative to the actual number of points in both classes. This is

because some of the signal events are grouped with the background events due to similar attribute

values. The FensiVAT image (Fig. 4.5 (d)) for FOREST dataset shows 2 big dark blocks on low

resolution, 6−7 dark blocks (of moderate size) in medium resolution, and 14−15 tiny dark blocks

on high-resolutions. The FOREST dataset has overlapping clusters due to heterogeneous features,

so it has inter-mixed dark blocks along the diagonal. This is a case where the physically labeled

subsets do NOT form well-defined clusters, at least not in the sense of SL distance, the basis of

the iVAT image.

The MNIST dataset is a big, fairly dimensional (p = 784) dataset. This is also a challenging
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Table 4.4: Average (20 trials) PA (%) values (with standard deviation) and run-time (in seconds)
of FensiVAT for different RPs Q in ensemble step

Q = 2 Q = 3 Q = 5
PA Time PA Time PA Time

GM1 99.9±0.04 1.01 100±0 1.11 100±0 1.14
GM2 97±5.8 1.68 99±0.74 1.72 99.99±0.1 1.89

Q = 10 Q = 20 Q = 30
GM1 100±0 1.38 100±0 1.75 100±0 2.11
GM2 100±0 1.95 100±0 2.33 100±0 2.62

dataset for clustering because handwritten images of a single character can be executed in many

often quite different ways, which causes overlapping clusters in the data. Fig. 4.5 (e) shows the

FensiVAT image for the MNIST dataset, which indicates 10−12 dark blocks. The ACT dataset is a

high-dimensional (p = 5625), time-series dataset, which contains 19 activity types such as sitting,

walking, jumping etc. The FensiVAT image (Fig. 4.5 (f)) shows 18−24 tiny and middle size dark

blocks along the diagonal. Thus, the FensiVAT recommendation for this dataset is to cluster it at

every k from 18 to 24, and use a post-clustering validation method to select the "best" partition of

the data. The MNIST and ACT datasets contain inter-mixed clusters, so we removed outliers using

the strategy mentioned in Section 4.3 to improve the quality of the FensiVAT images. In summary,

FensiVAT takes only about a second for most of the datasets (14.5s maximum for KDD) to provide

visual evidence about potential cluster structure, which makes it one of the best cluster assessment

tools for big, high-dimensional dataset.

4.5.6 Synthetic Dataset for Different Numbers of RPs in Ensemble Step

In this experiment, we compare the PA of FensiVAT algorithm for different number of RPs

(or distance matrices) used in the ensemble step in FensiVAT algorithm. For datasets having high

diversity (overlapping clusters) like GM2, increasing Q in the ensemble method may be beneficial

because there will probably be much more diversity in the random projections due to the mixed

clusters in the upspace. Table 4.4 shows the average (20 trials) PA values with standard deviation

and run-time of FensiVAT for Q = 2,3,5,10,20, and 30, for a fixed value of q for GM1 (q = 20)

and GM2 (q = 50). FensiVAT achieves 100% accuracy for all Q ≥ 3 on GM1, and for all Q > 5

on GM2, respectively. As expected, the accuracy of FensiVAT for GM2 increases as Q increases.
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Table 4.5: Average (20 trials) PA (%) values (with standard deviation) and run-time (in seconds)
of FensiVAT for different downspace dimensions, q.

q = 5 q = 10 q = 20
PA Time PA Time PA Time

GM1 99.8±0.2 0.80 99.9±0.1 0.94 100±0 1.11
GM2 92.4±8.9 0.85 98.1±1.2 0.96 99.2±0.4 1.14

q = 30 q = 50 q = 100
GM1 100±0 1.33 100±0 1.61 100±0 2.51
GM2 99.9±0.1 1.21 100±0.0 1.53 100±0.0 2.52

Furthermore, increasing the ensemble size has very little effect on FensiVAT CPU time.

4.5.7 Effect of Different Downspace Dimesions, q

In this experiment, we compare the performance of FensiVAT for different downspace di-

mensions q = 5,10,20,30,50,100 for synthetic datasets GM1 and GM2. For the choices of

ε = β = 0.25, and n = 9162, q0 = 1576 (using (2.8)) and the probability of distance preserva-

tion = 0.9, so the chosen q values are well below the JL bound. These q values correspond to

rogue random projections, which are chosen irrespective of ε and β . Table 4.5 shows the aver-

age (20 trials) PA values with standard deviation and run-time of FensiVAT for a fixed value of

Q (= 5). As expected, the accuracy of FensiVAT increases with increasing q and the performance

becomes more stable (as standard deviation decreases). This is because higher q’s correspond to

more dimensions, so there is a better chance to preserve distances and lose less information under

the projection.

The values in Table 4.5 show that even at q = 5 downspace dimensions, FensiVAT achieves

very good clustering results (PA> 99%) and achieves perfect (PA= 100%) results with q ≥ 30

for GM1. This is because the clusters in this dataset are (probably) well separated (recall that

the ground truth partition of GM1 has CS clusters in the sense of Dunn). Thus, FensiVAT takes

a fraction of a second to achieve perfect accuracy for the big, high-dimensional data GM1. For

GM2, FensiVAT achieves near perfect results with q ≥ 50. Unlike GM1, the performance of

FensiVAT for GM2 is unstable for q < 30, most likely due to overlapping clusters in GM2 in the

input space. Overall, FensiVAT achieves very good and stable clustering solutions even with rogue

random projections.
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4.5.8 Comparison of Different Clustering Methods

In this last experiment, we compare the performance of FensiVAT with nine existing ap-

proaches, which are best known for big and/or high-dimensional data clustering. The downspace

dimensions for FensiVAT are chosen based on its best performance for each dataset. These values

are shown in Figs. 4.4 and 4.5 for each dataset. Table 5.1 shows the comparison of FensiVAT to

nine other algorithm based on the accuracy (PA) and run-time. Since US Census 1990 dataset is

not labeled, we use DI as a measure of accuracy for different algorithms on the census data. The

highest accuracy and smallest CPU time are shown in bold for each dataset.

For GM1, GM2, and ACT, FensiVAT outperforms the other approaches in terms of accuracy

and CPU time. For GM2, FensiVAT, CLARA, CURE and RP-EN achieve perfect results (ave.

PA= 100%), however, CLARA, CURE, and RP-EN take 16.6s, 511.9s and 183.9s respectively,

whereas FensiVAT just takes 1.7s. For the FOREST, FensiVAT and clusiVAT achieve the highest

PA (48.9%), however, FensiVAT takes the least time (2.17s). For MNIST, clusiVAT achieves the

highest PA (50.1%) in 25.3s, whereas FensiVAT just takes 2.6s to achieve (nearly) similar accuracy

(50.0%). For KDD, FensiVAT and clusiVAT achieve the highest accuracy, but FensiVAT is about

10 times faster than clusiVAT.

Table 4.6: Average PA (%) values (DI for US Census) and run-time (in seconds) for all the ap-
proaches on all the datasets.

Dataset /
Methods

GM1 GM2 KDD FOREST MiniBooNE US Census MNIST ACT
PA Time PA Time PA Time PA Time PA Time DI Time PA Time PA Time

FensiVAT 100 1.12 100 1.72 96.1 88.4 48.9 2.17 71.9 0.12 0.10 6.9 50.0 2.6 49.5 1.2
clusiVAT 100 22.3 75.6 24.9 96.1 798.8 48.9 5.39 71.9 0.38 0.08 21 50.1 25.3 49.2 123.7
MBKM 90.1 2.07 89.9 2.03 74.3 33.2 34.2 1.75 71.9 0.12 0.08 3.12 44.3 3.38 47.8 7.8
CLARA 100 16.7 100 16.6 73.9 223.4 37.2 10.30 71.9 0.94 0.07 31.8 37.5 19.94 45.7 44.1

spkm 100 39.5 95.8 37.4 78.6 147.6 45.3 53.3 64.6 1.97 0.12 33 19.8 2296.8 12.5 3315.6
CURE 100 505.2 100 511.9 95.2 828.8 44.7 17.6 76.8 11.36 0.12 270 18.5 78.2 19.8 1871.3
RP-EN 100 31.8 100 183.9 95.7 52584 45.4 1596.3 76.8 30.3 0.12 475 26.5 95.8 26.5 205.9

PROCLUS 79.3 19.8 75.5 23.3 94.5 14346 45.1 2901.3 71.9 36.7 0.02 9162355 17.9 1185.7 17.8 12479.5
GARDENkm 65.8 1564 51.3 1652 94.1 326 38.2 44.5 71.9 340 0.01 3617 17.8 1133 18.5 3458

FastSpec 100 30.3 100 31.2 71.8 66.38 42.4 86 65.7 14.5 0.06 420 33.5 68.4 45.2 21.7

For GM1, GM2, MNIST, and ACT data, which have relatively high dimensions, FensiVAT

outperforms the other clustering methods. It achieves the highest PA values in less than 2.6s

(maximum 2.6s for MNIST), whereas, clusiVAT takes more than 20s for GM1 and MNIST, and

hundreds of seconds for ACT. For all datasets except GM2, clusiVAT and FensiVAT achieve ap-

proximately equal PA values, but clusiVAT is 5− 100 times slower than FensiVAT. Surprisingly,

FensiVAT achieves perfect results for GM2 dataset, whereas clusiVAT achieves 75.6%. This is
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probably because of the robust distance matrix obtained using ensemble scheme in FensiVAT.

For the US Census data, spkm, CURE, and RP-EN achieve the highest DI value (0.12), which

implies that their partitions are very slightly superior with regard to Dunn’s validity measure.

FensiVAT achieves the second highest DI value (0.1) and takes only 6.9s. ClusiVAT and MBKM

achieve similar DI value, with MBKM the fastest algorithm. For KDD, which has millions of

samples, FensiVAT achieves the best accuracy (96.1%) in just 88.4s, whereas the other approaches

(except MBKM) take up to about 52,000s average CPU time.

The MBKM approach is the second fastest method for all datasets except US Census, KDD,

and FOREST (fastest), but, at the cost of lower clustering accuracy. CLARA is able to achieve

the best PA for GM1 and GM2 dataset, but it is 10− 60 times slower than FensiVAT. The spkm

algorithm achieves good accuracy for GM1, GM2, US Census, and FOREST, but performs poorly

on MiniBoone, MNIST, and ACT. It is approximately 30− 50 times slower than FensiVAT for

GM1, GM2, KDD, and FOREST dataset, and 1500−6000 times slower for the high-dimensional

datasets MNIST and ACT. CURE achieves comparable accuracy on all datasets except MNIST

and ACT. It is likely that with many clusters, the randomly drawn samples used by CURE do not

adequately capture the geometry of the big data. Therefore it suffers for the ACT and MNIST data,

which appear to have many clusters. CURE is approximately 20− 500 times slower than Fensi-

VAT for GM1, GM2, MNIST, and FOREST, and 3500 times slower for ACT dataset. PROCLUS

is inaccurate for all datasets except KDD. The ensemble clustering method, RP-EN, achieves its

highest PA values for GM1, GM2, and MiniBooNE and highest DI for US Census dataset, but

at a time cost that is about 100− 1500 times higher than FensiVAT. RP-EN becomes intractable

for KDD, and takes 52584s. Among high-dimensional clustering algorithms, RP-EN outperforms

PROCLUS for all datasets except KDD. FensiVAT is about 4− 3000 times faster than GAR-

DENkm. GARDENkm is relatively inaccurate for all the datasets except for KDD and Mini-

BooNE. FastSpec performs better than GARDENkm based on the clustering accuracy and CPU

time. FastSpec achieves perfect results for GM1 and GM2, and exhibits comparable accuracy for

all other datasets except KDD and MNIST. FensiVAT is faster (20− 120 times) than FastSpec

for all datasets except KDD. FastSpec is little faster than FensiVAT on KDD, but at the cost of

clustering accuracy. To summarize, FensiVAT seems superior to the nine comparison algorithms

for the datasets used in this paper.
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4.6 Summary

This chapter introduced a new, fast clustering algorithm, called FensiVAT, which can be used

to cluster large volumes of high-dimensional data. FensiVAT integrates a new random projection-

based distance matrix ensemble method with Maximin and Random sampling (MMRS) and a

visual assessment of cluster tendency method. We showed that the samples obtained using MMRS

sampling in the downspace dimension (Near-MMRS sampling) retain the same geometry in the

downspace as samples in the upspace. This enables us to use random projection effectively with

MMRS sampling and in our ensemble method to reduce the computation time.

We demonstrated the superiority of our FensiVAT approach by comparing it with nine state-

of-the-art approaches on two Gaussian mixture datasets and six real datasets which have both

large sample size and high dimensions. Experimental results on eight large, high-dimensional

datasets show that FensiVAT almost always outperforms the other nine approaches. FensiVAT is

an order of magnitude faster than clusiVAT, and several order of magnitudes faster than the other

nine approaches (except MBKM), without compromising accuracy.



Chapter 5

Approximating Dunn’s Cluster Validity
Indices for Big Data

This chapter presents six approximation algorithms including two incremental approaches to

compute Dunn’s cluster validity index for big data. Four methods are based on MMRS sampling,

and two are based on unsupervised training of one class support vector machines. Numerical

experiments on seven real and synthetic datasets assert that MMRS methods provide accurate DI

estimates, and represent a speedup on the order of 1000:1.

5.1 Introduction

As discussed in Chapter 2 (Section 2.4.1), there has been a considerable amount of work done

to address clustering tendency assessment and clustering problem for big data. However, there is

very little work done on cluster validity for big data. CVIs that use only membership values (U) are

easy to compute for big data because the output partition (U) is not usually big as compared to the

input (big) dataset X . However, most of these CVIs have a monotonic dependency on the number

of clusters. They also lack the direct connection with the geometry of the data (X) because they do

not use data itself. It is a well-known fact that a better definition of validity index should always

consider the geometry of data. However, the implementation of such CVIs, that consider both

partition U and dataset X , is often very computationally expensive, especially when the number of

clusters and number of objects in the dataset grows very large [62].

This chapter focuses on Dunn’s internal CVI which uses both the data and the partition re-

sulting from any hard clustering algorithm. Dunn’s index (DI) [48] is one of the most popular

internal CVIs finding its way into many cluster validity studies [62, 165, 167]. DI has been related

121
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to visual assessment methods such as VAT and iVAT algorithms in [133]. DI provides a measure

of contrast between the blocks on the VAT/iVAT image diagonal and the background regions. A

recent study using neuron spike data relates DI to both iVAT and SL [240]. Since DI has quadratic

time complexity O(pN2), their computation is infeasible for big datasets (X with big N).

To address this issue, this chapter presents six methods for approximating DI for big data.

The first four proposed methods viz., αMMRS, αnMMRS, iMMRS, and inMMRS are based on

the Maximin Random Sampling (MMRS) rule [83], which identifies approximate boundary points

in each cluster. The iMMRS and inMMRS schemes are incremental methods, which produce an

optimal number of (boundary) points to compute the approximate Dunn’s index. Two additional

methods are presented here to compute approximate DI, that are based on the unsupervised training

of one class support vector machines (OCSVM) [84, 85]. Our experiments show that computing

approximations to DI with Maximin skeleton based methods are both tractable and accurate.

5.2 Related Work

Many books on cluster analysis contain at least one chapter on cluster validity [41, 105, 241,

242]. Surveys on crisp CVIs that compare various validation schemes in one way or another

began to appear in the 1980s [166]. Halkidi et al. [62] present a review of many popular clus-

tering validity measures along with numerical examples of experimental evaluation. Milligan and

Cooper [243] compared 30 validity tests (which they called "stopping rules") using partitions gen-

erated by four hierarchical clustering methods, and their paper is considered the classic reference

on "best-k" studies of internal CVIs. Gurrutxaga et al. [244] present a very thorough critique of

Milligan and Cooper’s "best-k" methodology.

Dimitriadou et al. [245] presented a nicely written survey of 15 internal CVIs in 2002. Ar-

belaitz et al. [167] published an extensive comparison of 30 internal CVIs for crisp c-partitions

that channels the Milligan-Cooper style. Three crisp clustering algorithms were used to populate

candidate partitions in their study. Seventeen goodness of fit functions which can be regarded

as internal CVIs for probabilistic (Gaussian) clusters generated by the Expectation-Maximization

(EM) algorithm [41] for Gaussian Mixture Decomposition (GMD) are compared to both crisp and

fuzzy CVIs in [246]. Nguyen et al. [168] presented a "best-k" study of similarity measures and
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distance based functions that compare pairs of crisp partitions using external information-theoretic

CVIs. They identify a total of 26 measures that are subdivided into 10 similarity measures and 16

distance measures.

Very limited research literature studies CVIs for big data. Tlili et al. [179] proposed a fuzzy

version of the Davies Bouldin Index (DBI) for big data clustering. Since, the DBI uses both the

output partition and the data itself, it still has the higher computational complexity for big data.

Although this method was proposed for big data, the datasets used to illustrate it (largest one

N = 10,000 and p = 85) are not considered large in today’s computing environment. Moreover,

they did not report the computation time in their experiments. Another work [180] implemented

DI and Silhouette on a Spark platform to deal with big data.

Chapter 2 (Section 2.4.2) briefly discussed DI and its limitation for big data. Below, we ex-

plain DI and its generalized indices, called GDIs, in detail before presenting their approximation

methods.

5.3 Dunn’s Index (DI)

Let X = {x1, ..,xN} ⊂ Rp be a set of N feature vectors in p-dimensional space. A crisp par-

tition U of X can also be represented in terms of the k disjoint subsets {Ci} written as U ↔ X =
k⋃

i=1
Ci; Ci∩C j = /0 for i 6= j. The cardinalities (or sizes) of the ith clusters is given as |Ci| so that

∑
k
i=1|Ci|= N.

Dunn’s index is based on the geometrical premise that "good" sets of clusters are compact

(dense about their means) and well separated from each other. To quantify this index, Dunn let Ci

and C j be non-empty subsets of Rp, and let d : Rp×Rp 7→R+ be any metric on Rp×Rp. Dunn

based his index on the standard definitions of the diameter ∆ of Cl and the set distance δ between

Ci and C j.

∆(Cl|d) = max︸︷︷︸
x,y∈Cl

{d(x,y)} , (5.1)

δ (Ci,C j|d) = δSL(Ci,C j|d) = min︸︷︷︸
x∈Ci
y∈C j

{d(x,y)}. (5.2)



124 Approximating Dunn’s Cluster Validity Indices for Big Data

 !

z
f

g

(a) The classical diameter ∆(Cl) of Cl
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(b) The classical (SL) distance δSL(Ci,C j) and com-
plete linkage (CL) distance δCL(Ci,C j) between Ci
and C j

Figure 5.1: Set distance and diameter with respect to d = dE .

For any partition, U↔ X = {C1∪ ...Ci∪ ...Ck}, Dunn defined the separation index of U as follows:

VDI(U |d,δ ,∆) =

min︸︷︷︸
1≤i≤k

 min︸︷︷︸
1≤ j 6=i≤k

{δ (Ci,C j|d)}


max︸︷︷︸
1≤l≤k

{∆(Cl|d)}
. (5.3)

The notation in (5.3) indicates that Dunn’s index requires choices for three functions, {d,δ ,∆};

the pair wise distance metric d, the set distance δ , and the diameter function ∆. Dunn’s definition

at (5.3) and hence, in (5.1) or (5.2) as well, are based on an arbitrary metric d on any real vector

space. The notation (∗|d) for δ and ∆ indicate that they both depend only on d.

The set distance shown in equation (5.2) is used by the hierarchical single linkage (SL) clus-

tering algorithm [41, 105, 241, 242], and is often called the single linkage set distance for this

reason. Fig. 5.1 depicts the classical meaning of equation (5.1) for ∆ and (5.2) for δ when d

is chosen as Euclidean distance, d = dE . The outlier point z in Fig. 5.1 (a) and inlier point w

in Fig. 5.1 (b) will be discussed shortly.

Following many subsequent authors, we refer to VDI at (5.3) as Dunn’s index (DI). The most

common metric for d in the numerator and denominator of VDI i.e., in (5.1) and (5.2), is dE

but there are many other choices. The diameter ∆(Cl|d) in (5.1) which appears in the denominator

of (5.3) is a measure of scatter volume for cluster Cl . Compact clusters will have smaller diameters

than ones that are more dispersed about their mean vectors. A set of clusters is relatively compact

when the largest of its k diameters and, hence the denominator in (5.3), is small.
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The quantity δ (Ci,C j|d) that appears in the numerator of VDI is the SL set distance with respect

to d at equation (5.2) between pairs of crisp clusters in U . Hence, the larger δ (Ci,C j|d) is, the

better separated are Ci and C j. Taking the double minimum in the numerator identifies the pair of

clusters that are least well separated. As the k clusters become better separated, the numerator in

(5.3) grows.

Thus, the geometric objective of DI is to maximize inter-cluster distances (big numerators)

while minimizing intra-cluster distances (small denominators). Large values of VDI intuitively

correspond to better clusters in the sense of DI. The partition U∗ that maximizes VDI over a set

of candidate partitions is taken as the (DI) optimal set of clusters. Consequently, VDI is called a

max-optimal internal CVI.

The range of VDI is (0,∞), and VDI is undefined when k = 1 (U1×N = 1N) and k = N (UN×N =

IN). Dunn called a partition U ∈MhkN compact and separated (CS) relative to d if and only if the

following property is satisfied: for all s, q and r with q 6= r, any pair of points x,y ∈Cs are closer

together (with respect to d) than any pair (u,v) with u ∈Cq and v ∈Cr. Dunn [48] proved that X

can be clustered into a CS k-partition with respect to d if and only if there is a U ∈MhkN for which

the index is greater than 1.

Theorem 5.1. X ⊂Rp has a CS k-partition U∗ with respect to d⇐⇒U∗ = max︸︷︷︸
U∈MhkN

{VDI(U |d)} >

1 [48].

This is a nice theoretical result, but in practice, it is quite difficult to verify that a given input

dataset can be partitioned into CS clusters, because MhkN is finite, but very, very large. The exact

cardinality of MhkN is |MhkN | =
( 1

k!

) k
∑
j=1

(k
r)(−1)k− j jN . For k << N, the last term dominates this

sum, which yields the approximation |MhkN | ≈ kN/k!. Consequently, computing DI over all of

MhkN is impractical for all but trivial values of k and N. The value of VDI(U |d) for a given U ,

however, is easily computed with (5.3) when N is not too large, and if it happens to be greater than

1, its clusters are said to be compact and separated in the sense of Dunn.

DI at (5.3) has a well known flaw, viz., sensitivity to anomalies, which can render it ineffective

for partitions of data that have clusters with outliers and/or inliers. This is easy to see. Return

to Fig. 5.1 (a) and imagine adding the single outlier point z to Cl . As shown, this one point

can double the diameter of Cl , ∆(Cl ∪{z}) = 2∆(Cl). Similarly, adding the inlier point w to C j
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in Fig. 5.1 (b) will significantly decrease the distance between Ci and C j. Thus, a single anomaly

can alter the numerator and/or denominator of Dunn’s index by orders of magnitude.

To address this issue, a family of 18 generalized Dunn’s indices (GDIs) were defined and

analyzed in [169]. Under the same conditions as in (5.3), these indices take the general form

VGDI(U |d,δa,∆b)) = min︸︷︷︸
1≤i≤k

 min︸︷︷︸
1≤ j≤k

j 6=i


δa(Ci,C j)

max︸︷︷︸
1≤l≤k

{∆b(Cl)}


 , (5.4)

where a ∈ {1, ...,6},b ∈ {1, 2, 3}. For brevity we write (5.4) as Vab, where a and b define the

choice of set distance (numerator) and diameter (denominator), respectively, from GDIs (5.4).

Equation (5.4) reduces to the original DI at (5.3) when a = b = 1, i.e., V11 = VDI . Below, we list

the equations that result in the 17 GDIs.

Equations (5.5)-(5.11) define the six numerators alluded to by equation (5.4). The numerator

for a = 2 is the complete linkage (CL) distance between Ci and C j, and the choice a = 3 corre-

sponds to the average linkage (AL) distance.

δ2(Ci,C j) = δCL(Ci,C j) = max︸︷︷︸
x∈Ci
y∈C j

{d(x,y)} (5.5)

δ3(Ci,C j) = δAL(Ci,C j) =
1

|Ci||C j| ∑
x∈Ci
y∈C j

d(x,y). (5.6)

The choice of a = 4 and 5 corresponding to δ4 and δ5, respectively, are the set distances that

incorporate the averaging concept of δ3. The sixth set distance (a = 6) is based on the Hausdorff

metric.

δ4(Ci,C j) = d(vi,v j), (5.7)

where vi =
1
|Ci| ∑

x∈Ci

x and v j =
1
|C j| ∑

y∈C j

y
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δ5(Ci,C j) =
1

|Ci|+|C j|

(
∑

x∈Ci

d(x,vi)+ ∑
y∈C j

d(y,v j)

)
(5.8)

δ6(Ci,C j) = δHausdor f f (Ci,C j)

= max{δ (Ci,C j),δ (C j,Ci)}
(5.9)

where

δ (Ci,C j) = max︸︷︷︸
x∈Ci

{min︸︷︷︸
y∈C j

{d(x,y)}} (5.10)

δ (C j,Ci) = max︸︷︷︸
y∈C j

{min︸︷︷︸
x∈Ci

{d(x,y)}} (5.11)

If b = 1, V21(U |d) and V31(U |d) will also be sensitive to outliers and inliers, so the authors

of [169] proposed two other diameters for the denominator of (5.4). The choice b = 2 corresponds

to the average distance between the data points in cluster Cl , and the choice b = 3 is the average

distance between the points in Cl and its cluster center, v̄.

∆2(Cl) =
1

|Cl|·(|Cl|−1) ∑
x,y∈Cl

x6=y

d(x,y) (5.12)

∆3(Cl) = 2

 ∑
x∈Cl

d(x, v̄)

|Cl|

 ,where v̄ =
1
|Cl| ∑

x∈Cl

x (5.13)

The generalized Dunn’s index V33(U |d) has done well in several comparative studies [167,

169, 247]. For example, the study in [247] ranked V33 8-th among 40 competing internal CVIs,

scoring 389 hits in 432 clustering scenarios, whereas V11 was ranked 29-th in this same study. The

datasets used in [247] were relatively small.

The terms “good CVIs" and “bad CVIs" are oxymorons in cluster validity and it can not be

asserted that DI (V11) is either a good one or bad one. Despite its sensitivity to noisy points,

DI provides a rich and very general structure for defining cluster validity indices for different

types of clusters. DI finds its way into many cluster validity studies [62, 165, 167]. And, various

commercial software packages such as the spike extraction and sorting software (Offline Sorter,

Plexon Inc, Dallas, TX) report DI as part of their default cluster validity statistics [248].
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Our approximations of Dunn’s index are based on Maximin Random Sampling (MMRS), the

topic we turn to next.

5.4 The Maximin Random Sampling (MMRS)

Although MMRS sampling is well explained in Chapter 2 (Section 2.2.3), we briefly discuss

it here for completeness. MMRS is a combination of Maximin and Random sampling. Maximin

(MM) sampling selects a few samples far from each other so that they represent diverse regions of

the input space. These samples are called distinguished objects or MM samples. Pseudocode for

the MMRS algorithm is shown in Algorithm 3. Hathaway et al. [47] proved a proposition (Propo-

sition 2.1) that relates the quality of the objects selected by MMRS to compact and separated

(CS) clusters as defined by Dunn. According to this proposition, if dataset X has k CS clusters and

k′ ≥ k, then Maximin step of MMRS sampling will always select at least one object (MM sample)

from each cluster, where k′ is the number of MM samples.

The practical implication stemming from this result is that the MMRS procedure probably

finds points that are fairly well distributed across even non-CS clusters when there are many points

in each subset. The efficacy of this assumption has been well tested in a variety of big data

application domains. For example, MMRS underlies the success of scalable visual assessment of

tendency (sVAT) [47] for building approximate cluster heat maps in big data. And, clusiVAT [135]

and FensiVAT (presented in Chapter 4) use MMRS to scale a generalization of the single linkage

clustering algorithm up to big data of arbitrary size in N and p. However, our interest in this

chapter lies in another direction.

Fig 5.1 shows that V11 and V21 both depend on the extremal (or "boundary") points in each

cluster. We do not define the term boundary point exactly, but it is clear that for ∆1(Cl) we want

the points in each Cl that are furthest from each other. And for δ1(Ci,C j) (or δ2(Ci,C j)), we want

the points in the two sets that are closest (or furthest) away from each other. We loosely call such

points boundary points.

So, we want to find a set of approximate boundary points, δB(Ci), in each cluster Ci of the

partition U ↔ X =
k⋃

i=1
Ci. If the extremal points in Ci are contained in δB(Ci), computing Dunn’s

index on the sub-partition (of reduced size) δB(X) =
k⋃

i=1
δB(Ci) should provide a good estimate
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of the literal Dunn’s index that we would get by computing it on all of the points in each cluster.

This affords a way to estimate Dunn’s index and its generalizations on intractably large partitions

of big data.

Since the GDIs in [169] are designed to overcome the sensitivity of Dunn’s index to extremal

points in the data, we do not expect the methods in this chapter to provide as good approximations

to their literal values as we will get for V11 and V21.

5.5 Approximating Dunn’s index

This section describes six algorithms that build a reduced partition δB(X) =
k⋃

i=1
δB(Ci) of

U ↔ X =
k⋃

i=1
Ci ∈ MhkN . The first four algorithms are based on the MMRS and the last two are

based on boundary (support) vector algorithms. All six algorithms share these common inputs:

1. X = {x1,x2, ...,xN} ∈Rp,

2. a k×N partition U ↔ X =
k⋃

i=1
Ci ∈MhkN ,

3. a distance metric d for equations (5.3) to (5.13), and for nearest neighbour rules.

5.5.1 The MMRS algorithms

MM (Step 1 of MMRS (Algorithm 3)) finds the distinguished points which are furthest from

each other. This is the basic motivation for using the MMRS to approximate the boundary points

of each cluster. These furthest points, roughly called "boundary points", from each cluster can

be used to estimate V11 and V21. We also expect the MMRS to provide a good skeleton because

of the last sentence in Casey and Nagy’s MMRS description [101] (Chapter 2): "These initial

cluster centers are well scattered over the sample space.". Hathaway et al. [47] proved a theorem

(Theorem 2.1) which says that, for CS datasets, the proportion of objects in each cluster Ci in the

MMRS sample equals the proportion of the objects from the same cluster in the original data for

i = 1,2, ..,k. This means that the MMRS algorithm not only finds the boundary points, but it also

selects well-distributed points within each cluster, which can be used to estimate V31 (using AL

distance).
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Instead of applying MMRS to the entire input data as in [47], we apply MMRS to each cluster

in a k-partition U of data X . Applying MMRS to each Ci should find most of the points that are

far apart from each other within the cluster Ci in the sense of the metric d used in equations (5.1)

to (5.6). Algorithms 8 and 9 can take inputs a ∈ {1, ...,6},b ∈ {1, 2, 3} as described at (5.4).

Algorithms 10 and 11 are restricted to a = 1,2;b = 1.

5.5.1.1 αMMRS

The pseudocode for the αMMRS algorithm is shown in Algorithm 8. The parameter α dictates

the choice of the first dαNeMM points from each cluster. When α = 1, all the points in X are used,

and algorithm αMMRS computes literal Dunn’s indices. Can unequal cluster sizes {Ni} bias the

approximation of X by Xα? To address this question, we conducted an experiment, which studies

whether a fixed fraction α of |X |= N (αMMRS) yields a different approximation to the DI than

applying the fraction α to each Ci individually. We call latter approach α{i}MMRS. Experiment

1 in Section 5.6.3.3 shows that estimates of V11 and V21 are not biased by unbalanced cluster sizes,

but V31 is affected. This is probably because V11 and V21 only relies on border points, whereas, in

V31, average distance changes with each extracted data point.

Algorithm 8 The αMMRS algorithm

Input: α- a fraction of N, 0 < α ≤ 1;
a,b- inputs to compute GDI Vab

1: ∀i : Extract k′ = dαNeMM points δBα(Ci) from cluster Ci with Step 1 of Algorithm 3.

2: Form the reduced partition Uα ↔ Xα =
k⋃

i=1
δBα(Ci)

3: ∀a,b : Compute Vab(Uα |d)
Output: Vab(Uα |d)

5.5.1.2 αnMMRS

Steponavičė et al. [104] showed that Maximin sampling tends to select decision vectors that

are located near the boundary of the decision space.. In such cases, MM may require a relatively

large number of samples to extract exact boundary points. This is probably because once the

MM sampling extracts a point, say point f (see Fig. 5.1 (a)), which is near to the border but not

exactly on the borderline of a cluster, it may take quite a few more samples before MM extracts
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the borderline point g, which is near f, due to the MM property of picking points furthest from all

previous points.

To address this issue, the neighbourhood part of the MMRS algorithm is utilized. αnMMRS

(Algorithm 9) adds some points to Xα in the neighborhood of each αMMRS sample (using Step

3 of Algorithm 3), resulting in Xαn. The rationale is that local neighbors of "nearly extremal"

points in Xα should contain points essential for a better approximation of V11 and V21. Evidently

Xα ⊂ Xαn.

Algorithm 9 The αnMMRS algorithm

Input: α- a fraction of N, 0 < α ≤ 1;

nid- the number of local neighbourhood samples of MM points for each cluster, and
k⋃

i=1
nid = n;

a,b- inputs to compute GDI Vab

1: for i← 1 to k do
2: Extract k′ = dαNeMM points δBα(Ci) from Ci with Step 1 of Algorithm 3

3: Extract nt neighbors of each MM point with Step 3 of Algorithm 3, resulting a total of nid =
k′⋃

t=1
nt

neighbour points
4: δBαn(Ci) = δBα(Ci)∪nid
5: end for
6: Form the reduced partition Uαn↔ Xαn =

k⋃
i=1

δBαn(Ci)

7: ∀a,b : Compute Vab(Uαn|d)
Output: Vab(Uαn|d)

5.5.1.3 iMMRS

Instead of generating all k′ MM points with αMMRS or αnMMRS and then computing ap-

proximate Dunn’s indices, the iMMRS algorithm tries to estimate an optimal number to points

to approximate DI. The intuition behind this algorithm is that inclusion of a new MM data point

to any cluster Ci will not increase the value of Dunn’s original index for X . We explain this idea

for V11 based on the changes to the diameter (denominator) and the SL set distance between two

clusters (numerator) using Fig. 5.1, as follows:

First, we discuss the effect of a new data point on cluster diameter (Eq (5.1)). The maximum

intra-cluster distance is used as cluster diameter in the denominator of DI (Eq (5.3)). As can be

seen in Fig. 5.1 (a), a new data point can lie either within, on, or outside the hypersphere with

diameter ∆(Cl) of an existing set of data points (shown in red). If a new data point lies within or
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on the boundary of the hypersphere, the maximum within cluster distance is unchanged, so the

diameter in Eq (5.1) will be unchanged. If the new data point (say z) lies outside the hypersphere,

the maximum distance within the cluster will increase, so the diameter will also increase. In all

three cases, the denominator of DI will not decrease.

How will a new data point affect the SL set distance between two clusters in Eq (5.2)? The min-

imum of inter-cluster distances is used to compute the numerator in DI. Consider the hypersphere

shown in Fig. 5.1 (b) with diameter δSL(Ci,C j) which is in between ("tangent" to) the current pair

of minimal points. A new data point can lie either within, on or outside this hypersphere. So,

when a new data point falls on or outside the hypersphere, the minimum distance between two

clusters is unchanged. If the new data point falls within the hypersphere, the inter-cluster distance

will decrease. Therefore, in all cases, the numerator of DI will not increase. In summary, when a

new data point is added to a cluster, DI (V11) will either be the same or it will decrease.

Algorithm 10 The iMMRS algorithm

Input: T -Loop Limit;
ε- termination threshold, ε > 0;
a,b- inputs to compute GDI Vab

1: for i← 1 to k do
2: Draw xm0,i ∈Ci, (m0 = a random point in Ci)
3: Find first MM point xm1,i
4: δB1,i(Ci) = xm1,i ; delete xm0,i;
5: Find second MM point xm2,i ;
6: δB2,i(Ci) = {xm1,i}∪{xm2,i}
7: end for
8: ∀a,b : Vab(U2|d)
9: for j← 3 to T do

10: for i← 1 to c do
11: Find MM point xmj,i ∈Ci
12: δB j,i(Ci) = δB j−1,i(Ci)∪{xmj,i}
13: end for
14: Form U j =

k⋃
i=1

δB j,i(Ci)

15: Compute: Vab(U j|d); Vab(U j−1|d)
16: if

∣∣Vab(U j|d)−Vab(U j−1|d)
∣∣≤ ε then

17: Vab(U j|d)
18: break;
19: else
20: next j
21: end if
22: end for

Output: ∀a,b : Vab(U j|d) : j
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Now, we discuss the iMMRS algorithm to approximate DI. Initially, the approximate boundary

points, ∂B(Ci) for each cluster Ci is empty, so ∂B(X) =
k⋃

i=1
∂B(Ci) = /0. This method starts with k

random initial points {xm0,i}, one from each cluster Ci. Then, based on these k initial points, the

first MM, {xm1,i}, is extracted from each cluster and added to ∂B(Ci). Since at least two points

per cluster are required to compute the diameter of each cluster, so {xm2,i}, the second MM points

(furthest from {xm1,i}) are extracted from each cluster and added to ∂B(Ci). Then, we can compute

the two MM points estimate of Vab using ∂B(X). Then, {xm3,i}, the next (third) MM points are

added to each subset resulting in a 3-point estimate. This procedure continues until successive

estimates of V11 are close. This amounts to progressive MM sampling with termination criteria as

shown at line 16 of Algorithm 10. The objective is to obtain a reasonable estimate of V11 with a

minimal number of MM points per cluster. Since this method is incremental, we call it the iMMRS

approximation (Algorithm 10).

5.5.1.4 inMMRS

Our initial experiments with iMMRS showed that successive local estimates of Dunn’s index

were often small, but the overall approximation descended in staircase fashion, so iMMRS of-

ten terminated before reaching a good approximation to the literal value of Dunn’s index. This

led us to the modification (Algorithm 11), which combines ideas from the neighborhood part of

αnMMRS with the incremental part of iMMRS algorithm. Similar to αnMMRS, inMMRS al-

gorithm add some points in the neighborhood ({nt,i}) of each MM point for fast convergence.

We will discuss the termination issue further in Experiment 4. In contrast with αMMRS and

αnMMRS, iMMRS and inMMRS do not require the parameter α .

Algorithms 10 and 11 are incremental methods, in which approximate boundary points are ex-

tracted incrementally one by one from each cluster using Maximin algorithm. Once the extracted

approximate boundary points contain the closest (for SL distance) and furthest elements (for CL

distance) from each cluster, the SL (a = 1,b = 1) and CL distance (a = 2) does not change, and

consequently, DI value also does not change. Once the optimal DI value is achieved, the algorithm

terminates. Therefore, Algorithms 10 and 11 are restricted to a = 1, 2 and b = 1. Unlike V11, V21

does not decrease or increase monotonically with an addition of an MMRS point, however, it

achieves a steady value after adding enough MMRS points. The termination may not be achieved
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Algorithm 11 The inMMRS algorithm

Input: T -Loop Limit;
ε- termination threshold, ε > 0;
a,b- inputs to compute GDI Vab

1: for i← 1 to k do
2: Draw xm0,i ∈Ci, (m0 = a random point in Ci)
3: Find first MM point xm1,i
4: δB1,i(Ci) = xm1,i ; delete xm0,i;
5: get ni = 1 local neighbors, n1,id , of xm1,i
6: end for
7: U1 =

k⋃
i=1

δB1(Ci) =
k⋃

i=1
[xm1,i ∪n1,id ]

8: ∀a,b : Vab(U1|d)
9: for i← 1 to k do

10: Find second MM point xm2,i
11: get ni = 2 local neighbors n2,id of {xm1,i}∪{xm2,i}
12: end for
13: U2 =

k⋃
i=1

δB2(Ci) =
k⋃

i=1
[{xm1,i}∪{xm2,i}∪n2,id ]

14: ∀a,b : Vab(U2|d)
15: for j← 3 to T do
16: for i← 1 to k do
17: Find MM point xmj,i

18: get ni = j local neighbors n j,id of
j⋃

r=1
{xmr,i}

19: δB j(Ci) = {
j⋃

r=1
{xmr,i}}∪n j,id

20: end for
21: Form the reduced partition U j↔

k⋃
i=1

δB j(Ci)

22: Compute: Vab(U j)
23: Sort {Vab(Ur) : r = 1, ..., j} in descending order
24: {Vab(U(r)) : r = 1, ..., j} . U(k) is the k-th partition after sorting
25: if std(Vab(U j),Vab(U j−1),Vab(U j−2))≤ ε then
26: Vab(U j|d) . std= standard deviation
27: break;
28: else
29: next j
30: end if
31: end for

Output: ∀a,b : Vab(U j|d) : j
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for average linkage distance (a = 3) because the average distance changes with each extracted data

point.

5.5.2 Boundary Vector algorithms

The support vector machine (SVM) [242] relies on support vectors at the boundaries of labeled

subsets to define an optimal separating hyperplane. The boundary points of each data class that

are "away" from the supporting hyperplanes play no role in SVM designs. However, several

recent papers that estimate hyper-parameters for the one class support vector machine [84, 85] do

estimate and use all of the boundary points in datasets assumed to contain normal and anomalous

(but unlabeled) samples. Algorithms 12 [84] and 13 [85] are based on this type of boundary

estimation.

5.5.2.1 QMS+

Algorithm 12 presents a brief summary of the part of the Quick Model Selection (QMS) [84]

algorithm that estimates the boundary points of X using the K-nearest-neighbor (K-NN) rule. The

parameter η is a shrinking factor which divides the sample into three groups viz., normal, outlier,

and border-line [84]. Since, we used QMS to generate boundary point estimates in Algorithm 12,

we name it QMS+.

Algorithm 12 The QMS+ algorithm

Input: K- the number of nearest neighbors,
η- shrinking factor,
a,b- inputs to compute GDI Vab

1: for i← 1 to k do
2: Find niK,d = {K-NNs of each x ∈Ci wrt. d}.
3: d̄i = ∑

y∈niK,d

d(x,y)/K

4: Sort {d̄i}→ {d̄(i)} in ascending order
5: Find last sudden change point (index) m in {d̄i}. . see [249] for details of this step
6: ωL = dηme ; ωU = d(2−η)me
7: XQi = {x(i) : ωL ≤ (i)≤ ωU}
8: end for
9: UQMS+↔ XQMS+ =

k⋃
i=1

XQi

10: Compute Vab(UQMS+|d)
Output: ∀a,b : Vab(UQMS+|d)
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5.5.2.2 BEPS+

Li et al. [85] describe a method they call Border-Edge Pattern Selection (BEPS) that is also

based on the K-NN rule. Since, we used the portion of the BEPS boundary estimation algorithm

to generate boundary (border) points, and subsequently, used them to compute approximate DI,

we call modified algorithm BEPS+. The pseudocode of BEPS+ is shown in Algorithm 13.

The rationale given in [85] for the BEPS algorithm is that a boundary point has all or most

of its nearest neighbors sitting on one side of the tangent plane which has e as an approximate

normal vector. The vector x is an edge pattern when the number of neighbors y j ∈ nx
iK,d of x with

θy j ≥ 0 exceeds the threshold 1− γ . Since g(x)/K ranks points in ascending order of being an

edge pattern, a predefined fraction of edge patterns with top ranks can be selected to compute

Vab(UBEPS+|d) without finding a best γ . We modified the algorithm in [85] to select a fraction of

the top ranked points (given the ranking g(x)/K) as XBEPS+,i.

Algorithm 13 The BEPS+ algorithm

Input: γ ∈ (0,1]- a threshold
K = d5lnNe- nearest neighbors
a,b- inputs to compute GDI Vab

1: for i← 1 to k do
2: for t← 1 to |Ci| do
3: Find nxt

iK,d = {K-NNs of xt ∈Ci wrt. d}.
4: for j← 1 to K do
5: y j ∈ nxt

iK,d : ej(xt) = (xt−yj)/||xt−yj||d, . y j is the j-th NN from xt; and ej(xt) is the
norm vector for each K-NN

6: end for
7: zt = ∑

K
j=1 e j(xt)

8: g(xt) = 0
9: for j← 1 to K do

10: θy j =
〈
(xt−y j),zt

〉
11: if θy j ≥ 0 then
12: g(xt) = g(xt)+1
13: end if
14: end for
15: if (g(xt)/K)> (1− γ) then
16: xt ∈ XBEPS+,i
17: end if
18: end for
19: end for

20: UBEPS+↔ XBEPS+ =
k⋃

i=1
XBEPS+,i

21: Compute Vab(UBEPS+|d)
Output: ∀a,b : Vab(UBEPS+|d)
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5.6 Experiments

We performed six sets of experiments. In the first experiment, we study the impact of α on the

approximation of DI by the αMMRS algorithm. In the second experiment, we discuss the impact

of K on the approximation of DI for the QMS+ algorithm. In the third experiment, we study the

effect of unequal cluster sizes Ni on the approximation of X by Xα . In the fourth experiment, we

compare the boundaries and MMRS skeletons of all six methods on the 2D Banana dataset. In

the fifth experiment, we compare all six methods on all datasets based on their approximated DI

value and computation time. In the last experiment, we discuss the termination of the iMMRS and

inMMRS algorithms.

5.6.1 Computation Protocols

All algorithms were coded in MATLAB on a PC with the following configuration; OS: Win-

dows 7 (64 bit); processor: Intel Core i7− 4770 @3.40GHz; RAM: 16GB. The parameters for

each method were chosen as follows, unless stated otherwise:

• metric d = dE (Euclidean),

• K = 5 for QMS+ and K = d5lnNe as in [85] for BEPS+

• α = 0.005 for XG, BANANA, HAR and MNIST dataset,

• α = 0.0005 for FOREST dataset,

• α = 0.00005 for BigX and ACTR dataset,

• k′ = n = dαNe for αMMRS and αnMMRS.

The input parameters η and γ ordinarily determine the boundary points extracted by QMS+

and BEPS+, respectively. However, to make the comparisons as fair as possible, we computed

n∗ = dαNe for αMMRS (Algorithm 8), and used the n∗ highest ranked boundary points from each

method in the experiments. Our motivation for choosing the values of α and K are discussed in

Experiments 1 and 2. The value of K should be selected such that it reflects the local neighborhood

of the data points. A small K will reflect a very local neighborhood. A large K will make nearest
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Table 5.1: Seven datasets used for our experiments

Dataset |X|= N p k pN2

XG 55,500 2 3 6.05E9
BANANA 50,000 2 2 5E9

ACTR 1,140,000 45 19 6E13
HAR 10,299 561 6 6E10

FOREST 581,082 54 7 2E13
MNIST 60,000 784 10 3E12
BigX 1,000,000 100 4 1E14

neighbors span a large space around x. Thus, a reasonable value of K should be used in order to

reflect the curvature of the class surface. For BEPS+, Li et al. [85] suggest making the value of K

a function of the size of the dataset, viz., K = d5lnNe. The experimental study in [85] shows that

the pattern selection rate is relatively insensitive to the value of K after a certain value of K.

5.6.2 Datasets

Table 5.1 lists the seven datasets used in the experiments. XG, Banana and BigX are synthetic,

the ACTR, HAR and FOREST datasets are available from the UCI repository [236]. The MNIST

data is available at [221]. The last column of Table 5.1 shows pN2. The complexity of Dunn’s

index on the full data is O(pN2) [247]. ACTR is a resized version of the ACT data at the UCI web-

site to 1,140,000× 45 which we made by splitting a large time window signal to multiple small

time windows. The BigX dataset is created by drawing labeled samples from a mixture of k = 4

circular Gaussian distributions, having the mean components (−12, ..,−12)100, (−6, ..,−6)100,

(6, ..,6)100 and (12, ..,12)100, and the standard deviations (1, ..,1)100, (2, ..,2)100, (1, ..,1)100 and

(2, ..,2)100. The values of k shown in Table 5.1 are the numbers of labeled subsets (assumed here

to form clusters) in each dataset.

5.6.3 Experiments

5.6.3.1 Effect of α on DI approximation

In this experiment, we investigate the effect of α on the approximations of Dunn’s original

index V11, by varying α from 0.05 to 0.00005 in multiples of 10. Although both αMMRS and
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Table 5.2: V11 values of αMMRS for different values of α .

Dataset α = 1 (literal V11) α = 0.05 α = 0.005 α = 0.0005 α = 0.00005
XG 0.27 (61s) 0.27 (1.38s) 0.27 (0.23s) 0.28 (0.15s) 0.32 (0.14s)

Banana 0.07 (39s) 0.07 (0.11s) 0.07 (0.07s) 0.08 (0.10s) 0.11 (0.09s)
ACTR 0 (56656s) 0 (37220s) 0 (3704s) 0 (363s) 0 (22s)
BigX 1.26 (820788s) 1.27 (41484) 1.28 (4152) 1.30 (419s) 1.31 (44s)

FOREST 0.002 (208382s) 0.003 (92312s) 0.005 (893s) 0.007 (113s) 0.02 (8.76s)
HAR 0.09 (614s) 0.11 (64.3s) 0.17 (4.8s) 0.32 (0.8s) 0.54 (0.4s)

MNIST 0.15 (24320) 0.16 (2879s) 0.18 (273s) 0.33 (36.9s) 0.43 (4.8s)

αnMMRS require the user to input α , we present this study for αMMRS, as Xα ⊂ Xαn. Table 5.2

shows the V11 values and computation times (in parentheses) for different values of α for all seven

datasets. When α = 1 (second column of Table 5.2), all of the input data are used to compute

V11 without applying the MMRS algorithm to each cluster. The values in Table 5.2 show that the

approximations are close to literal values for higher values of α . However, the computation time

also increases significantly for each multiplication of 10 to α . For small datasets, e.g., XG and

Banana, a very small value of α = 0.00005 means that only two1 to three MMRS points per cluster

are extracted, which are insufficient to compute a good approximate DI. And, for a big dataset,

e.g., FOREST, a large value of α = 0.05 means almost all the points are extracted from a cluster

if k′ = dαNe ≥ |Ci|. The values in Table 5.2 suggest that α ≈ inverse(order of N) is a good choice

for any dataset. Hence, the values of α for subsequent experiments are chosen using this criterion,

and as discussed in Section 5.6.1.

The parameter α of αMMRS specifies the number of points extracted by MMRS from X from

each labeled subset. When α = 0.05, the approximations are based on using 1/20 of the input

data. Table 5.2 shows that for this choice, the worst approximation to DI by αMMRS is in error

by 0.02 (the HAR data), and it is obtained in about 1/10 of the time required to secure the literal

value. Three of the seven approximations at α = 0.05 are exact.

5.6.3.2 Effect of K in QMS+ on DI approximation

In this experiment, we investigate the effect of the number of nearest neighbors K on boundary

extraction by QMS+, by varying K from 1 to 9 with an interval of 2. Table 5.3 shows the V11 values

1For each cluster in each data, we choose k′ = (max(2,dαNe)) MMRS points, as at least two points per cluster are
required to compute the DI. If k′ = dαNe ≥ |Ci|, then we choose k′ = min(dαNe, |Ci|)
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Table 5.3: V11 values based on the QMS+ algorithm for different values of K.

Dataset V11 K = 1 K = 3 K = 5 K = 7 K = 9
XG 0.27 0.27 (0.24s) 0.27 (0.19s) 0.27 (0.19s) 0.27 (0.19s) 0.27 (0.19s)

Banana 0.07 0.10 (0.1038s) 0.07 (0.1895s) 0.07 (0.1818s) 0.07 (0.1817s) 0.07 (0.1960s)
ACTR 0 0.13 (3677s) 0.10 (3665) 0.10 (3689s) 0.10 (3695s) 0.10 (3686s)
BigX 1.26 1.36 (19845s) 1.34 (19891) 1.30 (19895) 1.30 (19847) 1.30 (19899)

FOREST 0.002 0.006 (5686s) 0.006 (5693s) 0.006 (5678s) 0.006 (5696s) 0.006 (5648s)
HAR 0.09 0.16 (16.42s) 0.14 (16.10s) 0.14 (16.34s) 0.14 (16.24s) 0.14 (16.46s)

MNIST 0.15 0.21 (357s) 0.20 (356s) 0.20 (359s) 0.20 (361s) 0.20 (360s)

and computations times (in parentheses) for different values of K for all the seven datasets. The

values are not too sensitive to K. In particular, the approximations are all identical for K = 3,5,

7 and 9, excepting the difference of 0.04 for BigX on passing from K = 3 to K = 5. Moreover,

the computation time is fairly stable to small changes in K and is random for some datasets as the

complexity of the k-d tree, to compute nearest neighbors, may slightly vary in different runs. For

K = 1, the V11 approximations are affected as K = 1 does not reflect the local proximity of the

data points. As discussed in Section 5.6.1, the approximations do not change after a certain value

of K (= 5).

5.6.3.3 Effect of unequal cluster sizes (αMMRS vs α{i}MMRS)

This experiment studies whether a fixed fraction α of |X |= N yields different approximations

to Dunn’s index than applying the fraction α to each Ci individually, i.e., to |Ci|. This study

is performed on the XG and FOREST datasets. These datasets have highly unbalanced cluster

distributions, which makes them suitable for this study. The other datasets in our experiments

have (almost) balanced cluster distributions, so αMMRS and α{i}MMRS will probably yield

similar DI values for these datasets.

The input data XG are shown in Fig. 5.2 (a). XG has k = 3 labeled, p = 2 dimensional

Gaussian clusters with N = 55,500 points, composed of |C1|= 500, |C2|= 5000 and |C3|= 50000

points. Choosing α = 0.005 for N = 55,500 points instructs αMMRS to extract 275 points from

each of the three clusters, resulting in a total of 875 points. These points are Xα , the round circles

in Fig. 5.2 (b). This scheme extracts 55% of the points in C1, but only 0.55% of the points in C3.

The crosses in Fig. 5.2 (c) show the 278 points retrieved when the fraction of points extracted from

Ci is α of |Ci| instead of α of N. For example, only 0.005× 500 = 2.5 (rounded up to 3) points
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(a) Unbalanced dataset XG
(b) Uα ↔ Xα =

k⋃
i=1

δBα (Cl) for

α = 0.005

(c) Uα{i}↔ Xα{i} for α{i}= 0.005

Figure 5.2: αMMRS and α{i}MMRS for the 2D XG dataset.

Table 5.4: V∗1 values (times) for α = α{i}= 0.005, for XG dataset

α = 1, |X |= 55,000 α = 0.005, |Xα |= 875 α{i}= 0.005, |Xα{i}|= 278
V11(U |dE) 0.27 (61s) 0.27 (0.35s) 0.27 (0.26s)
V21(U |dE) 1.57 (61s) 1.58 (0.35s) 1.57 (0.26s)
V31(U |dE) 3.40 (46s) 3.40 (0.35s) 2.99 (0.26s)

are extracted from C1 using this method.

Table 5.4 shows Dunn’s index for X , Xα , and Xα{i} using the three set distances corresponding

to single, complete and average linkage; a = 1,2 and 3 in the numerator of (5.4). The approxima-

tions of V11 and V21 are not affected by unbalanced cluster fractions. The estimate of V31 using Xα

agrees with its value on X , but drops when using Xα{i}, suggesting that V31 is affected by unbal-

anced cluster sizes. Apparently XG has CS clusters when the set distance is δ = δCL or δ = δAL,

indicated by DI values greater than 1, but does not contain CS clusters for the choice δ = δSL.

Table 5.5 shows V∗1 values for X , Xα , and Xα{i}, for the FOREST dataset. All the approxi-

mations for Xα agree with their value on X ; however, V11 and V31 differ for Xα{i}, suggesting that

they are affected by unbalanced cluster fractions. Seemingly, FOREST has non-CS clusters for all

three set distances.

Table 5.5: V∗1 values (times) for α = α{i}= 0.005, for FOREST dataset

α = 1, |X |= 581,012 α = 0.005, |Xα |= 2030 α{i}= 0.0005, |Xα{i}|= 295
V11(U |dE) 0.00 (208382s) 0.00 (115s) 0.02 (0.29s)
V21(U |dE) 0.93 (208349s) 0.94 (119s) 0.94 (0.27s)
V31(U |dE) 0.64 (172460s) 0.65 (112s) 0.70 (0.25s)
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Computation times for XG and FOREST in this experiment are shown in parentheses in Ta-

ble 5.4 and Table 5.5, respectively. For XG , using Xα instead of X affords a speedup of about 175

times for V11 and V21; and about 130 times for V31, with almost no loss in accuracy. For FOREST,

a speedup of about 1750 times is achieved for all approximations (V∗1) using Xα instead of X , and

a speed up of 750,000 is achieved using Xα{i}. However, the approximation accuracy drops for

Xα{i}, especially for V11 and V31.

The results of this experiment suggest that unbalanced clusters do not bias the αMMRS algo-

rithm for some Dunn’s indices, but not all of them. Approximated values of V11 and V31 based

on Xα are equal to their literal values (bold and italic) based on all of X ; V21 differs by 0.01 for

the XG and FOREST datasets. The estimations of Dunn’s original index for all six algorithms for

the XG dataset are shown in the second row of Table 5.6. Three of the six estimates produce the

exact value on 10 trials (0.27, the literal value) for the XG data; the other three are within ±0.01

or ±0.04 on all 10 trials.

5.6.3.4 Boundary points and MMRS skeleton on Banana data

This experiment compares estimates of Dunn’s index based on extracted partitions found by

the six algorithms presented in Section 5.5. The input dataset Banana (XB) is the pair of semi-

ellipsoidal clusters shown in Fig. 5.3, which we call the Banana data. There are |C1|= |C2|=

25,000 points in each of the clusters, so, N = |XB|= 50,000.

Figure 5.3: The Banana (two-dimensional) data: |XB|= 50,000

The cardinalities of the αMMRS (500) and αnMMRS (1000), QMS+ (500) and BEPS+ (500)
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(c) {g(i)/K}⇒BEPS+ on X2 (d) |XBEPS+|= 500

(e) |XαMMRS|= 500 (f) |XαnMMRS|= 500 (g) |XiMMRS|= 141 (h) |XinMMRS|= 121

Figure 5.4: Boundaries and MMRS Skeletons for the 2D Banana data.

subsets are a direct consequence of choosing α = 0.005. We selected only the highest ranked

n∗ = dαNe= 500 boundary points from each of QMS+ and BEPS+. The cardinalities for iMMRS

(141) and inMMRS (121) are determined by the termination criteria for these two MMRS methods.

Fig. 5.4 (a) graphs the rank-ordered K-NN distances {d̄i} obtained by QMS+ for cluster C2.

The last sudden change point in this cluster occurs at index m = 24,607, and QMS+ obtained a

similar graph for cluster C1, the outer cluster in Fig. 5.3. The overall result was the selection of

2% of 50,000, of which the highest ranked 500 were selected as shown for XQMS+ in Fig. 5.4

(b). Fig. 5.4 (c) and (d) are the analogous displays for the ranking function rank(x) = g(x)/K of

the BEPS+ algorithm, for which we also prespecified a total of 2% of the boundary points; the

highest ranked 500 points are shown in Fig. 5.4 (d).

QMS+ (Algorithm 12) and BEPS+ (Algorithm 13) both produce visually appealing subsets of

extreme points. The BEPS+ points appear to be slightly better visually since they capture a few

points missed by QMS+ at the extreme right side of each cluster, whereas the QMS+ points tend

to pool a bit at the left sides of the two banana clusters.

Figs. 5.4 (e)-(h) show the MMRS points extracted from the Banana data with Algorithms 8-11,

respectively. All four MMRS methods extract some boundary points, but they also retrieve some

points in the "interior" of each cluster. Hence, the term MMRS skeleton seems more descriptive

than calling them boundary approximations. Nonetheless, we will see that the MMRS skeletons
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contain the points we need to make pretty good estimates of Dunn’s index.

Estimates of Dunn’s original index (V11) for the Banana data are shown in the third row of

Table 5.6. All six estimates are exact, producing the same value (0.07) as the literal computation

on all 50,000 points, so the Banana data illustrates differences in the extraction methods, but it

does not provide us with a comparison for the six methods that points to one of them as being

superior to the others in terms of the best approximation to Dunn’s literal index. However, one of

the MMRS methods will emerge as "empirically best in class" when we consider the remaining

five datasets.

Table 5.6: Average (10 trials) approximate values of Dunn’s index V11 for six algorithms on seven
datasets.

Dataset V11 (α = 1) αMMRS αnMMRS iMMRS inMMRS QMS+ BEPS+
XG 0.27 0.27±0.04 0.27±0.01 0.27±0.01 0.27±0.00 0.27 0.27

Banana 0.07 0.07±0.01 0.07±0.00 0.07±0.01 0.07±0.01 0.07 0.07
ACTR 0 0±0 0±0 0±0 0±0 0.10 0.10
BigX 1.26 1.32±0.09 1.28±0.04 1.32±0.03 1.26±0.01 1.30 1.43

FOREST 0.002 0.005±0.001 0.003±0.000 0.005±0.001 0.002±0.000 0.006 0.004
HAR 0.09 0.18±0.06 0.11±0.03 0.13±0.06 0.09±0.00 0.14 0.13

MNIST 0.15 0.18±0.08 0.17±0.06 0.20±0.06 0.15±0.01 0.20 0.21

5.6.3.5 Comparison of six algorithms on all datasets

MMRS algorithm (Algorithm 3) is initialized at a random object, so 10 trials with different

initializations may result in different MMRS skeletons. This experiment will determine how sensi-

tive the four MMRS sampling methods are to this parameter. The BEPS+ and QMS+ methods will

produce the same boundary points in all 10 trials, so there is no variance in the estimates of Dunn’s

index based on these two methods. Table 5.6 lists the values of Dunn’s original index and average

(10 trials) estimates of it made by the six algorithms for all seven datasets in our experimental

study. All of the estimates are pretty good, but inMMRS is exact (±0.01 for three of the datasets)

for all six datasets, as shown by the bolded entries in the table. The largest variation in estimates

of DI is 0.09 for BigX with αMMRS, which also shows the largest variations for XG, HAR and

MNIST. The values in Table 5.6 confirm that MMRS is not very sensitive to changes in its initial

index (m0, in the first step of the Algorithm 3). So, on the basis of quality of approximation,

inMMRS algorithm is the clear leader.
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An interesting and somewhat unexpected result seen in Table 5.6 is that Dunn’s index and its

four MMRS estimates are all 0 for the ACTR dataset, whereas the QMS+ and BEPS+ estimates

of it are greater than 0. This confirms our suspicion that removing points from a crisp partition of

a dataset might increase the estimated value of Dunn’s index. We believe that this cannot happen

when points are added to a crisp partition (at least for the V11 and V21 cases), but we do not pursue

this conjecture in this chapter.

Table 5.7 lists the average (10 trials) CPU times needed by our six approximation methods

(shortest times bolded) and Dunn’s index. Fig. 5.5 is a graphical representation of the column

values in Table 5.7. Dunn’s index is the leftmost bar graph of the seven for each dataset, with an

average computation time of 1.85× 105 = 51.4 hours, as seen in the last row of Table 5.7. How

much time do we save using the six approximation algorithms to estimate this value?

The minimum average time, 63 seconds, is achieved by the αMMRS algorithm, followed by

αnMMRS at 77 seconds, inMMRS at 140 seconds and iMMRS at 203 seconds. So, the four

MMRS methods all represent a speedup on the order of 1000 : 1. The QMS+ method averaged

1.17 hours, while the BEPS+ method averaged 1.87 hours, so the boundary point algorithms (Al-

gorithms 12 and 13) take quite a bit more (several orders more) time and do not provide better

estimates than the MMRS methods.

Table 5.7: Average (10 trials) CPU times (seconds) for six algorithms on seven datasets.

Dataset V11 (α = 1) αMMRS αnMMRS iMMRS inMMRS QMS+ BEPS+
XG 60 0.27 0.65 1.09 1.12 0.19 1.85

Banana 38.8 0.34 0.35 0.16 0.13 0.19 1.587
ACTR 56656 19 24 4.0 4.3 3690 4372
BigX 820788 40 45 276 343 19895 33687

FOREST 208382 101 109 65 207 5679 8630
HAR 614 4.8 5.2 132 28 17 27

MNIST 24320 278 354 946 395 359 539
Average 1.85(105) 63 77 203 140 4234 6751

Graphs of the CPU times in Fig. 5.5 also show that there are two pairs of estimates that are

essentially equal in CPU time, viz., (αMMRS, αnMMRS) and (QMS+, BEPS+), so from the

standpoint of CPU time, either choice from the two pairs will run in about the same amount of

time.
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Figure 5.5: CPU times (log scale on y-axis) for six methods and seven datasets.
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5.6.3.6 Termination of iMMRS and inMMRS

Recall that the inMMRS algorithm was introduced to overcome the tendency for premature

termination of iMMRS. Fig. 5.6 compares the estimates of Dunn’s index shown in Table 5.7 made

by these two algorithms at successive values of k′ on the MNIST dataset (V11 = 0.1482 ≈ 0.15).

The iMMRS estimate does not approach the target value using the termination criterion (say T 1),

as shown at line 15 of Algorithm 10, even when 500 additional MMRS points are used. On the

other hand, iNMMRS terminates for k′ = 262 at the exact value of 0.1482 using the standard

deviation (std) based termination criterion (say T 2) shown at line 25 of Algorithm 11. This shows

both the necessity for and accuracy of termination criterion (T 2) of Algorithm 11.
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The next section provides a brief analysis of the asymptotic time complexity for Dunn’s indices

and our six approximation algorithms for computing it when N is very large.

5.7 Computational Complexity

The computational complexity of all 18 generalized Dunn’s indices is derived in [247]. Sixteen

of the GDIs are O(pN2): V43 = O(pN + pk2); V53 = O(pkN). Here are the complexities for the

six approximation algorithms:

MMRS = max{O(c′pN),O(k′N)}= O(k′pN) (5.14a)

αMMRS = max{O(k′pN),O((kp(kk′)2)} (5.14b)

αnMMRS = max{O(k′pN),O(kN),O(p(k(k′+n))2)} (5.14c)

iMMRS = max{O(k′pN),O((p(kk′)2)} (5.14d)

inMMRS = max{O(k′pN),O(k′N),O(p(k(k′+n))2)} (5.14e)

QMS+,BEPS+= max{O(N(K + p)),O(N ln(N))} (5.14f)

The estimate O(k′pN) for MMRS was established in [47]. The four MMRS algorithms have

different complexities, but in all practical cases, they are dominated by the complexity of the

MMRS algorithm. Specifically, for big datasets N is very large, so k, k′, kk′, k′+ n should all be

small relative to N. The value of k′ in (5.14d) is known at termination of iMMRS. The values of k′

and n in (5.14e) are known at termination of inMMRS. It is pretty safe to assume that (K + p) >

lnN, for which (5.14f) becomes O(N(K + p)) for QMS+ and BEPS+. Thus, all six methods for

estimation of Dunn’s index are linear in N, the number of samples in the data.

5.8 Summary

This chapter presented six methods for approximating values of Dunn’s index that all have lin-

ear complexity in N. Four methods used variations of the Maximin Random Sampling (MMRS) to

extract skeletal subsets from crisp partitions of the big data that presumably contain the extremal
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points in the data needed for determination of Dunn’s index. We compared the four MMRS meth-

ods to estimates of Dunn’s index based on two boundary point estimation methods (QMS+ and

BEPS+) borrowed from the field of support vector machine research.

We conducted experiments on seven labeled (hence, partitioned) datasets of varying sizes to

compare approximation accuracy and savings in CPU time using the algorithms developed in this

article. The inMMRS algorithm offered an average speedup of about 1000 : 1, and produced aver-

age values that matched values of Dunn’s index up to ±0.01 on all seven datasets when computed

on the full dataset (cf. Table 5.7). Experiment 6 also demonstrated that randomly initializing Al-

gorithm 3 was not detrimental to the stability of inMMRS approximations. This method was, on

average, 50 seconds slower than the best method for minimum CPU time (cf. Table 5.7), so the

added average expense of less than a minute in CPU time makes the inMMRS algorithm a clear

winner in the competition for approximating Dunn’s index on these seven datasets.



Chapter 6

Cluster Tendency Assessment and
Anomaly Detection in High-Velocity

Streaming Data

This chapter develops an incremental method of scalable iVAT, inc-siVAT, to (visually) detect

evolving structure in high-velocity, streaming data. The inc-siVAT updates the MMRS sample

points and reordered dissimilarity image (RDI) on the fly to track the changes in the data stream

after each chunk. Numerical experiments demonstrate the applicability of the inc-siVAT algorithm

for successfully detecting anomalies and visualizing evolving cluster structure in dynamic streams

of four big datasets, including a real IoT data.

6.1 Introduction

The widespread realization of the IoT infrastructure in smart city networks generates huge

streams of data from various sources, at a high rate. Automatic interpretation of high-velocity,

massive data streams is required for timely detection of interesting or abnormal events, that usually

emerge in the form of clusters. This problem necessitates the needs of visualization and event

detection techniques for high-velocity streaming data.

At present, there is no technique on offer for visual assessment of evolving cluster struc-

ture in high-velocity massive data streams. The inc-VAT/dec-VAT and inc-iVAT/dec-iVAT algo-

rithms [69] (discussed in Chapter 2) provide a fast method for visualizing a point by point cluster

evolution in streaming data. But hardware and software constraints limit incremental VAT algo-

rithms to a maximum window size of about N ∼ 5,000 inputs. When this limit is reached, point by

149
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point deletion and insertion maintains this fixed window size. Thus, incremental VAT presents the

user with a view of possible structure for only the last N points in the input stream. If N = 100,000,

the user will have an image of only the last window at the end of the process. The salient point is

that the history of cluster evolution is not available.

Both sVAT and siVAT are suitable for cluster tendency assessment of big data. However, to

handle streaming data, they also need to be re(applied) each time a new data point or a chunk of

new data points arrives, which is not feasible due to computational complexities associated with

retraining at each instance of the new data point or new chunk arrival.

To address this problem, this chapter proposes an incremental version of the scalable iVAT

algorithm, called inc-siVAT, which deals with the high-velocity, massive streaming data in chunks.

It first extracts a small size smart sample using Maximin Random Sampling (MMRS), then it

incrementally updates the smart sample points on the fly, using our novel incremental MMRS (inc-

MMRS) algorithm, to reflect changes in data streams after each chunk, and finally, produces an

incrementally built iVAT image of the updated smart sample after each chunk, using inc-VAT/inc-

iVAT and dec-VAT/dec-iVAT algorithms. These images (aka cluster heat maps) can be used to

visualize evolving cluster structure and for anomaly detection in high-velocity streaming data.

The inc-MMRS model summarizes the data seen by a fixed (small) size of intelligent samples.

Therefore, when N exceeds 5000, the intelligent sample size will be fixed which also constrains

the size of the iVAT image.

6.2 Related Work

Besides cluster heat-maps, scatterplotting is the main approach for visualizing evolving clus-

ter structure in streaming data. Scatter plots visualize streaming data instances across time, as

points in 2D or 3D spaces. For visualizing high-dimensional data, a typical approach is to project

the data into lower-dimensions (2D or 3D) using a dimensionality reduction method, e.g., multi-

dimensional scaling, principal component analysis [250]. A more sophisticated approach is to

project the data into many 2D scatterplots to get a sense of the relationship between the fea-

tures [251]. For data streams, most of these approaches visualize a sliding window of the data.

However, these methods can fail for clusters having high overlap or shapes that are difficult to dis-
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tinguish on a scatter plot. When the stream presents a large number of instances, it can be difficult

to distinguish the clusters and data points themselves, as well as the clustering trends. For high-

dimensional data, these methods suffer from all of the difficulties inherent with dimensionality

reduction, such as which projection method to use, loss of structural information, computational

complexity etc.

Cluster partitions on evolving data streams are often computed based on certain time intervals

(or windows). There are three well-known window-based methods: landmark window, damped

window, and sliding window [68]. Landmark window models consider the data stream from the

beginning until now. An example of the landmark window model is the CluStream algorithm [64]

which clusters the data stream over different time horizons in an evolving environment. CluStream

uses a modified k-means algorithm for clustering which requires k as input. Damped window mod-

els associate weights, also called a forgetting or decay factor, with the data in the stream such that

higher weights are given to recent data than those in the past. An example of the damped window

model is the Den-Stream algorithm [68]. Den-Stream uses a density-based algorithm for clustering

with a similar concept as of CluStream algorithm. The sliding-window based approach considers

the data from now up to a certain range in the past. It is the most common approach to visualize

evolving cluster structure in streaming data. Zhou et al. proposed SWClustering algorithm [138]

which introduces a new data structure called Exponential Histogram of Cluster Features (EHCF),

a combination of exponential histograms with temporal cluster features, to record the evolution

of each cluster and to capture the distribution of recent records. In contrast to CluStream, which

uses batch updating and stores the whole snapshot, SWClustering updates EHCF only when new

records are collected.

Most of the existing methods for streaming data clustering require the number of clusters (k) to

be known in advance, but in practice, this is usually unknown. Moreover, one of the main aspects

of streaming data is that the number of clusters changes with time. In some methods, clusters are

determined using some rules or using other parameters which are sensitive to changes in cluster

structure. Moreover, these approaches were originally developed for clustering streaming data.

Once clusters are obtained, the clusters can be visualized across time windows. However, they do

not offer online visualization of evolving cluster structures in streaming data.
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Figure 6.1: The architecture of our proposed framework.
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6.3 Proposed Algorithm

The architecture of our inc-siVAT algorithm is shown in Fig. 6.1. The inc-siVAT algorithm

deals with the high-velocity, big streaming data in chunks (of configurable size). (Step 1) First,

an initial MMRS sample is obtained by applying the MMRS (Algorithm 3) on an initial buffer (or

first chunk). A static reordered dissimilarity image (RDI) is obtained by applying VAT/iVAT on

the initial MMRS sample (Step 2). At arrival of every new chunk, first, an augmented (current)

dataset is obtained by appending the data points of the new chunk to the previous dataset (Step 3a),

and then, the updated MM points and k′ partitions are obtained by applying our novel inc-MMRS

algorithm (Algorithm 15) to the current dataset (Step 3b). The inc-MMRS algorithm summarizes

the data seen (after each chunk) by a fix (small) size (n << N) of intelligent MMRS sample. Next,

the k′ partitions of the current dataset are compared to the k′ partitions of the previous MMRS

sample, to estimate the number of data points that need to be deleted from or to be added to each

of the k′ partitions of previous MMRS sample to obtain the current (updated) MMRS sample (Step

4). Then, (the estimated number of) data points are deleted from the previous MMRS sample, and

subsequently, the previous VAT/iVAT outputs are updated using dec-VAT/dec-iVAT algorithms

(Step 5). Similarly, (the estimated number of) the new data points are added to the last updated

MMRS sample, and subsequently, the previously computed VAT/iVAT outputs are updated using

inc-VAT/inc-iVAT algorithms (Step 6), to obtain the updated RDI corresponding to the current

dataset. The current dataset, MMRS outputs, and the VAT/iVAT parameters act as the previous

values for the next chunk (Step 7). Steps 3-7 are performed for each new chunk to obtain an

updated RDI. A display of updated RDI provides the visualization of evolving cluster structure

after each new incoming chunk. Next, we discuss each step of our inc-siVAT algorithm in detail.

Let an initial dataset containing initN number of data points be denoted as X (initN) and an

incoming chunk containing Nch number of data points be denoted as X (ch). The inc-MMRS algo-

rithm outputs M, Dmax, R, N , and S̃ are updated everytime a new chunk arrives. For an input

data XN (having N data points) to MMRS algorithm, these outputs are defined as:

• a set of k′ MM points in XN , M = {m1,m2, ...mk′}.

• Dmax = {dmax1,dmax2, ...,dmaxk′}, where dmax j represents the maximum distance of the

j-th MM point in XN , m j, to the previous ( j−1) MM points in XN , denoted by M1: j−1.
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Algorithm 14 inc-siVAT
Input: initN- The initial number of points; Nch- Chunk size; k′- desired number of MM (distinguished) points; and n: an
approximate (desired) size of MMRS sample

Step 1: Apply MMRS sampling (Algorithm 3) on the first initN points, X (initN)

(S̃(initN), M(initN), R(initN), N (initN), Dmax(initN)) = MMRS (X (initN), k′, n)

Step 2: Apply VAT and iVAT on Dn (a square distance matrix indexed by S̃(initN) in both rows and columns)
(D′∗

(initN)

n , P(initN), F(initN), h(initN)) = VAT (D(initN)
n )

D∗
(initN)

n = iVAT (D′∗
(initN)

n )
Initialization:
MMRS input: M(prev) = M(initN), Dmax(prev) = Dmax(initN), R(prev) = R(initN), N (prev) = N (initN), and S̃(prev) = S̃(initN)

inc-VAT/dec-VAT input: P(prev) = P(initN); F(prev) = F(initN); h(prev) = h(initN); D′∗
(prev)

n = D′∗
(initN)

n ; and D∗
(prev)

n = D∗
(initN)

n

%%Process each chunk of streaming data in incremental way%%
for each incoming chunk X (ch) or until termination do

Step 3: Apply inc-MMRS to X (curr) with previous MMRS outputs as input
3a. X (curr) = {X (prev)∪X (ch)}
3b. (M(curr),R(curr),Dmax(curr),N (curr),S(curr)) = Inc-MMRS(X (prev),X (chunk), X (curr),M(prev),Rprev), Dmax(prev),Nch,k′, n)

Step 4: Find the data points ∈ X (curr) that need to be deleted from and to be added in S̃(prev) to obtain S̃(curr)

for t← 1 to k′ do
Zt = {S(curr)

t ∩ S̃(prev)
t } . data points in S(curr)

t which are already present in previous MMRS sample, S̃(prev)
t

if |Zt |> nt then . nt = |S̃(curr)
t | (or, the value at t-th index in N (curr)

{w(delete)
t } ← |Zt |−nt random data points to be removed from S̃(prev)

t to obtain S̃(curr)
t

else if |Zt |< nt then
{w(add)

t } ← nt −|Zt | random data points from S(curr)
t (not present in S̃(prev)

t ) to be added in S̃(prev)
t to obtain S̃(curr)

t .
end if

end for
W (delete) = {{w(delete)

1 },{w(delete)
2 }, ..., {w(delete)

k′ }} ; W (add) = {{w(add)
1 },{w(add)

2 }, ..., {w(add)
k′ }}

Step 5: Delete W (delete) elements and update previous VAT and iVAT outputs using dec-VAT/dec-iVAT algorithms
for i← 1 to |W (delete)| do

j = arg(P(prev) = S̃(prev)

w(delete)
i

) . Find the position of w(delete)
i in P(prev). where w(delete)

i is the i-th element of W (delete)

(P(curr), F(curr), h(curr), D∗
(curr)

n ) = dec-VAT (P(prev), F(prev), h(prev), D∗(prev)
n , j)

D′∗
(curr)

n = dec-iVAT (D′∗
(prev)

n , D∗
(curr)

n , j)
S̃(curr)← S̃(prev)/ w(delete)

i
K = arg(P(curr) > j)
P(curr)

K ← P(curr)
K −1

end for

Step 6: Add W (add) elements and update current VAT and iVAT outputs using inc-VAT/inc-iVAT algorithms
for i← 1 to |W (add)| do
{j}= {S̃(curr)

P(curr)
1

, S̃(curr)

P(curr)
2

, ..., S̃(curr)

P(curr)
n
}

V = {dist(x(curr)

w(add)
i

,x(curr)
j1

), ...,dist(x(curr)

w(add)
i

,x(curr)
jn )} . distance of x(curr)

w(add)
i

to S̃(curr), ordered by P(curr)

(P(curr), F(curr), h(curr), D∗
(curr)

n ) = inc-VAT (P(curr), F(curr), h(curr), D∗(curr)
n ,V )

D′∗
(curr)

n = inc-iVAT (D′∗
(curr)

n , D∗
(curr)

n )

S̃(curr)← S̃(curr)∪w(add)
i

end for

Step 7: Update the previous dataset, MMRS and VAT/iVAT parameters assigning with the current dataset, MMRS and
VAT/iVAT parameters, respectively, for the next chunk (or iteration)

Input data: X (prev) = X (curr)

MMRS input: M(prev) = M(curr); Dmax(prev) = Dmax(curr); R(prev) = R(curr); N (prev) = N (curr); and S̃(prev) = S̃(curr)

inc-VAT/dec-VAT input: P(prev) = P(curr); F(prev) = F(curr); h(prev) = h(curr); D′∗
(prev)

n = D′∗
(curr)

n ; and D∗
(prev)

n = D∗
(curr)

n
end for

Step 8 (optional): Obtain k-aligned partition of sample S̃(curr) by cutting the MST using cut threshold magnitudes ordered by
h(curr) in MST, as given Eq. 6.1.

Output: iVAT image I(D′∗
(curr)

n ) to estimate k, and (optional) k-aligned partition of sample S̃(curr).
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• an N× k′ (distance) matrix R, whose entry ri j denotes the distance of the j-th MM point in

XN , m j, to the i-th data point in XN , xi.

• N = {n1,n2, ...,nk′} whose entry n j represents the number of local (random) samples for

m j.

• a set of MMRS data points, S̃, whose entry S̃ j contains the indices of the n j local samples

of m j.

The pseudocode of inc-siVAT algorithm is given in Algorithm 14. Below, we explain each

step of inc-siVAT algorithm:

Step 1: First, MMRS algorithm is applied to the initial data X (initN) to obtain an initial set of

k′ MM points, M(initN), and a MMRS sample, S̃(initN) (of size n). MMRS algorithm on X (initN) also

returns Dmax(initN) and R(initN).

Step 2: Then, a static image of reordered dissimilarity matrix D′∗
(initN)

n is obtained by applying

VAT followed by iVAT on a square distance matrix D(initN)
n , which is computed using initial MMRS

sample S̃(initN).

Let X (prev) denotes the previous data points arrived until the last time instant (or last iteration).

After Step 2, X (prev) is initialized with X (initN), so X (prev) = X (initN). Similarly, M(prev) = M(initN),

Dmax(prev) = Dmax(initN), R(prev) = R(initN), and S̃(prev) = S̃(initN). Then, for each incoming chunk

X (ch), following steps are performed to incrementally update the MMRS samples and the RDI.

Step 3: When a new chunk X (ch) arrives, an augmented current dataset X (curr) is obtained

such that X (curr) = {X (prev)∪X (ch)}. Then, our novel incremental MMRS algorithm, inc-MMRS,

is applied to X (curr) with k′, n, X (ch), X (prev) and previous MMRS outputs as input to the inc-

MMRS algorithm. The pseudocode of the inc-MMRS algorithm is given in Algorithm 15. Below,

we explain the inc-MMRS algorithm.

1. Initialization: First, we initialize the current MMRS output (to be computed for X (curr)),

M(curr) and Dmax(curr), with the previous MMRS output i.e., M(curr)←M(prev), and Dmax(curr)←

Dmax(prev). In order to store the distance of each MM point ∈M(currr) to each of the data

points in current dataset X (curr), the distance matrix R(curr) is first initialized with R(prev)

which already contains the distance of each MM point ∈ M(prev) (now, M(curr)) to X (prev),

and then, appended with a zero matrix, Qch (of size Nch× k′), to store the distance of each
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MM point ∈M(curr) to each of the data points in new chunk X (ch), so R(curr)← R(prev)|Qch.

Let Nprev denotes the number of data points in X (prev) (also, the number of rows in R(prev)),

then the size of R(curr) is Ncurr× k′, where Ncurr is the number of data points in X (curr), so

Ncurr = Nprev +Nch.

2. In step 1 of the inc-MMRS algorithm, we identify if there is a new MM point in X (curr), after

a new chunk X (ch) arrives. The change in MM points is identified using a boolean variable,

ChangeMM, which is 1 if we get a new furthest (distinguished) point in X (curr), else it

is 0. Recall that, a (new) MM point is the point which is furthest to the closest element

of the existing MM points. To identify the change in MM points, first, we compute the

distance of the first MM point m(prev)
1 to each of the new data points ∈ X (ch), and store them

at corresponding rows and column of R(curr). Then, for each MM point m(prev)
t ∈ M(prev),

the minimum Euclidean distance of each new data point ∈ X (ch) to the existing (t − 1)

MM points, M(prev)
1:t−1 , is computed, which is denoted by D. If, corresponding to a MM

point m(prev)
t , the maximum distance in D is greater than the previous maximum distance

dmax(prev)
t , then it indicates the presence of a new furthest or MM point in X (curr) i.e.,

ChangeMM = 1.

3. If a change in MM points is identified (say) at t-th MM point of M(prev), then the first (t−1)

MM points of M(prev) are retained in M(curr), but the next k′− t + 1 MM points, denoted

as M(curr)
t:k′ , are recomputed using Step 2 of the inc-MMRS algorithm. The remaining MM

points in X (curr) are computed following the similar steps as mentioned in Step 1 of the

MMRS algorithm.

4. It is possible that the some of the data points in Xprev that were closest to a MM point

(say) m(prev)
t ∈M(prev) may not be closest to the same MM point m(curr)

t ∈M(curr) in current

data (after a chunk arrives), even if m(curr)
t = m(prev)

t . In other words, those data points

may now belong to a different group in Xcurr. Therefore, we again divide the entire dataset

X (curr) into the k′ groups {St}k′
t=1 using NPR, similar to the Step 2 of the MMRS algorithm

(Algorithm 3). Some of these k′ groups in X (curr) may correspond to the new MM points

identified in the previous step.

Step 4: In this step, we identify the data points that were associated with the t-th group of the
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Algorithm 15 inc-MMRS
Input: (X (prev), X (ch), X (curr), M(prev), Rprev), Dmax(prev), Nch, k′, n
Initialization: Boolean variable, ChangeMM = 0 (1, if there is a new (furthest) MM point after adding
X (ch) to (X (prev)), Initialize M(curr) ← M(prev); Dmax(curr) ← Dmax(prev); and R(curr) ← {Rprev)|Qch}
. A zero matrix Qch (of size Nch × k′) is appended to R(prev) to store the distances of existing MM
points, M(prev), to the data points of new chunk, X (ch), hence, the size of R(curr) is Ncurr × k′, where
Ncurr = Nprev +Nch, and Nprev is the number of data points in X (prev) (or the number the rows in R(prev)).

Step 1: Check if there is a change in previous MM points
D= {dist{x(prev)

m(prev)
1

,x(ch)
1 }, ..,dist{x(prev)

m(prev)
1

,x(ch)
Nch
}}

R(curr)
((Nprev+1):Ncurr)1

=D . Store the distances of the first MM point, m(prev)
1 , to the new data points, X (ch),

in R(curr)

for t← 2 to k′ do
D= min(D,R(inc)

((Nprev+1):Ncurr)(t−1)) . See Step 1 of Algorithm 3.

if max(D) > dmax(prev)
t then

ChangeMM = 1; . if there is a new furthest point
break

else
R(curr)
((Nprev+1):Ncurr)t

= {dist{x(prev)

m(prev)
t

,x(ch)
1 }, ..,dist{ x(prev)

m(prev)
t

,x(ch)
Nch
}}

end if
end for

Step 2: If ChangeMM = 1 at tth MM point, m(prev)
t , then recompute next M(curr)

t:k′ , Dmax(curr)
t:k′ , R(curr)

•(t:k′)
if ChangeMM = 1 then

M(curr)
t:k′ ← 0; Dmax(curr)

t:k′ ← 0 ; R(curr)
•(t:k′)← 0

D= min(R(curr)
•(1:t−1))

while t ≤ k′ do
D= min(D,R(curr)

•(t−1))

m(curr)
t = argmax

1≤ j≤Ncurr

{D j}

dmax(curr)
t = d

m(curr)
t

R(curr)
•t = {dist{x(curr)

m(curr)
t

,x(curr)}, ..,dist{x(curr)

m(curr)
t

,x(curr)}}
t← t +1

end while
end if

Step 3: Group each object in X (curr) with its nearest MM point in M(curr)

S(curr)
1 = S(curr)

2 = ...= S(curr)
k′ = /0

for j← 1 to Ncurr do
t = argmin

1≤ j≤k′
{dist{x(curr)

m(curr)
j

,x(curr)
t }}

S(curr)
t = S(curr)

t ∪{l}
end for
nt =

⌈
n∗ |S(curr)

t |/Ncurr

⌉
; N (curr) = {n1, , ...,nk′}

Output: M(curr),R(curr),Dmax(curr), N (curr), and S(curr)
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previous MMRS sample, S̃(prev)
t , and are still associated with the same (t-th) group of the current

dataset X (curr), S(curr)
t (not to be confused with MMRS sample S̃(curr)

t , which is yet to be computed).

Let Zt denotes the data points which are present in both S̃(prev)
t and S(curr)

t . If the number of data

points in S(curr)
t that are already present in S̃(prev)

t , denoted by |Zt |, are greater than the number of

data points required to build the t-group of the current MMRS sample S̃(curr)
t , nt , i.e., if |Zt |> nt

then we require |Zt |−nt random data points to be deleted from S̃(prev)
t to obtain S̃(curr)

t . If |Zt |< nt ,

then we require nt − |Zt | random data points from S(curr), which are not present in S̃(prev)
t , to be

added in S̃(prev)
t to obtain S̃(curr)

t . Let W (delete) and W (add) contain the indices of these (random)

elements in X (curr) which are required to be deleted from or added to S̃(prev), respectively, to obtain

S̃(curr).

Step 5: In this step, we delete the W (delete) elements one by one and update the previous

VAT/iVAT outputs using dec/VAT and dec-iVAT algorithms [69]. For each element w(delete)
i ∈

W (delete), we first find the w(delete)
i -th element of X (curr), in the current sample S̃(curr), and subse-

quently, find its position, j, in the previous VAT reordering indices, P(prev). Then, the dec-VAT

algorithm is used to delete the j-th element in P(prev), and subsequently, to obtain current (updated)

VAT outputs, P(curr), F(curr), h(curr), and D∗
(curr)

n . Then, the current iVAT reordered dissimilarity

matrix D′∗
(curr)

n is obtained using dec-iVAT algorithm. Also, the w(delete)
i -th element is deleted from

S̃(prev) to obtain S̃(curr). Since, the j-th element is deleted, the values of P(curr), which are greater

than j, are decreased by 1.

Step 6: In this step, we insert the new elements W (add) one by one, and update the current

(from the last step) VAT/iVAT outputs using inc-VAT and inc-iVAT algorithms [69]. For each

element w(add)
i ∈W (add), its distances to all the data points in S̃(curr) are computed and reordered

using the indices in P(curr), to obtain L (refer to inc-VAT description in Chapter 2). Then, using L

and VAT outputs from the last step, the inc-VAT algorithm is used to insert w(add)
i -th element of

X (curr) in P(curr) to obtain updated P(curr), F(curr), h(curr), and D∗
(curr)

n . Subsequently, the updated

iVAT reordered dissimilarity matrix D′∗
(curr)

n is obtained using inc-iVAT algorithm. The current

MMRS sample S̃(curr) is updated by adding w(add)
i -th element of X (curr).

Step 7: For the next incoming chunk, the current data X (curr) acts as the previous data X (curr),

so X (curr)← X (prev). Similarly, the current MMRS and VAT outputs computed for X (curr) act as

previous outputs for processing the next incoming chunk.
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The image of the current iVAT reordered dissimilarity matrix D′∗
(curr)

n , I(D′∗
(curr)

n ), provides the

visualization of evolving cluster structure in X (curr). For each incoming chunk, Steps 3− 7 are

performed to delete and/or insert the MMRS data points from/to the previous MMRS samples,

and subsequently, to obtain the iVAT image I(D′∗
(curr)

n ) for the current data X (curr).

The inc-siVAT algorithm is a landmark window based approach which considers the data from

the beginning until the current time instant. So, the number of data points in current data, Ncurr,

increases with the arrival of each new chunk which may slow down the computation process over

the time due to memory constraints. This problem can be solved by adopting a sliding window

approach with the existing landmark window approach of inc-siVAT. Let Nmem denotes the number

of data points that can be accommodated by an allowable memory without significantly slowing

down the computation process. When Ncurr > Nlm, the oldest Nch (or as per user selection) data

points and corresponding MMRS points are deleted using dec-VAT/dec-iVAT algorithm to accom-

modate new Nch number of data points of X (ch) in the inc-MMRS algorithm.

Anomaly Detection

In data clustering, clusters that are too far from the main clusters, or have only a few data

points, are considered as anomalies or outliers. In inc-siVAT, we use the clustering based concept

as used in [69] for anomaly detection in streaming data. In (optional) Step 8 of the inc-siVAT

algorithm, clusters in S̃(curr) are obtained by cutting the MST using cut threshold magnitudes [252]

ordered by edge distances h(curr) in the MST. The cluster boundaries are defined by those indices

t, which satisfy

hnt > α×mean(h(curr)), (6.1)

where α ≥ 1 is a user-defined parameter that controls how far two groups of data points should be

from each other to be considered as separate clusters. Smaller values of α represent tighter cluster

boundaries, while large values of α create loose cluster boundaries. So, we cut those edges of the

MST, given by h(curr) that satisfy (6.1), to obtain k-aligned partitions of S̃(curr). The k-partitions

of the MMRS S̃(curr) are non-iteratively extended to the remaining (non-sampled) N−n objects in

X (curr) using the NPR.
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A partition in MMRS sample S̃(curr)
t is considered as an anomalous set of points if it satisfies

the following condition:

|S̃(curr)
t |< β ×n, (6.2)

where |S̃(curr)
t | is the number of data points in partition S̃(curr)

t , 0 ≤ β ≤ 1 is a user-defined pa-

rameter, and n is the number of data points in S̃(curr). Large values of β cause even large groups

of data points that are far from other partitions to be regarded as anomalous. As β decreases, the

same anomalous partitions eventually becomes part of the normal partitions, and only isolated data

points or a partition of few data points remain anomalous. The procedure to choose an optimal

value of α and β is described in [69, 252].

6.4 Experiments

We performed three sets of experiments. In the first experiment, we illustrate the efficacy of

the inc-siVAT algorithm to facilitate cluster evolution analysis in high-velocity, big data streams.

In the second experiment, we compare siVAT and inc-siVAT algorithm based on their run-time

performance on the large streams of big data. In the last experiment, we demonstrate the appli-

cability of the inc-siVAT algorithm for anomaly detection in big streaming data. The experiments

were performed using MATLAB on a Windows 7 (64 bit) PC with 16 GB RAM and Intel i7 @3.40

GHz processor.

Unless otherwise mentioned, the inc-siVAT parameters are, k′ = 30, n = 200, and initN =

Nch = 500. Since, the inc-siVAT displays an incrementally built iVAT image every time after a

new chunk arrives, it is not possible to show all the images here.

6.4.1 Cluster Evolution Analysis in Big, Streaming Data

In this experiment, we illustrate the effectiveness of the inc-siVAT algorithm to demonstrate

the evolving cluster structures in streams of the two big datasets that evolve significantly over time.
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Figure 6.2: 2D data scatterplots (first row) and (incrementally built) inc-iVAT (second row) and
inc-siVAT (last row) images of a big, streaming data X at Ncurr = 5000, 12500, 48000, 50000,
75000, and 100000 data points.

6.4.1.1 2D Synthetic Data Experiment

In this experiment, we compare inc-siVAT images to inc-iVAT images to demonstrate the su-

periority of the inc-siVAT to provide visualizations of evolving cluster structures in large data

streams of a 2D synthetic dataset. The inc-iVAT algorithm handles input data streams by con-

sidering one data point at a time, whereas, the inc-siVAT algorithm handles input data streams in

chunks by considering one chunk at a time. Only the most recent 5000 data points are consid-

ered in inc-iVAT to obtain a current iVAT image, due to its limitation for N > 5000, whereas, the

inc-siVAT uses the entire data from the beginning until now, and summarizes it to a small size (n)

MMRS sample, and subsequently, constructs its current iVAT image.

The 2D synthetic dataset X , having 100,000 data points, is constructed by drawing samples

from a mixture of seven Gaussian distributions, as shown in Fig. 6.2 (in the first row). The first

50,000 data points in X are extracted from the five different Gaussian distributions, four of them

having 12,000 points each and one having 2,000 data points, i.e., |X1|= |X2|= |X3|= |X4|= 12,000,

and |X5|= 2,000. These five clusters are shown with different clusters in Fig. 6.2(d). The next

50,000 data points are generated from two different Gaussian distributions, with equal number

(25,000) of data points from each of them, such that they form the bridge between two pairs
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of clusters, X1 and X2, and X3 and X4, respectively, as shown with yellow and dark green color

in Fig. 6.2(f). For a demonstration of evolving clusters, the input data X is taken as data streams,

in which data points are arranged according to the cluster they belong. So, the first 12,000 points

belong to the cluster X1, the next 12,000 points belong to the cluster X2, and so on. Views (a-f)

in Fig. 6.2 show scatterplots of 2D data X at six different instants (in the first row), and views

(g-i) and views (m-r) show corresponding (incrementally built) inc-iVAT (in the second row) and

inc-siVAT images (in the last row), respectively.

Fig. 6.2(a) shows the scatterplot of the first 5,000 data points, all belonging to cluster X1. The

presence of a single dark block in corresponding inc-iVAT and inc-siVAT images in views (g) and

(m) confirm the presence of a single cluster in the current data, X (1:5000). Fig. 6.2(b) shows the

scatterplot of the first 14,500 data points, in which first 12,000 points belong to cluster X1 and

the next 2,500 points belong to cluster X2. Although, both inc-iVAT and inc-siVAT images (views

(h) and (n)), present two dark blocks confirming the two clusters in current data X (1:14500), the

size of the dark blocks in both the images is different. Since the inc-iVAT considers the most

recent 5000 data points, X (9500:14500), its image shows two dark blocks of equal size, proportional

to the (equal) number of points from cluster X1 and X2 i.e., 2,500 points from each cluster in

X (9500:14500). Whereas, the inc-siVAT summarizes the entire data X (1:14500) in its MMRS sample

(n = 200), so its image shows one big dark block corresponding to 12,000 data points of cluster

X1 and one small dark block corresponding to 2,500 data points from cluster X2, in current data

X (1:14500).

Fig. 6.2(c) shows the scatterplot of the first 48,000 points, having 12,000 points from each

of the four clusters, X1, X2, X3 and X4. A single dark block in its inc-iVAT image (view (i))

indicates only a single cluster corresponding to points belonging to cluster X4 in X (43000:48000),

without showing four clusters that evolved over time in data streams of X (1:48000). Whereas, the

four dark blocks (of the same size) in its inc-siVAT image confirms the presence of the four equal

size clusters in the current data.

Fig. 6.2(d) shows the scatterplot of the first 50,000 points, in which 2000 data points of cluster

X5 are added to the previous 48,000 data points. Unlike inc-iVAT image which shows only two

dark blocks corresponding to 3000 data points from cluster X4 and 2000 data points from clus-

ter X5 in X (45000:50000), the inc-siVAT image shows five dark blocks including a tiny dark block
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corresponding to recently evolved (small size) cluster X5.

Fig. 6.2(e) shows the scatterplot of the first 75,000 points, in which 25,000 new data points

are added (shown in yellow) to X (1:50000) from a different Gaussian distribution such that they

create an overlap between cluster X1 and X2 forming one bigger cluster. The inc-iVAT image in

view (k) indicates only a single cluster corresponding to the recent 5000 data points from the same

distribution. The inc-siVAT image shows one big, one tiny, and two small dark blocks. Two small

dark blocks correspond to cluster X3 and X4, a tiny dark block represents cluster X5, and the big

dark block corresponds to the bigger cluster which formed after adding 25,000 new data points

to the previous dataset. The three small sub-blocks inside the big dark block correspond to the

cluster X1, X2 and the points from the new Gaussian distribution, showing an overlap (similarity)

among them.

Finally, Fig. 6.2(f) shows the scatterplot of all the 100,000 data points, in which 25,000 new

data points are added to X (1:75000) from a different Gaussian distribution such that they form an

overlap between cluster X3 and X4. Similar to the previous example, the inc-iVAT image indicates

only a single cluster corresponding to the last 5000 data points from the same distribution. The

inc-siVAT image shows two big dark blocks and a tiny dark block indicating a total of three

clusters. The two big dark blocks (top left and bottom right in view (r)) correspond to the two big

clusters (in left and right side of view (f)) that evolved after adding last 50,000 data points from

two different Gaussian distribution forming an overlap between two pair of clusters, X1 and X2,

and X3 and X4, respectively. The tiny dark block represents a small cluster X5 containing 2,000

data points.

The overall conclusions that can be made from Fig. 6.2 are: (i) Due to the practical limitations

of inc-VAT for large N, it can consider maximum 5000 most recent data points to form iVAT image

for large data streams, whereas, the inc-siVAT summarizes the entire available data streams to a

small size (typically, n is 100 to 500) MMRS sample to obtain a small size iVAT image; (ii) The

inc-siVAT is superior to the inc-iVAT to provide the visualization of evolving cluster structures

in large data streams. (iii) Another advantage of inc-siVAT over siVAT is that the ordering of

dark blocks in output image may change when you apply siVAT after every chunk. Whereas, in,

inc-siVAT, ordering of dark blocks remain same after every chunk.
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Table 6.1: The number of data points in the four main clusters of KDD Cup’99 dataset.

Number of data points after Normal smurf attack back attack neptune attack
16th Chunk (8,000 pts) 7,787 207 0 2
25th Chunk (12,500 pts) 8,799 3,695 0 2

102th Chunk (51,000 pts) 38,174 11,258 1,037 2
108th Chunk (54,000 pts) 39,298 11,258 2,002 419
150th Chunk (75,000 pts) 41,188 11,258 2,002 20.482
680th Chunk (340,000 pts) 71,225 220,561 2,103 41,122

6.4.1.2 KDD Cup’99 Data Experiment

In this experiment, we illustrate inc-siVAT on the streams of KDD Cup’99 dataset, which has

been used earlier in several studies [64, 67, 68, 138] for streaming data clustering. This dataset

corresponds to an important problem of automatic and real-time detection of cyber attacks, that

evolve significantly over time in the streams of this dataset. Therefore, it is challenging to track

evolving clusters from the dynamic streams of this dataset.

KDD Cup’99 is a big, labeled dataset that specifies attack types (normal or attack). It con-

sists of 494,021 instances of 41 dimensional vectors1, and each vector is labeled to specify the

attack type. It has 23 labeled subsets, a normal subset and 22 simulated attacks that fall into four

main categories: DOS, R2L, U2R, and probing. As a result, data contains a total of five clus-

ters including normal connections. Some of these 22 attacks are neptune, back, smurf, pod, land,

butter-overflow, rootkit, spy, imap, nmap, and so on. Most of the connections in the streams of this

dataset are normal, but occasionally there could be a burst of attacks at certain times.

Fig. 6.3 shows the inc-siVAT images for KDD Cup’99 data streams at six different time in-

stants viz. after 16th, 25th, 102th, 108th, 150th, and after 680th chunk ((each chunk having a size

of 500 data points). We use the ground truth labels of this dataset to validate the cluster structures

suggested by the inc-siVAT images. Table 6.1 shows the number of data points for four dominant

categories of this dataset, namely, normal connections, smurf, back, and neptune attack, after six

different time instants.

After 16 chunks, 7,787 data points belong to the normal connections, 207 data points belong

to the smurf attack, and the remaining 6 points belong to other attacks. The inc-siVAT in view

1We normalized all 41 features to the interval [0;1] by subtracting the minimum and then dividing by the subsequent
maximum so that they all had same scale.
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(a) After chunk 16 (b) After chunk 25 (c) After chunk 102

(d) After chunk 108 (e) After chunk 150 (f) After chunk 680

Figure 6.3: inc-siVAT images visualizing evolving clusters in KDD Cup’ 99 datastreams at differ-
ent time instant

(a) of Fig. 6.3 confirms this by showing a big dark block (shown at top left in green rectangle)

corresponding to the data points belonging to the normal connections, a small dark block (at

bottom right) corresponding to the smurf attack, and several (hard to see) singleton dark blocks

corresponding to other attacks.

Between the 16th and 25th chunk, most of the data points belong to the smurf attack. The

evolution of a new cluster corresponding to the smurf attack also appears in the inc-siVAT image

in view (b) where the bottom right dark block, whose size has increased considerably after view

(a), suggests an increased number of data points belonging to smurf attack.

After 102th chunk, 1037 new data points belong to back attack while the number of data points

belonging to the normal connection and smurf attack increases to 38,714 and 11,258, respectively.

This evolution can also be seen in the inc-siVAT image in view (c) where the size of the dark block

corresponding to the smurf attack increases and a new small dark block emerges (at the bottom

right) corresponding to the new 1037 data points belonging to back attack.

After 108th chunk, 419 new data points belong to neptune attack, 2002 data points belong to

back attack, and the number of data points belonging to normal connection increases to 39,298.

The inc-siVAT image in view (d) reflects this evolution showing an additional small dark block

corresponding to new 419 data points belonging to the neptune attack, and the increased size of

the top left dark block indicates the increased number of data points belonging to the normal

connection.
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Almost all the data points between 109th and 150th chunk belong to the neptune attack result-

ing in total 20,482 data points belonging to the neptune attack, 41,188 data points belonging to

the normal connection, and 11,258 data points belonging to the smurf attack, after 150th chunk.

This evolution also appears in the inc-siVAT image in view (e) where the biggest dark (at top left)

block corresponds to the data points belonging to normal connections, the second biggest dark

block (at bottom right) corresponds to the neptune attack, and a small dark block (in the middle)

corresponds to the data point belonging to smurf attack.

Between 150th to 680th chunk, the number of data points belonging to smurf attack signifi-

cantly increases to 220,561, surpassing the data points belonging to normal connection (71,225)

and neptune attack (41,122). The biggest dark block in the inc-siVAT image in view (f), which

emerges in the middle, indicates that majority of the data points after 680 chunks belong to the

smurf attack. The smallest dark block in view (e) (after 150th chunk) is now the biggest dark block

in view (f), and the two biggest dark blocks in view (e) now appear as the two small dark blocks

in view (f) suggesting that the cluster structure has drastically changed after 680 chunks. This

illustrates the capability of inc-siVAT to provide the visualization of evolving cluster structures in

dynamic, rapidly arriving data streams.

6.4.2 Time Comparison

To illustrate the time complexities of the siVAT and inc-siVAT algorithm, we perform an ex-

periment on the same two datasets that we considered in the last experiment. We randomize the

rows of the 2D synthetic dataset so that data points belonging to the same cluster are not adja-

cent anymore. At the arrival of every new chunk, the siVAT and inc-siVAT algorithm is applied

on the current data X (curr), and their CPU time to compute the reordered dissimilarity matrices is

recorded.

Fig. 6.4 shows the time comparison between siVAT and inc-siVAT algorithm for 2D synthetic

and KDD Cup’99 datasets. The CPU time of the inc-siVAT increases most with every chunk,

whereas, the CPU-time of the inc-siVAT algorithm is always less than that of siVAT. This is be-

cause siVAT needs to be retrained everytime a new chunk arrives, whereas, the inc-siVAT incre-

mentally updates the MMRS sample after every chunk using the inc-MMRS algorithm. MM points

are updated only when a change in the previous MM points is identified by the inc-MMRS algo-
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Figure 6.4: Time comparison of siVAT and inc-siVAT for high-dimensional synthetic and KDD
datasets.

rithm after a new chunk arrives. Subsequently, an updated MMRS sample and its (incrementally

built) inc-siVAT image are produced using inc-VAT/dec-VAT and inc-iVAT/dec-iVAT.

The spikes in CPU-time plots for the inc-siVAT algorithm correspond to the changes in the

MMRS sample distribution after a new chunk arrives. A higher number of spikes corresponds

to the higher number of changes in the MMRS sample. And, a high magnitude spike in the

CPU-time plot of inc-siVAT algorithm (usually) corresponds to a significant change in the MMRS

sample distribution after a new chunk arrives. There are more spikes in CPU-time plot of the

inc-siVAT algorithm for 2D synthetic dataset compared to KDD Cup’99, whereas there are high

amplitudes spikes (but, low in numbers) in KDD Cup’99 dataset. This means that there were

frequent changes in the MMRS sample after every chunk of the 2D synthetic dataset, and there

were a few but significant changes in the MMRS sample distribution for the KDD Cup’99 dataset.

This is probably because most of the chunks in KDD Cup’99 dataset belong to either normal

connections, smurf, or neptune attacks that resulted in stable streams, but occasionally there were

a burst of attacks at certain times (chunks), resulting in a sudden change in cluster distribution.

6.4.3 Anomaly Detection

In this experiment, we demonstrate the applicability of the inc-siVAT algorithm for anomaly

detection in large, streaming data. This experiment is performed on three real datasets, including

two unlabeled datasets that have been used in previous studies for anomaly detection [69, 253].
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6.4.3.1 MiniBooNE particle identification data (MPID) experiment

This dataset consists of 130,064 records, and each record has 50 attributes. The samples of

MPID dataset are divided into 36,499 signal events of electron neutrinos and 93,565 background

events of muon neutrinos. For MPID, the parameters chosen for anomaly detection are: α = 50

and β = 0.02.

The streams of this dataset are relatively stable compared to the KDD dataset. So, the inc-

siVAT images do not change much across the chunks. Fig. 6.5 (a) shows the inc-siVAT (incremen-

tally built) image for MPID1:130500 (first 130500 data points). The two dark blocks (one big and

one tiny) along the diagonal indicates the two clusters in MPID data. The MST cut magnitude,

h(curr)
n , plot for MPID dataset is shown in Fig. 6.5 (d) with a red horizontal line showing the cut

threshold value of α ×mean(h(curr)
n ). A group of the data point(s), for which h(curr)

n is greater

than the cut threshold, are possible candidates for anomalies. Among them, the cluster whose size

is less than dβ × ne = d0.02× 200e = 2 is declared as anomalous. Therefore, the big dark block

in Fig. 6.5 (a) corresponds to a normal cluster (shown within a green rectangle) and the small dark

block, containing only one data point, corresponds to the anomaly. It is hard to see the single red

pixel at the bottom right corner of the image, so we have circled it for emphasis. Some previous

researches [253, 254] confirmed an anomaly in MiniBooNE dataset correspond to a low neutrino

energy signal in this dataset.

6.4.3.2 US Census 1990 data experiment

The US Census 1990 data is an example of a real-world unlabeled, big data which consists

of 2458285 records. Each record has 68 demographic and employment-related attributes, such as

age, gender, place of birth (POB), income, etc. For this experiment, we have set the parameters:

α = 2 and β = 0.02.

Figs. 6.5 (b) and (e), respectively, show the inc-siVAT image and h(curr)
n plot (with cut thresh-

old) for Census1:2,000,000. The inc-siVAT image suggests three dark blocks along its diagonal,

among them two blocks (one big and one small) correspond to the normal clusters, and the tiny

dark block, shown within the red circle, correspond to anomalies. Since it is an unlabeled data,

it was harder to find what class or attribute these anomalies correspond to in the data. However,
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Figure 6.5: h(curr)
n plot and inc-siVAT images showing normal and anomalous data points for (a,d)

MiniBoone; (b,e) US Census 1990l and (c,f) Heron Island Dataset

through eyeballing on the attributes of these anomalous data points, we could found out that these

anomalous data points correspond to the place of birth attribute, as out of 2,458,285 total census

records (people), there are only (lowest) 3286 records (or people) whose place of birth is in one of

the African countries, and they were living in the USA (in 1990).

6.4.3.3 Heron Island Data Experiment

This experiment is performed on a real-life dataset collected from the Heron Island weather

station deployed on the Great Barrier Reef, Australia [86]. This is an environmental dataset that

has three variables: air humidity, air pressure, and air temperature. The data were collected from

1st January 2009 to 2nd April 2009, every ten mins. For this experiment, we have set the parame-

ters: α = 2.5 and β = 0.02.

The inc-siVAT finds two anomalies in this data that appear as two tiny dark blocks at the

bottom right corner of the image, as shown in Fig. 6.5 (c). A large zoom is required to see the

smallest dark block in the image in view (c). These two anomalies correspond to the data points

collected on 5th and 9th March 2009. Previous studies [69, 86] on Heron island data identifies

these anomalies correspond to an unusual weather variation on 5th March and to Hamish Cyclone

on 9th March. The big dark block (cluster) in view (c) corresponds to normal weather.
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6.5 Summary

We proposed and developed an incremental version of the scalable iVAT algorithm, inc-siVAT,

for online visual assessment of evolving cluster structures in high-velocity, massive data streams.

The inc-siVAT algorithm uses Maximin Random Sampling (MMRS) scheme on initial data points

to extract a small size smart sample. Then, it incrementally updates the smart sample points on the

fly to reflect changes in data streams, using our novel incremental MMRS algorithm, inc-MMRS,

and subsequently, it produces a reordered dissimilarity image (RDI) which is built incrementally

using inc-VAT/inc-iVAT and dec-VAT/dec-iVAT algorithms.

We have demonstrated the effectiveness of the inc-siVAT to visualize evolving cluster structure

in dynamic streams of a synthetic and KDD Cup’99 dataset. We have also shown that time-

complexity of the inc-siVAT algorithm is less than the siVAT algorithm for each chunk of the

input data streams. The inc-MMRS summarizes the available data points to a fixed (small) size of

an intelligent sample, hence, it requires less memory to store and/or visualize the (small size) RDI

image. We have also shown the applicability of the inc-siVAT algorithm for anomaly detection in

large streams of the three real datasets including an IoT dataset.



Chapter 7

A Scalable Framework for Trajectory
Prediction

This chapter demonstrates big data clustering for a real-world application. Specifically, a

novel, hybrid framework, based on a scalable clustering, called Traj-clusiVAT, and Markov chain

models, is presented for vehicle trajectory prediction, which is suitable for a large number of

overlapping trajectories in a dense road network, typically for major cities around the world. The

proposed framework is compared with a mixed Markov model (MMM)-based and a NETSCAN-

based trajectory prediction model on two real-life, large-scale trajectory datasets. The short-term

and long-term trajectory prediction performance of the proposed framework is found to be better

in terms of prediction accuracy and distance error.

7.1 Introduction

With the widespread use of Global Positioning System (GPS) devices, smart-phones, sensor

network, and wireless communication technology, it is possible to track all kinds of moving objects

all over the world. The increasing prevalence of location-acquisition technologies has resulted in

large volumes of spatio-temporal data, especially in the form of trajectories. These data often con-

tain a great deal of information [184], which give rise to many location-based services (LBSs) and

applications such as vehicle navigation, traffic management, and location-based recommendations.

One key operation in such applications is the route prediction of moving objects.

Vehicle route prediction allows certain services to improve their quality, e.g., if the route of

vehicles is known in advance, intelligent transportation systems (ITSs) can provide route-specific

traffic information to drivers such as forecasting traffic conditions and routing the driver so as to

171
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avoid traffic jams. Route prediction also enables location-based advertising, which can advertise

certain products/services and special offers to the target commuters most likely to pass through

business outlets and stores based on their travel trajectory.

Recently, several studies have been carried out on trajectory prediction (TP), particularly after

Song et al. [193] demonstrated a 93% potential for predictability in user mobility, which supplied

the theoretical basis for location prediction methods. These methods mainly focus on two kinds

of prediction models. The first type is the short-term trajectory prediction model, which aims to

predict the next-location or a few locations in the near future. These models usually rely on current

location and one or two previous locations of an object to predict its next location. The second

type is the long-term trajectory prediction model which focuses on location prediction at a more

distant future time or on complete route prediction. These models generally rely on an available

partial trajectory of a moving object to predict the complete trajectory.

In urban areas, vehicle trajectories are usually constrained to a complex road network with

many parallel and perpendicular road segments and intersections, which makes their time progres-

sion very irregular. Due to the uncertainty of moving objects, most of the existing TP methods

only focus on predicting short-term partial trajectories. They have poor prediction accuracy for

long-term trajectory predictions, and they do not work well for estimating continuous and com-

plete trajectories. Moreover, traditional distance-based TP methods can only be applied to predict

possible routes within fixed constrained roadways, and they do not provide optimal routes for

complex road networks.

The sheer amount of vehicle trajectory data, if analyzed effectively, can significantly improve

route prediction performance. However, it is challenging to carry out trajectory prediction from a

large amount of trajectory data. The huge volumes of data to be processed precludes using machine

learning based TP methods. Existing TP methods are hybrid in nature and usually use classical

frequent sequential pattern based algorithms, Markov model-based algorithms, or clustering based

algorithms. Most of them cannot handle a large number of trajectories, especially when they

span a large area of a road network. Therefore, most TP methods demonstrated in the literature

use synthetic or small to medium size real trajectory datasets. Section 7.2 discusses existing TP

methods and their limitations for large-scale trajectory data.

To address these challenges and overcome the drawbacks of existing TP methods, this chapter
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presents a novel, scalable framework for both short-term and long-term TP, which is suitable for

large numbers of overlapping trajectories in a dense road network, typical for major cities around

the world. First, we cluster the large trajectory data using a modified version of two-stage clusiVAT

(clustering using improved Visual Assessment of Tendency) algorithm [63], which we call Traj-

clusiVAT, implemented for trajectory prediction task. The Traj-clusiVAT algorithm first extracts

a smart sample using the Maximin-Random sampling (MMRS) scheme [41], which provides a

good representation of input cluster structure (present in the original data). Then, it uses the

iVAT algorithm to visually determine the number of clusters (k) in input data, and subsequently, it

partitions the trajectory sample into k clusters which contain different frequent movement patterns

in the trajectory data. Then, the remaining non-sampled trajectories are assigned to one of k

clusters using the nearest prototype rule (NPR). Finally, Markov chain models are constructed

from the trajectories in each cluster. These models quantify the movement patterns within clusters,

and subsequently, can be used for TP.

7.2 Related Work

Several studies address the problem of trajectory prediction, which includes the problem of

short-term prediction such as predicting the next location, and long-term prediction such as future

locations or complete route prediction. These methods mainly focus on discovering frequent pat-

terns using various data mining methods. Many of these methods are hybrid and can be broadly

classified into three categories: (i) Rule-based learning based approaches (ii) Markov model-based

approaches (iii) Clustering-based approaches.

7.2.1 Rule-based learning based approaches

Several rule-based methods have been used for location prediction. Morzy [194] implemented

a modified version of the PrefixSpan algorithm to extract association rules from a moving object

database, and used frequent pattern tree with a matching function to select the best association rule

from the database of movement rules. Jeung et al. [195] proposed a hybrid prediction approach,

which combines association rules in the form of trajectory patterns with the motion functions of

an object’s recent movements, to estimate future locations. Given an object’s recent movement
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and predictive queries, the best association rule is chosen for prediction. The query processing

approaches presented in [195] can only support near and distant-time predictive queries, unsuitable

for long-term trajectory prediction. Moreover, with the huge number of trajectories, the number

of association rules is also huge, which makes association-rule based algorithms impractical for

large-scale mobility data.

Monreale et al. [255] built a decision tree that they called a T-pattern Tree, based on the

frequent movement patterns extracted using a Trajectory Pattern algorithm, and predicted the next

location of a new trajectory based on the best matching functions. However, mining of frequent

trajectory patterns is computationally expensive. The method in [255] is similar to the use of

association rules as predictive rules in rule-based classifiers. Therefore, this method [255] may

result in a large number of predictive rules for voluminous trajectories. Qiao et al. [206] proposed

a TP algorithm, called PrefixTP, which examines only the prefix subsequences, and projects their

corresponding postfix subsequences into projected sets. Then, for a partial trajectory, it recursively

finds a postfix sequence based on the minimum support count requirement and then declares the

most frequent sequential pattern as the most probable trajectory. Finding subsets of trajectory

sequential patterns is a recursive mining process, which is also computationally extensive.

7.2.2 Markov model-based approaches

Markov models (MMs) have been widely used to mine frequent patterns for route prediction

problems. Ishikawa et al. [196] proposed a model to extract mobility statistics, called the Markov

transition probability, which is based on a cell-based organization of target space and a Markov

chain model, and employed R-tree spatial indices to compute Markov transition probabilities.

Simmon et al. [197] presented a Hidden Markov Model (HMM) based probabilistic approach

to predict a driver’s intended route and destination through observations of the driver’s habits.

Asahara et al. [87] suggested that standard MM and HMM are not generic enough to encompass

all types of movement behaviour. They proposed a variant of Markov model, called the mixed

Markov-chain model (MMM), as an intermediate model between individual and generic models,

for pedestrian movement prediction. Gambs et al. [198] extended a previously proposed mobility

model, named v-Mobility Markov Chain (v-MMC), to incorporate the v previous visited locations.

They showed that prediction accuracy increases with v, but increasing v beyond two does not
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compensate for the significant overhead in terms of computation and space for learning and storing

the mobility model. They only considered the sequence of the significant locations, instead of all

locations, to build higher order MM.

Most of the MMs do not consider the discontinuous chain of the hidden states, and there-

fore, the state retention problem can drastically degrade the accuracy of location prediction sys-

tem [206]. For the irregular trajectory data, the movement rules cannot be easily represented by

Markov models, which may cause loss of continuous location information [206]. Moreover, the

HMM approaches use the Baum-Welch algorithm for parameter learning and the Viterbi algo-

rithm to find the most likely sequences of hidden states. These algorithms impose a significant

computation burden for large-scale trajectory datasets.

7.2.3 Clustering based approaches

Some researchers have proposed trajectory clustering based route prediction methods, which

partition the trajectories into several clusters representing different motion patterns based on the

trajectory similarity. Various clustering approaches [201] using different methods and distance

measures between trajectories have been proposed in the literature. Road network constrained

trajectory clustering approaches can be classified into two broad categories. The first type uses

the traditional clustering approaches such k-means and DBSCAN with specially designed distance

measures [185, 188, 202, 203] for trajectories. The second category of algorithms [88, 190] cluster

road segment vehicle frequencies based on density and flow.

Ashbrook et al. [199] presented a system that automatically detected the significant locations

from GPS data using k-means clustering, and then incorporated these locations into an MM to

predict the next location. Mathew et al. [200] presented a hybrid method for human mobility

prediction, which first clusters location histories according to their characteristics, and then trains

an HMM for each cluster. A poor prediction accuracy of 13.85% was obtained on a real, large-

scale trajectory dataset using this method. Chen et al. [256] proposed a next-location prediction

approach combining two clustering models, which cluster the objects based on the spatial locations

and trajectories using a similarity metric, respectively, and then it trains a series of MMs with

trajectories in each cluster.

Ying et al. [257] proposed an approach for predicting the next location based on geographic
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and semantic features of user trajectories. This method requires the calculation of a semantic

score for each candidate path, which generally incurs additional overhead when compared with

other methods. A probabilistic TP model was proposed in [204] based on two mixture models, a

Gaussian Mixture Model (GMM) and a Variational Gaussian Mixture Model (VGMM), optimized

using the Expectation Maximization (EM) algorithm. Their method requires the prior selection

of the number of Gaussian components and other distribution parameters. They evaluated their

method on a small dataset, which consists of only 69 trajectories. Qiujian et al. [258] proposed a

spatio-temporal prediction and a next-place prediction model based on an entropy-based clustering

approach and HMMs.

Traditional clustering [185, 188, 202, 203] based prediction methods are not scalable for a

large number of trajectories as distance matrix computation is time and space prohibitive. Most of

them require the number of clusters to be known in advance, but in practice, it is often unknown,

making it difficult for the user to choose the optimal number of clusters for location prediction.

Furthermore, the clusters are determined by fixed rules. Some of the road network based clustering

approaches [88, 190], though scalable, produce clusters having high intra-cluster variance, which

span a large area of a road network.

Most of the work done in the area of trajectory prediction either use synthetic datasets [87,

194, 195, 205] or real datasets with small to medium numbers of data points [255, 256, 259]. Most

of them cannot handle big trajectory datasets. There have been several attempts to demonstrate

trajectory prediction on real data having a large number of samples. For example, [206] uses a

real dataset consisting of 4.9 million trajectories (790 million GPS points) as a population, but

only small subsets having a maximum 30,000 trajectories are used in their experiments. The

largest real dataset used was in [258], consisting of 37 million GPS points. They utilized [258] the

MapReduce model in their implementation to handle large datasets.

In this chapter, experiments were performed on two real-life, taxi trajectory datasets including

a large-scale taxi trajectory dataset consisting of 370 million GPS traces and 3.28 million passen-

ger trips from 15,061 taxis during the period of one month in Singapore. This was the first time

TP has been performed on such a large number of real-life road network trajectories.
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7.3 Preliminaries

In this section, we introduce some basic terms and definitions, which are required in the sequel.

7.3.1 Road Network and Trajectories

The road network is represented as an undirected graph

GRN = (V,E), (7.1)

comprising a set V of intersections or nodes of the road network with a set E of road segments or

edges, Ri ∈ E such that Ri = (ria ,rib), where ria ,rib ∈V and there exists a road between ria and rib .

The edge Ri is given a weight equal to the length of Ri. For such a road network, we define the

following:

Definition 7.1. (Trajectory): A trajectory T of length l is a time ordered sequence of road seg-

ments (RS), T = 〈R1,R2, ...,Rl〉, where R j ∈ E,1≤ j ≤ l, and R j and R j+1 are connected.

Definition 7.2. (Sub-Trajectory): T s = 〈L1,L2, ..,Lp〉 is a sub-trajectory of sequence T = 〈R1,R2, ..,Rl〉,

p ≤ l, if there are integers 〈i1, i2, ..ip〉 (1 ≤ i1 < i2 < ... < ip), 〈 j1, j2, .. jp〉 (1 ≤ j1, j2 = ( j1 +

1), ..., jp = ( jp−1 + 1) ≤ l), and i1 ≤ j1, Li1 = R j1 , Li2 = R j2 , ..,Lip = R jp . Then T s is called a

sub-trajectory of T , denoted by T s v T .

Definition 7.3. (Frequent Road Segment): A Frequent road segment (FRS), RFRS, in a trajectory

set is a segment that contains at least MinT percentage of trajectories of the set passing through

the segment, otherwise, the segment is labeled as "non-FRS". The percentage MinT is a tunable

parameter, and we call it the FRS threshold.

Definition 7.4. (Partial Trajectory): A partial trajectory T p is a sub-trajectory of a given trajec-

tory T if and only if their sequences start from the same segment.

Definition 7.5. (Source Segment): The segment from which a trajectory T originates is called

the Source Segment (SS), RSS, and the start node of T is called the Source Node (SN) of that

trajectory. For a trajectory T = 〈R1,R2, ...,Rl〉, the road segment R1 is RSS. Node r1a is the SN, if

R2 has node r1b , else r1b is SN, where R1 = (r1a ,r1b), and r1a ,r1b ∈V .
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Table 7.1: Notations

Symbol Definition
T The set of trajectories
Ti The ith trajectory of set T
li The length (or number of segments) of trajectory Ti

Ri The ith segment of trajectory Ti

N, n number of trajectories in T and MMSR sample S, respectively
k,K number of non-directional and directional clusters in S
T j Set of trajectories in cluster j
N j Number of trajectories in cluster j
R j Set of points (segments) in cluster j

C (T ) Set of cluster of trajectories
RFRS, RFRS Frequent road segment (FRS) and the set of FRSs, respectively

RSS, RSS Source segment and the set of SSs, respectively
RFSS, RFSS Frequent source segment (FSS) and the set of FSSs, respectively

M j Transition probability matrix for cluster j
W j Transition count matrix for cluster j

Definition 7.6. (Frequent Source Segment): The SS which is FRS, is called Frequent source

segment (FSS), RFSS.

Definition 7.7. (Problem Definition): Assume that a historical trajectory database, containing N

trajectories, denoted by T = {T1,T2, ...,TN} is given. Then, for a given partial trajectory T p =

〈L1,L2, ...,Lm〉, the goal is to predict the future road segments Li, where i,m ∈Z and i≥ m+1.

7.3.2 Distance Measure (trajDTW)

Most of the existing distance measures for trajectory similarity are not suitable for a large

number of overlapping trajectories in a dense road network due to the use of either the number of

overlapping road segments or maximum/minimum distance between trajectories in their compu-

tation. In our work, we use the Dijkstra based dynamic time warping (DTW) distance measure,

trajDTW [260] to compute trajectory similarities which is suitable for a large number of overlap-

ping trajectories in a dense road network. The superiority of the trajDTW over the traditionally

used dissimilarity with length (DSL) and Hausdorff distance measures is demonstrated in [260].

The trajDTW is a normal DTW algorithm with a Dijkstra distance matrix based cost function and

a window parameter w, which is set to the half of the length of shorter of two trajectories, to avoid

overestimation of the actual distance. As the road network is static, the distance matrix Dall (of
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size (|E|×|E|) of all the edges E in GRN can be pre-computed and stored.

7.3.3 Non-directional trajDTW

The directionality of trajectories can result in misleading distances among them, which in

turn may cause incorrect clustering results. For example, suppose there are two trajectories T1

and T2, which follow the same route but in opposite directions, then the distance between them

considering their directions in computation will be higher than the distance computed without

considering their directions. Therefore, if their movement direction is considered as part of the

distance computation, T1 and T2 may not be grouped in the same cluster. The problem of incorrect

distance measure due to the movement direction of trajectories is addressed by reversing one of

them (reversing the sequence order so that the starting point becomes the ending point and vice

versa), and taking the minimum distance between the first and second trajectory, and the first

trajectory and second reverse trajectory. This distance is called non-directional trajDTW [260],

and is given as:

(7.2)non-directional trajDTW(T1,T2) = min(tra jDTW (T1,T2), tra jDTW (T1,Reverse(T2))

7.3.4 Markov Chain Model

A Markov chain (MC) is the simplest form of the Markov process in which only the current

state determines the probability of transitioning to the next state. Specifically, a Markov chain

model is defined by the transition matrix M, which contains the transition probabilities associated

with various state changes. In a road network, an MC is constructed by assigning a state to each

node or road segments in the given road network. For any two adjacent road segments Ri and R j

in road network GRN , the transition probability of traveling from Ri to R j in one step is given by

pi j =
#(Ri,R j)

#(Ri)
, (7.3)

where #(Ri,R j) is the number of trajectories that contain the sequence {Ri,R j} and #(Ri) is the

total number of trajectories that passes through Ri. For each pair of adjacent road segments in

the graph network, the transition probabilities can be computed using (7.3), and stored as entries

Mi j of transition probability matrix M (of size |E|×|E|). We also define a transition count matrix
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Figure 7.1: The architecture of our proposed framework.

W whose i j-th entry Wi j represents the number of trajectories that contain sequence {Ri,R j} i.e.,

Wi j = #(Ri,R j). We utilize W in computing a representative trajectory for each cluster in our work.

7.4 Proposed Framework

This section presents our proposed framework for trajectory prediction. The frequent route

patterns of moving objects can be discovered by clustering their historical trajectories. In our

framework, we employ a modified version of the clusiVAT algorithm (Algorithm 5) that we called

Traj-clusiVAT. In Traj-clusiVAT, we introduce a representative trajectory for each cluster to im-

prove the performance of nearest prototyping rule (NPR) for trajectory clustering. We also modify

the NPR technique in Traj-clusiVAT to improve its performance for trajectory prediction. The Traj-

clusiVAT algorithm partitions the trajectories into different groups of similar trajectories, based on

the trajDTW distance measure. After clustering trajectories, we train a first-order Markov chain

model for each cluster using only the trajectories contained therein. Then, these trained Markov

chain models are used for trajectory prediction. The architecture of our proposed framework con-

sisting of both training and prediction models is illustrated in Fig. 7.1. Below, we explain the

training and prediction model of our proposed TP framework in detail.

7.4.1 Training Model

The essential steps of our training model are: (i) MMRS sampling on input trajectory data, (ii)

VAT/iVAT and clustering the trajectory sample using non-directional trajDTW to obtain k non-
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directional clusters (iii) VAT/iVAT and clustering the trajectories of each of the k clusters using

trajDTW resulting in K (approx. 2k) directional clusters (iv) Compute representative trajectory

(RT) of each cluster, (v) Assign remaining non-sampled trajectories to K clusters using NPR (vi)

Re-compute the RT of each cluster, and (vii) Train a first-order Markov chain model for each

cluster. The first six steps constitute the Traj-clusiVAT clustering algorithm. Below, we explain

each step corresponding to the steps as shown in Fig. 7.1.

7.4.1.1 MMRS sampling on input trajectory data

The first step consists of extracting a small, representative sample from the large trajectory data

using MMSR sampling with non-directional trajDTW distance measure on input trajectory data

T . The aim of this step is to find the most distinguished vehicle routes in a given road network.

The use of non-directional trajDTW circumvents the selection of more than one trajectory from the

same route. In this way, the Maximin (first) step of MMSR ensures that MMSR samples contain

the k′ MM trajectories of the most distinguished vehicle routes. This divides the trajectory data T

into k′ partitions. Then, additional trajectories are randomly chosen from each of the k′ partitions

to generate a sample S of n trajectories. The MMSR intelligently chooses n trajectories which are

almost equally distributed among the different clusters as the N trajectories in the big trajectory

data, i.e., it obtains a representative sample.

7.4.1.2 Clustering trajectory sample using non-directional trajDTW

The previous step provides a trajectory sample S containing n trajectories. In this step, VAT

followed by iVAT is applied to the distance matrix Dn returning a reordered distance matrix D′∗n,

and the cut magnitudes of the MST links, h. The visualization of D′∗n using I(D′∗n) suggests the

number of clusters k present in the dataset. The k partitions can be obtained by cutting the k− 1

longest edges in the iVAT-built MST of Dn.

If the dataset is complex and clusters are intermixed, cutting the k− 1 longest edges may

not always be a good strategy as the outliers, which are typically furthest from normal clusters,

might comprise most of the k− 1 longest edges of the MST, resulting in misleading partitions.

A useful approach in such a scenario is to manually select the dark blocks, and find the sample
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trajectories representing each dark block. Another useful approach [252] to obtain clusters is by

cutting the MST using cut threshold magnitudes ordered by edge distances h in the MST. The

cluster boundaries are defined by those indices z, which satisfy

hz > α×mean(h), (7.4)

where α is a parameter that controls how far two groups of data points should be from each other

to be considered as separate clusters. Smaller values of α represent tighter cluster boundaries,

while large values of α create loose cluster boundaries. The procedure to find an optimal value of

α is described in [252].

The non-directional trajDTW distance measure is used in this step to cluster the n trajectories

in order to avoid incorrect clustering due to the movement direction of trajectories, as mentioned

in Section 7.3.3. From here on, in this chapter, we denote k as the number of non-directional

clusters.

7.4.1.3 Clustering trajectories in each cluster using trajDTW (considers directions)

The previous step clusters the trajectories based on their path similarity computed using non-

directional trajDTW, which ensures that the trajectories that are in opposite directions, but follow

similar routes, are clustered together. Since Markov chain models are used in our framework to

model the trajectories of each cluster, their transition probabilities may be misleading for trajectory

prediction task for clusters in which the number of trajectories in opposite directions is approx-

imately equal. To circumvent this problem, we use the trajDTW (directional) distance measure

for the sample trajectories of each cluster obtained in the previous step to separate the trajectories

going in opposite directions using a second application of the iVAT algorithm, which in turn, gives

K ∼ 2k directional clusters.

7.4.1.4 Computing the RT of each cluster

In the NPR (next) step of clusiVAT, the non-sampled trajectories are assigned to one of the

clusters (found in the previous step) based on their (nearest) distances from each cluster. For a

fast implementation of NPR, we require a representative trajectory (RT) for each cluster that best
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describes the cluster, much like centroid-based clustering methods identify a representative "cen-

ter" for each cluster. However, it is not possible to compute the centroid of trajectory clusters in

a conventional way due to different lengths of trajectories in each cluster. Existing methods of

calculating RT [261–264] in the literature either compute the mean trajectory using the average of

GPS coordinates [262, 264]; or select a trajectory from each cluster which minimizes the dissim-

ilarity between all the trajectories within the cluster [261, 263]; or pick a random trajectory [263]

from each cluster, and designates it as the RT. These methods incur a large computational cost

to compute an RT that minimizes the dissimilarity among all the trajectories. Additionally, RTs

computed using these methods do not show all the possible variability inside a cluster [265]. The

mean trajectory computed from trajectories of different lengths may be inaccurate; thus, it may

not be a good representative of the cluster.

Our scheme generates an imaginary trajectory (IT) (it may not belong to any of the trajecto-

ries in the cluster) as an RT for each cluster that describes the major movement patterns of the

trajectories belonging to that cluster. The pseudocode of our proposed method to compute RT for

each cluster is shown in Algorithm 16. Below, we explain our RT computing algorithm.

First, we compute the transition count matrix W i for each cluster T i using the trajectories in

that cluster (line 2). Then, for each cluster T i, we compute the set of frequent road segments

(FRSs) R i
FRS using the MinT threshold (line 3). The road segments in cluster T i which contains

at least MinT % of the total trajectories in that cluster are assigned to R i
FRS. Then, a set of frequent

source segments (FSSs) R i
FSS is identified (line 4). A source segment Ri

SS is a FSS, Ri
FSS, if at

least MinT % of total trajectories in the cluster originate from Ri
SS i.e, Ri

FSS ∈R i
SS, Ri

FSS ∈R i
FRS.

Then for each FSS, Ri
FSS ∈ R i

FSS (line 5), an imaginary trajectory IT i(Ri
FSS) is initialized with

Ri
FSS assigning it as current segment, Rcurrent (lines 6− 7). In lines 9− 17, we compute the next

RS, Rnext based on the highest transition count from current RS, Rcurrent using transition count

matrix, W i (refer to Section 7.3.4) . If Rnext ∈R i
FRS, then Rnext is added to current IT i(Ri

FSS), and

assigned as Rcurrent to compute new Rnext . The steps in lines 9−18 are repeated until Rnext is non-

FRS, which means an imaginary trajectory is an ordered sequence of only frequent road segments

in that cluster. A total of |R i
FSS| imaginary trajectories will be generated for each cluster T i,

corresponding to each Ri
FSS ∈R i

FSS. We define a variable Count_score (line 8) for each imaginary

trajectory IT i(Ri
FSS), Ri

FSS ∈ R i
FSS, which is the sum of the total transition counts of each RS
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∈ IT i(Ri
FSS) in cluster T i. Among all |R i

FSS| ITs, the one which has the highest Count_score will

be assigned as RT (T i) of cluster T i (line 20). As the RT (T i) is the sequence of FRS with highest

Count_score, it contains major movement behaviour or patterns of the trajectories belonging to the

cluster T i.

Algorithm 16 does not require the computation of dissimilarity among all trajectories in that

cluster to compute RT, which is computationally expensive for large size clusters. In contrast,

Algorithm 16 is a novel algorithm to compute RT based on the transition count matrix of each

cluster.

Algorithm 16 Computing the RT of each cluster

Input: T j- set of trajectories in cluster j, N j- number of trajectories in cluster j, R j- set of road
segments in cluster j, C (T ) = {T 1, ...,T K}- set of cluster of trajectories, MinT - FRS threshold

1: for each cluster T i ∈ C (T ) do
2: Compute transition count matrix W i for cluster T i

3: Compute FRSs, R i
FRS, from R i, R i

FRS = {R j ∈R i}#(R j)≥MinT×Ni

4: Compute FSSs, R i
FSS from R i

SS = {R j}R j∈Ri
SS∈R

i
FRS

5: for each FSS Ri
FSS ∈R i

FSS do
6: Assign Ri

FSS as current road segment, Rcurrent = Ri
FSS

7: Initialize an imaginary trajectory IT with Rcurrent , IT i(Ri
FSS) = {Rcurrent}

8: Count_score(IT i(Ri
FSS)) = 0

9: while each RS of IT i(Ri
FSS) ∈R i

FRS do
10: Compute next RS, Rnext = argmax

R j∈Ri
{W i

current, j}

11: if Rnext ∈R i
FRS then

12: Append Rnext to existing IT i(Ri
FSS)

13: Rcurrent = Rnext
14: Count_score(IT i(Ri

FSS)) += W i
current,next

15: else
16: break;
17: end if
18: end while
19: end for
20: Select IT i(Ri

FSS) with the highest Count_score(IT i(Ri
FSS)) from all |R i

FSS| IT s of T i, and assign
it as RT for cluster T i

21: end for
Output: RT (T i)- RT for each cluster T i ∈ C (T )

7.4.1.5 Assigning non-sampled trajectories to identified K clusters using NPR

The previous step gives representative trajectory RT (T i) for each cluster T i. In this step,

N − n non-sampled trajectories are assigned to one of the K directional clusters based on the
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NPR. The NPR method in clusiVAT uses the trajDTW (directional) distance measure to assign

non-sampled trajectories to one of the K clusters based on their nearest distance from (clustered)

sample trajectories. However, trajDTW distance of a non-sampled trajectory to cluster RTs may

not be an appropriate measure for the NPR step due to its dependency on the length of trajectories,

as explained by the following example.

Suppose Ta is a non-sampled trajectory in T , and RT (T i) and RT (T j) are the RT of clus-

ter T i and T j, respectively. Let Ta be a sub-trajectory of RT (T i) i.e., T a is fully contained

in RT (T i). Since the trajDTW distance relies on a warping window size parameter w, the

tra jDTW (Ta,RT (T i)) not only depends on the coordinates of RSs of both trajectories, but it also

depends on the length of Ta and RT (T i). Moreover, tra jDTW (Ta,RT (T i)) also varies depend-

ing on the position of Ta in RT (T i) due to window parameter. Therefore, even if TavRT (T i) and

Ta 6vRT (T j), Ta may be incorrectly assigned to cluster T j instead of T i if tra jDTW (Ta,RT (T i))≥

tra jDTW (Ta,RT (T j)). Here is such an example from T-Drive data. Suppose T1 = 〈70,75,90,89,88〉

is a non-sample trajectory, and RT (T 1)= 〈16,18,68,70,75,90,89,88〉 and RT (T 2)= 〈68,70,75,91,92〉

are RTs of two clusters, where each trajectory is represented by a sequence of road segments’ IDs

of Beijing road network (refer to Section 7.6.1). The trajDTW distances are: tra jDTW (T1,RT (T 1))=

0.3482 and tra jDTW (T1,RT (T 2))= 0.2767. Therefore, although T1 is a sub-trajectory of RT (T 1),

it will be assigned to cluster T 2 based on nearest trajDTW distance. Such assignments of non-

sampled trajectories to (incorrect) cluster may include outlier trajectories or road segments in that

cluster, which may adversely affect Markov chain modeling, and consequently, degrade the per-

formance of trajectory prediction.

To address above issue, we propose a hybrid NPR strategy based on the path probability and

trajDTW distance measure. Hybrid NPR is similar to clusiVAT NPR except for those non-sampled

trajectories, which are sub-trajectory of any of the clusters’ trajectories. The pseudocode of our

hybrid NPR method is shown in Algorithm 17. For a query trajectory T q = {R1,R2, ...,Rl}, we

first compute the path probability Pi(T q) for each cluster T i, which is defined as

Pi(T q) =
l

∏
j=1

p j( j+1)⇔
l

∏
j=1

Mi
j( j+1). (7.5)

Pi(T q) > 0 means that sequence T q appears at least once in cluster T i, whereas Pi(T q) = 0
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means that sequence T q is not present in cluster T i. If the sequence T q is present in any cluster

T i i.e., any(Pi(T q)) > 0, then T q is assigned to the cluster with the highest path probability. If

the sequence T q is not present in all clusters T i i.e., all(Pi(T q)) = 0, then T q is assigned to the

cluster based on its (minimum) trajDTW distance from RTs. All non-sampled trajectories in T

are assigned to one of the K clusters using Algorithm 17.

Algorithm 17 Hybrid NPR Method

Input: Tq - query trajectory, M j - transition probability matrix for cluster j, RT (T j)- representative
trajectory for cluster j

1: Compute the path probability Pi(Tq) of query trajectory in each cluster T i using Mi and Eq. 7.5.
2: if any(Pi(Tq)> 0 then . if Tq is present in any cluster T i

3: Select the cluster c with the highest Pi(Tq) i.e., c = argmax
T i∈C (T )

{Pi(Tq)}

4: else
5: Compute the trajDTW distance of Tq from RT (T i), yi = tra jDTW (Tq,RT (T i)), for each cluster

T i ∈ C (T )
6: Select the cluster c with the minimum yi i.e., c = argmin

T i∈C (T )

{yi}

7: end if
8: Assign the Tq with cluster c (or T c).
Output: cluster label for Tq

7.4.1.6 Recompute the RT of each cluster after NPR

The assignment of all non-sampled trajectories to one of the K clusters in the NPR step updates

each cluster with new trajectories. Therefore, the representative trajectory is recomputed for each

updated cluster using Algorithm 16.

7.4.1.7 Train Markov chain model

For each of the K clusters, we build a first-order Markov chain model using the trajectories of

that cluster. Specifically, we compute the transition probability matrix Mi for each cluster T c.

For a basic understanding of Traj-clusiVAT algorithm, we graphically explain its steps on

a small trajectory data T , as shown in Fig 7.2. An input trajectory data T containing N = 9

trajectories is shown in Fig 7.2 (a). The MMSR sampling on T with non-directional trajDTW

in the first step returns a MMSR sample S containing n = 6 sample trajectories {1,4,5,6,7,9},

which are well-distributed in sample S, as shown in Fig 7.2 (b). In the next step, iVAT is applied



7.4 Proposed Framework 187

4

1

2
3

5

6

7

89

4

1
5

6

7

9

4

1
5

6

7

9

4

1

2
3

5

6

7

89

4

1
5

6

7

9

(a) (b) (c) (d) (e)

Figure 7.2: A simple illustration of Traj-clusiVAT for trajectory clustering

to S using the non-directional trajDTW distance measure, which clusters the trajectories based on

the path similarity irrespective of their movement directions. The iVAT image in Fig 7.2 (c) shows

four dark blocks along its diagonal, which indicates four clusters in sample S. Having an estimate

of k = 4, sample S is partitioned into four (non-directional) clusters {{1,4},{5},{6,7},{9}}, as

shown with four different colors in Fig 7.2 (c). Then, the trajectories in each cluster going in

opposite directions are separated using the iVAT with the trajDTW distance measure, which gives

K = 6 directional clusters {{1},{4},{5},{6},{7},{9}}, each cluster is shown with a different

colour in Fig 7.2 (d). Since there is only one trajectory in each cluster in this case, they are the

RTs for corresponding clusters. In the next step, non-sampled trajectories {2,3,8} are assigned

to one of the 6 clusters using NPR (Algorithm 17), which partitions the complete data into 6

clusters {{1,2,3},{4},{5},{6,8},{7},{9}}. Trajectory 4 is in different cluster than {1,2,3} due

to opposite direction. Then, a Markov chain model is trained for each cluster using the trajectories

of that cluster.

7.4.2 Prediction Model

For a given partial trajectory T p = 〈L1,L2, ...,Lm〉, we first estimate the best matching repre-

sentative cluster T c using our hybrid NPR approach, and then choose the corresponding Markov

model of the cluster to predict the next locations Li, i≥ m+1. Using the cluster T c, the location

Lm+1 that the object will arrive at next is given by

Lm+1 = argmax
L j∈Rc

{pm j}⇔ argmax
L j∈Rc

{Mc
m j} (7.6)

The T p is updated with the next predicted location Lm+1. Then, the updated T p is used to estimate

the best matching cluster and the corresponding MM is used to predict the next location. The
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complete trajectory is predicted by computing next locations in a sequential manner using these

steps.

7.5 Time Complexity

The first step in Traj-clusiVAT is the selection of k′ distinguished trajectories which are at

maximum distance from each other. This step has the time complexity of O(k′N), where k′ is a

user-defined parameter for an overestimate of the number of clusters in the input trajectory data

and is usually chosen to be (inessentially) large (usually 50 to 200). The next step is to randomly

select n trajectories from k′ NPR groups to get a sample S. The computation of distance matrix Dn

and VAT on a sample S has a time complexity of O(n2). Usually n << N, so the computation of

Dn and VAT on S is pretty fast and takes just a small fraction of the total run time of Traj-clusiVAT.

The trajDTW distance measure uses Dijkstra’s shortest path distance in the standard DTW algo-

rithm. Its best, average case complexity with binary heaps is O(|E|+|V |log|V |) [266]. For two

trajectories of length l1 and l2, standard DTW has time complexity of O(l1l2). Remark- There are

approximate algorithms such as FastDTW [267] which have a linear time complexity in the aver-

age length of trajectories, however, we have not used this implementation in our experiments. The

NPR step in Traj-clusiVAT has complexity of O(n(N− n)). The computation of RTs has linear

time complexity in K. The construction of a Markov model for each cluster is a simple and fast

process, which has O(K) time complexity and O(|E|2) space complexity.

7.6 Experiments

In this section, we conduct an extensive experimental study on two real-life, vehicle tra-

jectory datasets to evaluate the performance of our proposed framework. We first describe the

datasets, their preprocessing, evaluation metrics and computational protocols adopted in our em-

pirical study, and then present the experimental results.

7.6.1 Datasets

We performed our experiments on two real trajectory datasets.
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(a) T-Drive: Road network in the center of Beijing (b) Singapore road network

Figure 7.3: Road networks used in our trajectory prediction experiments

7.6.1.1 T-Drive taxi trajectory data [89, 90]

This trajectory dataset is obtained from the T-Drive project which contains one-week trajecto-

ries of 10,357 taxis during the period of Feb. 2 to Feb 8, 2008 within Beijing, China. The total

number of points is about 15 million, and the total distance of the trajectories is 9 million kilome-

ters. In our experiment, we have taken a subset of this dataset, which contains trajectories from

a road network in the center of Beijing city, as shown in Fig. 7.3(a). This road network consists

of 100 nodes and 141 road segments (edges). The average sampling interval is 177 seconds with

an average distance of about 623 meters, which is quite large for a city traffic environment as the

length of many road segments is smaller than the average sampling distance.

7.6.1.2 Singapore taxi trajectory data

This dataset consists of the trajectories of more than 15,000 taxis collected over a duration

of 1 month from a road network in Singapore City, as shown in Fig. 7.3(b). This dataset is very

dense as it consists of more than 370 million GPS logs. The general format of each data point

is as follows: {Time Stamp, Taxi Registration, Latitude, Longitude, Speed, Status}. The Status

field contains information about occupation state of Taxi, such as FREE and POB (Passenger on

Board). In order to extract each individual taxi’s trip from the raw data, we detect the following

sequence: starting from FREE to POB and ending from POB to FREE, using the trip extraction

framework presented in [268]. This road network consists of 1641 nodes and 2941 edges, with an

average edge length of 350m.
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Table 7.2: Training and test set description

T-Drive Taxi Singapore Taxi
Training Set 35,501 1,955,573

Test Set 7,904 1,303,717
Total trajectories 43,405 3,259,290

Data Pre-processing

To obtain the trajectories as a sequence of road segments, each of which has a common node

with its former and latter road segment, we first map each GPS point to its nearest road segment

(commonly known as the Map Matching Problem). We remove duplicate road segments in a tra-

jectory. After removing duplicate nodes, if two consecutive road segments do not have a common

node, Dijkstra’s algorithm is used to find and insert the minimum length road segment sequence

between the two non-adjacent road segments. We use the popular open source map matching tool

GraphHopper [269], which provides an implementation of the approach presented in [192].

After pre-processing, we have N = 43,405 trajectories in the T-Drive data whose lengths lie in

the range of 5 to 200 road segments and have an average of 14 road segments, and N = 3,259,290

(3.26 million) trajectories in the Singapore data whose lengths lie in the range of 10 to 250 road

segments and have an average of 22 road segments. To prepare training and test sets for both

datasets, we first divided the trajectories into two sets based on the day of week viz., weekdays

and weekends, during which the trip is being made. For the one-week T-Drive data, we considered

trajectories during first 4 weekdays (Monday to Thursday) and first weekend day (Saturday) as the

training set, and trajectories during the remaining days (Friday and Sunday) of that week as the

test set. For the one-month Singapore data, we considered 60% trajectories randomly as training

set and remaining 40% as the test set, for both weekdays and weekend data. The size of training

and test sets for both trajectory datasets is shown in Table 7.2. We split each trajectory in a test

set into two halves. The first half is used as a partial trajectory (or query trajectory) for predicting

its future locations and the second half is used as ground truth to validate our predictions. The

distribution of predicted trajectories (second half) in the T-Drive and Singapore test sets is shown

in Fig. 7.4.
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Figure 7.4: Trajectory distribution of predicted trajectories based on their lengths.

7.6.2 Evaluation Metrics

In our experiments, we assess the performance of our framework for next location prediction

(also known as one-step prediction) and long-route prediction using following evaluation metrics:

7.6.2.1 Prediction Accuracy (PA)

The PA is the ratio of correctly predicted locations to the total possible number of predicted

locations for each trajectory. Given a predicted trajectory sequence Tpred = {L1,L2, ...,Lm} and a

true (actual) trajectory sequence Ttrue = {R1,R2, ...,Rm}, the prediction accuracy is defined as

PA =
1

|Tpred |

m

∑
j=1

H(L j,R j), (7.7)

where H(L j,R j) is 1 if L j = R j, else 0. The average prediction accuracy is the average of PA for

all predicted trajectories in test set T test .

7.6.2.2 Prediction Rate (PR)

The PR is the number of trajectories that are correctly predicted over the total number of

trajectories in test set. It is defined as

PR =
1

|T test |

|T tr|

∑
j=1

H(Tpred j ,Ttrue j), (7.8)

where H(Tpred j ,Ttrue j) is 1 if Tpred j = Ttrue j , else it is 0.
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7.6.2.3 Distance error (DE)

Another important performance metric of the long-term prediction system is the capability

of continuous route prediction. The distance error is defined as the average spatial (Haversine)

distance between predicted and actual routes. Given a route sequence Tpred and Ttrue, the distance

error between them is given as

DE(Tpred ,Ttrue) =
1

|Tpred |

m

∑
j=1

DH(L j,R j), (7.9)

where DH(L j,R j) is the Haversine [270] distance between two locations (road segments).

7.6.2.4 One-step accuracy (OA)

This is the ratio of correctly predicted next locations to the total predicted next locations for

all trajectories in test set.

7.6.2.5 One-step distance error (ODE)

The ODE defined as the average distance error for one-step (or next location) prediction.

7.6.3 Comparison Methods

Among the plethora of MM and clustering based TP methods available in the literature, we

implemented these two approaches for comparison.

1. Mixed Markov model (MMM) based TP [87]: MMM was proposed as an intermediate

model between standard MM and HMM which can encompass all types of movement be-

haviour present in an input trajectory data. It first clusters the trajectories into groups using

the EM algorithm, and then builds an MM for each group, which is subsequently used for

prediction. This approach was tested on synthetic and real datasets in [87], which showed

74.1% accuracy for MMM, in comparison to 16.9− 45.6% for MM and 2.4− 4.2% for

HMM.
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2. NETSCAN-based TP: The well-known density-based algorithm DBSCAN and its vari-

ants [205, 271–273] have been used extensively as a trajectory clustering method for lo-

cation prediction [195]. However, they are not suitable for a large number of trajectories

as computation of the distance matrix is time intensive. Kharrat et al. [88] proposed a

trajectory clustering relative of DBSCAN, called NETSCAN which first finds dense road

segments based on the moving object counts, merges them to form dense paths on the road

network, and then assigns sub-trajectories to the dense paths based on a measure of simi-

larity. This method requires two user-defined parameters: a density threshold - the minimal

required density for transition, and a similarity threshold- the maximum density difference

between neighbouring road segments. We implement NETSCAN to cluster trajectories into

dense road segments, then built an MM for each cluster, and subsequently used them for TP.

Our proposed method and the baseline methods discussed above are also comparable in terms

of prediction time (which will be discussed shortly). They all require a short prediction time and

satisfy the requirement of real-time prediction.

7.6.4 Computation Protocols

All algorithms were coded in MATLAB on a PC with the following configuration; OS: Win-

dows 7 (64 bit); processor: Intel Core i7− 4770 @3.40GHz; RAM: 16GB. We denote the com-

parison approaches of [87] as MMM, of [88] as NETSCAN, and our Traj-clusiVAT based TP

approach as Traj-clusiVAT. All three algorithms were applied to T-Drive data. The MMM method

requires the computation and storage of an intermediate matrix of size |E|×|E|×N, which is very

large for Singapore data, so we can not apply MMM to the Singapore data. The number of mixed

models of MMM was determined using 10-fold cross-validation. The NETSCAN parameter, den-

sity threshold and similarity threshold, were chosen to get as many dense paths (with at least six

road segments) as the number of clusters we get using the Traj-clusiVAT algorithm, for a fair

comparison. The parameters for Traj-clusiVAT were chosen as follows: k′ = 150, n = 500, and

α = 0.05 for the T-drive data, and k′ = 300, n = 1000, and α = 0.06 for the Singapore data, and

MinT = 30% for both data. It is worth noting that, unlike other clustering algorithms, the clusiVAT

algorithm is relatively insensitive to the choice of k′ and N [63]. Moreover, we study the effect of

α on Traj-clusiVAT performance in our experiments.
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Figure 7.5: Average prediction accuracy and distance error comparison by prediction steps

7.6.5 Comparison of MMM, NETSCAN, and Traj-clusiVAT for Long-term Predic-
tions

Long-term prediction, also known as continuous route prediction, is a challenging and on-

going research problem in TP. In this experiment, we compare the performance of the MMM,

NETSCAN, and Traj-clusiVAT-based prediction approaches for m-step predictions. Specifically,

this refers to predicting the next m locations for a given partial trajectory. Fig. 7.5 shows the

average prediction accuracy (left panels) and average distance error (right panels) of all three al-

gorithms for increasing prediction steps. The graphs in Fig. 7.5 support these observations:

(i) First, the Traj-clusiVAT outperforms the MMM and NETSCAN-based TP approaches based

on the average PA and DE for the T-Drive data, as shown in Fig. 7.5(a). The higher the num-

ber of prediction steps, the larger the gap between Traj-clusiVAT and the other two approaches.

This means that the Traj-clusiVAT performs better not only for short-term predictions but it per-

forms even better than other two approaches for long-term predictions. This is probably because

Maximin sampling in Traj-clusiVAT finds the trajectories which are furthest from each other. As

the traj-DTW distance measure yields higher distances for longer trajectories, Maximin sampling

tends to pick longer trajectories in its output sample which form separate clusters in subsequent

steps. The Markov models trained on these clusters after the NPR step contain all movement be-
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haviours similar to those longer trajectory patterns. Therefore, if a query trajectory pattern is not

available in any cluster, which is frequent for longer query patterns, then it is assigned to a cluster

based on its nearest distance from all cluster RTs. This will assign longer query trajectories to

any of the clusters containing longer trajectory patterns, and subsequently, corresponding MMs

trained on these clusters contribute towards better predictions for longer query trajectories during

the prediction phase. On the other hand, the longer movement rules cannot be easily represented

by Markov-based models, especially for irregular trajectory data, due to uncertainty in movement

behaviours of vehicles in a complex road network. As there are only a few prediction trajectories

available for the T-Drive test set whose lengths are greater than 16 as shown in Fig. 7.4 (a), the per-

formance of all approaches cannot be considered conclusive for longer prediction steps (m > 16)

based on their performance on the T-drive data.

(ii) Fig. 7.5 (b) shows that the Traj-clusiVAT model also performs better than the NETSCAN-

based method based on the average PA and DE values for the Singapore data. The gap between

the NETSCAN and Traj-clusiVAT plots increases until 31-th prediction step and then reduces with

longer prediction steps. This may be because the trajectory clusters obtained by NETSCAN are

usually spread over the entire road network [260], which results in longer dense paths. Therefore,

its performance becomes competitive with Traj-clusiVAT for longer prediction lengths compared

to its short-term prediction performance.

(iii) The performance of all three approaches deteriorates as the prediction step increases.

This may be because the number of frequent trajectory patterns obtained is small for long-term

predictions, which do not contain enough information to forecast future locations1.

In our experiments, we find that most of the clusters contain frequent trajectory patterns whose

lengths are less than six or seven. Only a few clusters contain frequent trajectory patterns whose

lengths are longer than seven steps. This finding conforms with the real-world situation, where a

driver usually predicts only next few locations.

The average long-term prediction performance of all three approaches is summarized in Ta-

ble 7.3. The best performance is shown in bold for both datasets. Traj-clusiVAT achieves the

highest PA, 0.62 and 0.59 and the lowest DE, 0.58km and 0.60km, for the T-Drive and Singapore

taxi datasets, respectively. The MMM-based prediction approach is the second best method for

1And the other reason, as Niels Bohr said, is that "it is very hard to predict, especially the future"
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Table 7.3: Long-term prediction: Comparison of MMM, NETSCAN and Traj-clusiVAT

T-Drive Data
Average PA Average DE (km) PR (%)

MMM 0.55 0.68 39.9
NETSCAN 0.41 0.87 24.3

Traj-clusiVAT 0.62 0.58 49.8
Singapore Data

NETSCAN 0.34 1.41 5.1
Traj-clusiVAT 0.59 0.60 24.8

Table 7.4: Next location prediction: Comparison of MMM, NETSCAN and Traj-clusiVAT

T-Drive Singapore Taxi
OA ODE (km) OA ODE (km)

MMM 0.77 0.24 - -
NETSCAN 0.67 0.54 0.62 0.29

Traj-clusiVAT 0.80 0.23 0.86 0.05

T-Drive in terms of all three evaluation metrics. Traj-clusiVAT achieves prediction rates of 49.8%

and 24.8% for the T-Drive and Singapore trajectory datasets, respectively. In other words, Traj-

clusiVAT is able to predict complete trips for around 50% of the trajectories in T-Drive, and for

around 25% of the trajectories in Singapore data. In contrast, MMM predicts about 40% of the

total trajectories correctly for the T-Drive dataset. Although NETSCAN performance improved

for longer predictions due to longer dense paths, it only predicted about 5% of the total trajec-

tories correctly. Overall, Traj-clusiVAT based prediction approach outperforms both MMM and

NETSCAN-based prediction approaches based on all three evaluation metrics.

7.6.6 Next location predictions

In this experiment, we compare Traj-clusiVAT to the other two comparison approaches for

predicting next locations. Given a taxi’s current location, the next location prediction is to forecast

the next location where the taxi may go. Table 7.4 shows the one-step accuracy (OA) and one-step

distance error (ODE) on the T-Drive and Singapore trajectory datasets. The Traj-clusiVAT-based

approach predicts next location with more than 80% accuracy and with distance error of less

than a quarter of km for both T-Drive and Singapore data. The long-term prediction performance

(Table 7.3) of NETSCAN and Traj-clusiVAT is better for T-Drive than for the Singapore data.
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Conversely, the next location prediction performance of both approaches is better for the Singapore

data than the T-Drive data. This may be because Singapore data contains a large number of longer

trajectories that span entire Singapore city, whereas T-drive contains partial trajectories belonging

to small part of the entire road network, hence modeling is not that efficient for T-drive data. In

summary, Traj-clusiVAT outperforms both MMM and NETSCAN for next location prediction.

7.6.7 Effect of latest locations of partial trajectory for prediction

In the prediction step of Traj-clusiVAT, a partial trajectory T p = {R1,R2, ...,Rl} is assigned to

one of the K clusters using our hybrid NPR approach. For a T p, the best cluster is chosen based

on either its path probability Pi(T p) in each cluster or its trajDTW distance from each cluster (if

T p is not fully contained in any cluster). The length of known partial trajectory T p increases after

each next location prediction as T p is updated with a predicted location after each prediction, and

subsequently, the updated T p is used for next location prediction, and so on.

We conduct an experiment in which instead of using full known partial trajectory T p, we use

only the latest movement steps or latest subsequence of T p until prediction to choose the best

matching cluster in the hybrid NPR step. In this regard, we choose a different number of latest

locations of known partial trajectories until prediction and investigate the effect on the performance

for trajectory prediction.

Fig 7.6 shows the average distance error for a different number of latest locations of known

partial trajectories until prediction for the T-drive and Singapore data. It can be inferred from the

figure that the best performance is achieved when only the latest two or three locations of partial

trajectory are used to find the best matching cluster. The average distance error increases if more

than three latest locations are used to find the best cluster in the hybrid NPR step. This is because

as the length of T p increases, its path probability in each cluster decreases, which means that the

chance of sequence T p being fully contained in any cluster decreases. Moreover, if T p is not

fully contained in any cluster representative trajectory, its distance from all the clusters increases

with increasing length. This may result in wrong cluster assignment, which in turn, may degrade

Traj-clusiVAT’s prediction performance.
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Figure 7.6: Average DE vs latest locations of partial trajectory used to select best cluster in the
hybrid NPR step.
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Figure 7.7: Effect of cut threshold α

7.6.8 Effect of Cut threshold α

In this experiment, we study the effect of cut threshold α . The parameter α in Traj-clusiVAT

controls how far two groups of data points should be from each other to be considered as different

clusters. Figure 7.7 shows the average DE and the number of clusters K for different values of α

for the T-Drive and Singapore data. The lower the cut threshold, the tighter the cluster boundaries,

and hence, the higher the number of clusters. As the number of clusters K increases, the average

DE reduces. This is primarily because the higher K corresponds to a larger number of unique

frequent patterns, which improves the prediction performance. Figure 7.7 shows that the Traj-

clusiVAT performance improves with lower cut threshold α or with the higher number of clusters.

However, with large K, more MM needs to be trained, and hence, system complexity increases.

Moreover, Traj-clusiVAT performance does not improve significantly below a certain value of α

for either dataset. The procedure to find an optimal value of α is described in [252].
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Figure 7.8: Training time comparison

Table 7.5: Prediction time in seconds for all three algorithms

MMM NETSCAN Traj-clusiVAT
T-Drive Taxi 0.0014s 0.0011s 0.0012s

Singapore Taxi - 0.063s 0.066s

7.6.9 Time performance analysis

The training time of all three algorithms on different-size training sets is shown in Fig. 7.8.

The CPU-time for MMM increases most with the training data size because the computation of

an intermediate matrix of size |E|×|E|×N incurs high computational overhead and space com-

plexity for large N. On the other hand, NETSCAN incurs the lowest computation time among all

three methods. This is because it just computes dense paths based on the movement counts and

density threshold, and assigns all trajectories to these dense paths based on similarity. Although it

takes less time for training, it suffers from lower prediction accuracy. Traj-clusiVAT scales almost

linearly in the number of trajectories, which make it scalable for big trajectory datasets.

Prediction-time is also an important criterion in real-time trajectory prediction. The average

prediction time for all three approaches is presented in Table 7.5. We can see that all three ap-

proaches take similar times to forecast each trajectory for the T-drive dataset. The response time

is less than 1.5ms for T-drive, which suggests that all three approaches satisfy the requirement for

real-time prediction. The average prediction time is higher for the Singapore dataset due to a large

number of clusters identified by both NETSCAN and Traj-clusiVAT algorithms, but at ∼ 0.06

seconds, it is negligible in terms of real-time prediction utility.
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7.7 Summary

This chapter presents a novel, scalable, hybrid architecture for short-term and long-term trajec-

tory prediction, which can handle a large number of trajectories from a large-scale dense road net-

work. The proposed framework is based on a scalable clustering approach, called Traj-clusiVAT,

which is a modified version of clusiVAT for trajectory prediction. In particular, Traj-clusiVAT

develops a novel algorithm to compute a representative trajectory for each cluster. We also pre-

sented a new, hybrid nearest prototyping approach for accurate trajectory assignment to (one of)

the clusters identified in previous steps of Traj-clusiVAT. Finally, we also propose a hybrid pre-

diction framework based on hybrid NPR which can assign a query trajectory to the best-matching

cluster in a robust way to improve prediction performance.

We demonstrated the superiority of our proposed approach by comparing it with mixed Markov

model-based and NETSCAN-based TP approaches on two real trajectory datasets, including a

large-scale trajectory dataset containing 3.28 million trajectories of passenger trips obtained from

15,061 taxis within Singapore over a period of one month. Our experimental results on both trajec-

tory datasets show that Traj-clusiVAT based TP approach outperforms the other two approaches

based on the prediction accuracy and distance error for short-term and long-term prediction for

these two datasets. Our experimental results also suggest that Traj-clusiVAT satisfies the require-

ment for real-time predictions.



Chapter 8

Conclusions

8.1 Summary of Contributions

Everyday an abundant amount of data is generated from various sources such as IoT networks,

smartphones, and social network activities. Making sense of such an unprecedented amount of

data is essential for many businesses, services, and applications, and almost for every domain

such as health care, transportation, finance, and energy sectors. Therefore, scalable and efficient

algorithms are required to manage and extract useful information from a huge amount of data.

This thesis focused on mining information from a large volume of data that is possibly un-

labeled, anomalous, streaming, and high-dimensional. Cluster analysis is the best unsupervised

approach to extract actionable knowledge and timely detection of interesting events from unlabeled

data. This thesis developed a suite of novel algorithms to solve each of the three problems of clus-

ter analysis, namely, cluster tendency assessment, clustering, and cluster validity for large-scale,

high-dimensional data, including a novel scalable framework for vehicle trajectory prediction.

Chapters 3-7 presented the main contributions of this thesis for big data cluster analysis.

In Chapter 3, we introduced a simple and computationally efficient framework, CAFCM, for

high-dimensional data clustering. The CAFCM framework employs FCM clustering on an ensem-

ble of random projections to obtain multiple fuzzy membership matrices and then aggregates them

based on their quality, which is determined using cluster validity indices (CVIs). The CAFCM

algorithm eliminates the complexity involved in dealing with a big affinity matrix and a final

time-consuming clustering step, such as the ones reported in three state-of-the-art approaches,

using a cumulative agreement based aggregation approach. We demonstrated the superiority of

the CAFCM approach by comparing it with three existing approaches on two Gaussian mixtures

201
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and six real, high-dimensional datasets. Experimental results showed that CAFCM outperforms

the other three approaches in terms of accuracy, stability, space, and time complexity. Moreover,

CAFCM does not require any prior knowledge of the number of clusters that might be present in

the dataset, which makes it attractive for real clustering problems.

Chapter 4 presented a novel hybrid framework, FensiVAT, for fast cluster tendency assessment

and subsequent clustering on large volumes of high-dimensional data. FensiVAT integrates VAT

with an intelligent sampling scheme, called Maximin Random Sampling (MMRS) and a new ran-

dom projection (RP)-based ensemble method, in an efficient and effective manner. FensiVAT was

compared with nine clustering approaches including six big data clustering methods, viz., clu-

siVAT, spkm, MBKM, CLARA, CURE, GARDENkm, FatSpec, and two high-dimensional data

clustering methods, PROCLUS, and RP-EN. Experiments performed on several synthetic and real

(labeled and unlabeled) datasets, which have the large sample size and high dimensions, demon-

strated that FensiVAT provides a reliable estimate of the number of clusters (k) by the number of

dark blocks along the reordered dissimilarity image, in a few seconds. FensiVAT is up to several

order of magnitudes faster than the nine (except MBKM) big data clustering approaches, without

compromising clustering accuracy.

Chapter 5 addressed the cluster validity problem for big data. Dunn’s index is a popular cluster

validity index, but its computation is infeasible for large values of N due to its quadratic complexity

O(N2). In Chapter 5, we presented six novel algorithms including two incremental approaches for

approximating Dunn’s index for big data. First four methods viz., αMMRS, αnMMRS, iMMRS,

and inMMRS, used variations of the MMRS sampling to identify the approximate boundary points

in each cluster, which are used to compute Dunn’s index (DI) for big data. Two additional methods,

QMS+ and BEPS+, were presented that are based on the unsupervised training of one class support

vector machines. We compared our four MMRS methods with two boundary point estimations

methods, QMS+ and BEPS+, based on approximation accuracy and CPU time. Our experiments

on several labeled datasets of varying sizes showed that computing approximations to DI with

MMRS methods are both tractable and accurate. The incremental algorithm inMMRS offered an

average speedup of about 1000 : 1 estimating literal Dunn’s index with an error of±0.01. All four

MMRS methods for estimation of Dunn’s index are linear in N, the number of samples in the data.

Chapter 6 contributed a novel cluster tendency assessment algorithm, inc-siVAT, for incremen-
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tal and time efficient visualization of evolving cluster structures in high-velocity, data streams.

The inc-siVAT algorithm deals with the big data streams in chunks (of configurable size). First,

it generates a static reordered dissimilarity image (RDI) of an initial smart sample obtained using

MMRS sampling. Then, it incrementally updates the MMRS sample on the fly and produces its

(incrementally built) RDI image, using our novel inc-MMRS algorithm, and inc-VAT/inc-iVAT

and dec-VAT/dec-iVAT algorithms, to track changes in cluster structure after each chunk. The ap-

plicability of inc-siVAT was demonstrated for visualizing evolving cluster structure and anomaly

detection for dynamic streams of four big datasets, including a real IoT dataset.

Chapter 7 demonstrated big data clustering for a real-world application, particularly for in-

telligent transportation systems. In this chapter, we developed a scalable framework for vehicle

trajectory prediction, based on Markov chain models and a big data clustering algorithm, Traj-

clusiVAT, which is suitable for a large number of overlapping trajectories in a dense road network,

typically for major cities around the world. Traj-clusiVAT is a modified version of the clusiVAT,

implemented for trajectory prediction (TP) task, which developed a novel method to compute a

representative trajectory for each cluster and a hybrid nearest prototyping scheme for robust as-

signment of a trajectory to one of the clusters. Experiments performed on two real-life, large-scale

taxi trajectory datasets from the Beijing and Singapore Road networks demonstrated that the Traj-

clusiVAT based TP approach outperforms two current trajectory prediction schemes, based on the

prediction accuracy and distance error for short-term and long-term prediction. Also, the average

prediction time (< 1.5ms) of Traj-clusiVAT based TP method for both the datasets suggests that it

satisfies the requirement for real-time predictions.

8.2 Future Research Directions

This thesis has made significant contributions to knowledge advancement by proposing a suite

of efficient and scalable cluster analysis algorithms for big data. The proposed algorithms were

verified on several real, big datasets that were possibly unlabeled, high-dimensional, noisy and

streaming, which makes our proposed algorithms suitable for various applications. Specifically,

we also demonstrated the utility of big data clustering for trajectory prediction as a smart city

application. Many further interesting work can be built over the scientific contribution of this
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thesis. Some of them are listed below:

• It is clear from our experiments in Chapter 5 that our approximation methods for Dunn’s

cluster validity index are not so useful for some of the generalized Dunn’s indices, because

they do not depend only on extreme points in the data. Perhaps the most intriguing possi-

bility emerging from this contribution is that other internal CVIs can be usefully estimated

in the manner we computed Dunn’s index for big data. There are many other internal CVIs

such as Davies-Bouldin index, Xie-Beni, Silhouette, Alternative Silhouette, point bi-serial,

McClain-Rao, Gamma, and Tau, that are O(N2) or worse. In the era of big data, where the

number of samples can easily reach N ≥ 108, computation of all of these measures becomes

problematic. A future possibility is to develop approximation algorithms to compute these

CVIs for big data.

• The inc-siVAT model presented in this thesis addresses the first two problems of cluster

analysis, cluster tendency assessment and subsequent clustering (for anomaly detection),

for high-velocity data streams. At present, there is no cluster validation model available in

the literature for high-velocity, streaming data. This can be one of possible future work.

• The inc-siVAT model considers the data from the beginning until current time instant, which

causes an increased number of data points in seen data by inc-siVAT model after each chunk.

This may slow down the computation process over the time due to memory constraints. This

problem can be handled by adapting a sliding window based concept with existing inc-siVAT

algorithm (as discussed in Chapter 6). An alternative and better way to solve this problem

would be to develop an incremental model which uses only the summarized information or

a few selected data points from the past chunks with the new data points (from a new chunk)

to obtain an updated smart (MMRS) sample and its iVAT image.

• Another future line of work would be to adapt incremental siVAT approach for online train-

ing of Traj-clusiVAT based trajectory prediction model to updated clusters and correspond-

ing Markov models in real-time. One more possible extension is to include additional factors

such as speed, time, and user information in our prediction system to improve its prediction

performance.
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