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Abstract
Choice lists with random incentives are widely used for preference

elicitation. It is commonly assumed that subjects choose the same op-
tion in each question as they would have if it were the only question,
but recent findings challenge this assumption. We conduct a large sam-
ple experiment varying incentives and presentation independently, and
examine choices both near and away from certainty. We consistently
ofind more risk taking when a choice between a safe prize and a risky
lottery is embedded in a choice list than when it is presented on its own.
This difference remains when we inform subjects of the paid choice in
advance, implying that isolation fails not because of the random incen-
tives scheme, but simply because the choice appears in a list together
with others. We conjecture that subjects are uncertain about their prefer-
ences, reduce this uncertainty through considering the choices that con-
front them, and make cautious decisions in the interim. Other conditions
and non-choice data support this interpretation. Our results open up the
possibility that preferences inferred from choice lists offer a better in-
dication of informed preferences than preferences inferred from single
choices.

JEL Classification: C91, D03, D81
Keywords: choice lists, random incentive scheme, discovered prefer-
ences, presentation effect
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Figure 1: A choice list in descending order. This particular list was used in two
conditions: R-list Descending and K-list Descending. These two conditions
differed only in incentives.

1 Introduction
A single binary choice reveals only a single preference, so experiments typ-
ically include not one, but many choice problems. Unfortunately, this com-
plicates the link between preferences and choices. Experimentalists therefore
seek designs in which subjects choose the same option in each choice problem
as they would have in an experiment that consisted solely of that particular
choice problem—a feature known as “isolation”. A standard approach is to
present choices in a list, such as the one in Figure 1, and to incentivise them
using the Random Incentive Scheme (RIS). Subjects make their selection in
all the choices in the list, and one of their choices is then randomly selected
for payment. Choices are interpreted on the assumption that subjects isolate.

Unfortunately, several recent studies have found significant violations of
isolation (Cox et al., 2014, 2015; Harrison & Swarthout, 2014; Freeman et al.,
in press; Brown & Healy, 2018). But while we now know that isolation can
fail, we do not know why. The leading hypothesis puts the blame on the ran-
domness that is inherent to the RIS, which creates a compound lottery over the
options that subjects choose. Subjects who opt for a ‘certain’ $1 over some
chance of $1.40, only receive the $1 if that choice happens to be selected for

2



payment. This makes no difference for subjects whose preferences satisfy the
Independence Axiom (Holt, 1986; Karni & Safra, 1987), but violations of In-
dependence arewell-documented. A preference for certainty in violation of the
Independence Axiom thus provides a possible explanation of isolation failure.

This argument, however, assumes that subjects think through the implica-
tions of the incentive scheme, and that they optimise accordingly. But there is
evidence that people engage in “narrow bracketing”—making each decision
separately from others (Tversky & Kahneman, 1981; Read et al., 1999; Ra-
bin & Weizsäcker, 2009).1 If subjects engage in “narrow bracketing” they are
unlikely to think through the implications of the compound lottery that RIS
creates.

Alternatively, it may be the difference in presentation between choice lists
and single choices that causes isolation to fail. Previous work suggests that
subjects tend to switch around the middle of a choice list (Andersen et al.,
2006; Beauchamp et al., 2015), and that they treat the fixed side of a choice
list as a reference point (Castillo & Eil, 2014; Sprenger, 2015). These or other
presentation effects offer an alternative explanation of isolation failure.

We seek to disentangle the role played by incentives on the one hand and
presentation on the other. We thus conduct a between-subjects experiment
with conditions that vary both. Following previous research (Freeman et al.,
in press), we focus on choices between a certain monetary prize and the chance
of a larger one. One example is choosing between $1.00 with 100% chance
and $1.40 with 85% chance—a choice we refer to as Q85. Three conditions,
known as R-lists, consist of choice lists with RIS incentives. Figure 1 shows
one; the other two include the same choices, but in different order. Each single
choice (SC) condition includes only one of the choices from the list. Finally,
in conditions we call K-lists, subjects complete the same questions as in R-
list conditions, but they know in advance that they would be paid on their
choice in Q85. Each K-list condition is thus identical in presentation to the
corresponding R-list condition, but has the same incentives as the SC condition
in which Q85 is the only question.

We find a statistically significant and quantitatively large violation of iso-
lation. In Q85, the proportion of risky choices is 41% in R-list and only 23%

1For example, in problem 3 in Tversky and Kahneman (1981), 84% of subjects choose a
certain gain of $240 over a 25% chance of $1000 in their first decision, and 87% of subjects
choose a 75% chance of losing $1000 over a certain loss of $750 in their second decision.
Not a single subject makes the combined modal choice when it is offered as part of a single
decision problem.
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in SC. The figure for K-list is 35%—considerably closer to R-list than to SC.
Presentation thus appears to be the primary driver of isolation failure.

Further insight is obtained by breaking down the results for K-list subjects
by the question that they answered first. Most subjects in both R-list and K-
list conditions start at the top of the list, and the K-list subjects who do so
are about as risk seeking in their answer to Q85 as R-list subjects. Nearly a
quarter of K-list subjects jump straight to Q85, however, and those subjects
are about as risk averse in their answer to Q85 as SC subjects. Thus, even the
relatively small difference in choices we observe between the K-list and R-list
conditions appears to be the result of the attention drawn to the incentivised
question, rather than of the difference in incentives per se. Figure 2 illustrates
these comparisons.

While we focus primarily on choices between a certain and a risky option,
we also include Allais variants of R-list and SC, in which winning chances
are multiplied by a common factor of 0.4. Subjects in these two conditions are
more likely to choose the riskier option than subjects in the correspondingmain
conditions, but the difference is much greater in SC than in R-list. As a result,
subjects in the SC Allais condition are no more risk averse than subjects in the
R-list Allais condition. Judging by this finding, isolation failure is specific to
choices between a safe and a risky option.

To explain our results we need a presentation effect that generates viola-
tions of isolation between a safe and a risky option, but not between two risky
options. These and other findings do not fit any of the theories we considered
ex-ante (Section 3). We thus suggest a new model of presentation-dependence
in the spirit of the Discovered Preferences Hypothesis (Plott, 1996). Deci-
sion makers have well-defined preferences, which they gradually discover by
considering the choices that they have to make. Choices are made using a cau-
tious decision criterion that evaluates the desirability of a lottery by the lowest
certainty equivalent that is consistent with the preferences that are considered
‘reasonable’ at the time of making the choice. Since list conditions include
many related choices, they induce subjects to narrow down their set of ‘rea-
sonable’ preferences, causing the certainty equivalent of risky lotteries to go
up. And since the certainty equivalent of riskless prizes is fixed, this process
results in an increased tendency towards risk taking in choices between a risk-
less prize and an uncertain lottery.

If RIS incentives were the cause of isolation failure, it would be right to see
choice lists as providing a biased measure of preferences relative to the gold
standard of single choice experiments. Our results suggest a more complicated
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Figure 2: Risk taking by condition. Bars show the proportion of subjects who
chose the risky option. Results for K-list are presented both in aggregate and
broken down by whether subjects answered Q85 first. Errors bars denote the
standard error of the mean.
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and more interesting picture: there is no true gold standard for measuring pref-
erences, but perhaps the preferences inferred from choice lists come closer to
what we may think of as informed preferences.

Related Literature Ever since the discovery by Lichtenstein and Slovic
(1971, without incentives) and Grether and Plott (1979, with RIS incentives)
of preference reversals between matching tasks incentivised using the Becker-
DeGroot-Marschack and pairwise choice tasks, economists have been broadly
aware of the potential for presentation (Tversky et al., 1990) and RIS incen-
tives (Holt, 1986; Karni & Safra, 1987) to affect choices in experiments. There
are many existing tests of the isolation hypothesis where subjects make a small
number of pairwise choices. Earlier such studies have been interpreted as sup-
port for the isolation hypothesis when subjects make pairwise choices among
simple lotteries (Starmer & Sugden, 1991; Beattie & Loomes, 1997; Cubitt
et al., 1998) and against the hypothesis that subjects integrate their portfolio
(Starmer & Sugden, 1991; Hey & Lee, 2005).2

More recent studies provide evidence against isolation. These studies cover
both the standard case where all choices in the relevant RIS condition are dis-
played on one screen (Cox et al., 2014; Cox et al., 2015, PORpi condition),
and a variation in which they are displayed on separate screens with no prior
information about forthcoming choices (Harrison & Swarthout, 2014; Cox
et al., 2015, PORnp condition). Cox et al. (2015) also establish violations of
isolation for a variety of non-RIS incentive schemes, including versions of the
“pay all questions” scheme. These recent papers interpret their results as due
to incentives created by the RIS and related incentive schemes.

As regards widely-used choice lists, Freeman et al. (in press) show that in
choices between a safe and a risky option, subjects who face an ordered list
of choices incentivised by the RIS exhibit significantly less risk aversion than
subjects who make only a single choice. They find less pronounced effects
away from certainty. They too interpret their findings as driven by the RIS in-
centives. Other studies document an effect of varying the content and position
of other choices in a list on inferred preferences, and interpret their findings
as driven by presentation (Andersen et al., 2006; Lévy-Garboua et al., 2012;

2These papers (and ours) use a between-subjects design to infer an inconsistency in how
a subject would choose in a given question across different experimental conditions that vary
incentives and presentation. Other papers that use a within-subjects design find inconsistency
in how the same subject chooses when responding to the same question on multiple occasions
(Hey & Orme, 1994; Loomes & Sugden, 1998; Agranov & Ortoleva, 2017).
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Sprenger, 2015; Castillo & Eil, 2014; Beauchamp et al., 2015), but do not
compare choices made in lists to the behaviour of subjects who make a single
choice on its own. Our study builds on previous work by separately controlling
for presenting many choices on one screen, the RIS incentives, and the ordered
list structure (via our scrambled condition). Another novelty in our study is our
use of click data—recording not only the choices subjects make in each line
of the list, but also when they make them. This additional information sheds
light on the process by which subjects make their decisions.

Our use of the K-list condition to study the effect of list presentation while
controlling for incentives is analogous to conditions used in previous research
that does not study choice lists. In particular, the ordinal payoff scheme (Tver-
sky et al., 1990; Cubitt et al., 2004) has been used to study differences between
matching vs. choice tasks while controlling for incentives. Experiments by
both Starmer and Sugden (1991) and Cubitt et al. (1998) also have all subjects
make all possible choices, and thus their tests of isolation are most comparable
to our comparison between between K-list and R-list conditions. The compar-
isons between the OT, impure OT, and PORpi conditions in (Cox et al., 2015)
are analogous to the comparisons between our SC,K-list, andR-list conditions.
Concurrent work by Brown and Healy (2018) does study choice lists, and also
uses SC, K-list, and R-list conditions, but does not vary question order nor
consider a scrambled list, and does not consider choices with a certain option.
Prior work by Lévy-Garboua et al. (2012) compares R-list conditions (based
around the Holt and Laury (2002) design) with varying question orders (as-
cending, descending, and random), to conditions where each list is presented
as a sequence of pairwise choices; however, they do not consider choices with
a certain option.

Our results contributemore broadly to the experimental literature on choice
under risk. Early experimental work documented substantial violations of the
Independence Axiom and some of its generalisations (Camerer, 1989; Bat-
talio et al., 1990; Wu, 1994). Our results suggest that the certainty effect, and
perhaps other violations of Independence, are substantially stronger in single
choices than in choice lists.

2 The Experiment
Subjects were randomly assigned to one of thirteen condition: six choice list
conditions, five single choice conditions, and two Allais conditions (Table 1).
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Table 1: Experimental conditions
Condition Description

R-list Descending Choice list with the random incentive scheme. A single
question is randomly chosen for payment after subjects
complete the task. The three R-list conditions differ in the
question order (Table 2).

R-list Ascending
R-list Scrambled

K-list Descending K-list conditions are identical to R-list conditions in
presentation, but differ in incentives. The question chosen
for payment is always Q85, and subjects know this before
tackling the questions in the list.

K-list Ascending
K-list Scrambled

SC Q95 SC stands for Single Choice. The task in these conditions
consists of a single choice corresponding to one of the
questions in the list conditions. There is a separate SC
condition for each of the list questions except the two
extreme ones (Q100 and Q70).

SC Q90
SC Q85
SC Q80
SC Q75
R-list Allais Like R-list Descending, except winning probabilities on

both sides are multiplied by 0.4.

SC Allais Like SC Q85, except winning probabilities on both sides
are multiplied by 0.4.

There were between 118 and 121 subjects in each of these 13 conditions (1,560 in total).

Online Appendix A shows the instructions and task screen for the different
conditions.

Subjects in the six main list conditions completed the same seven choices.
The option on the left was always $1.00 with 100% chance, and the option on
the right was $1.40 with chances ranging from 70% to 100% in steps of 5%.
We refer to these questions as Q70, Q75, etc. One of the seven questions was
played out for real. In R-list conditions this question was chosen randomly at
the end of the experiment, whereas in K-list conditions it was fixed in advance
to be Q85, and subjects were informed of this before starting the task. Both R-
list and K-list conditions came in three question orders variants: Descending,
Ascending, and Scrambled (Table 2). Figure 1 shows the list in theDescending
question order.

There were five main single choice (SC) conditions: one for each of Q75,
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Table 2: Choice list order variants (R-list and K-list)
# Descending Ascending Scrambled

1. Q100 Q70 Q80
2. Q95 Q75 Q95
3. Q90 Q80 Q70
4. Q85 Q85 Q85
5. Q80 Q90 Q100
6. Q75 Q95 Q75
7. Q70 Q100 Q90
The name of the question is the chance of winning the risky $1.40 prize—for example,
85% in Q85. The safe option in all the questions is $1.00 with 100% chance. Figure 1
illustrates the descending order. Note that Q85 occupies the middle position in all three
orders.

Q80, Q85, Q90, and Q95. Subjects in each of these five conditions made only
a single pairwise choice that was then played out for real.

The R-list conditions represent the choice lists commonly used in exper-
iments. A comparison of the proportion of risky choices between R-list and
SC conditions offers a test of the isolation hypothesis. K-list conditions have
the same list structure as R-list conditions, and the same incentives as the Q85
SC condition. Adding K-list to the comparison makes it possible to identify
the separate role of presentation and incentives. Comparing risk taking in Q85
between SC and K-list conditions tests for a presentation effect while control-
ling for incentives. Comparing risk-taking in Q85 between K-list and R-list
conditions tests for an incentive effect while controlling for presentation.

The two Allais conditions were variants of R-list Descending and SC Q85
with the winning probabilities for all options multiplied by 0.4. The fixed
option in R-list Allais was $1.00 with 40% chance, and the varying option
was $1.40 with evenly spaced probabilities from 28% to 40%. The question
in the SC Allais condition was Q34: $1.00 with 40% chance or $1.40 with
34% chance. These two conditions enable us to test (i) whether our subjects
have a preference for certainty in violation of the Independence Axiom, and
(ii) whether the differences in risk taking between R-list and SC continue to
hold in choices in which both options are risky.

The experiment was programmed in Javascript, and accessed via a browser.
Each subject faced six screens: (i) instructions, (ii) comprehension quiz, (iii)
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task, (iv) optional survey, (v) results, and (vi) optional feedback. Online Ap-
pendix A provides screenshots, and explains how each screen differs between
conditions. We recorded the timing of all choices and button presses, mak-
ing it possible to determine the order (including possible repetitions) in which
subjects completed the task, and the time they spent between decisions.

We recruited 1,560 US-based subjects using the Amazon Mechanical Turk
(MTurk) online labour market during US daytime hours. Payment included a
$1 participation fee and any amount won in the task. The median subject took
6 minutes to complete the experiment, earning an hourly wage of between
$10 and $24. The participation fee was given as a ‘HIT payment’ in MTurk
terminology, and the additional payment (if any) was paid as a ‘HIT bonus’.
In order to minimise sampling noise, we only allowed access to US based
workers with a minimum of 1000 completed tasks and a 97% approval rate,
and no retaking was allowed.3

UsingMTurk enabled us to recruit many more subjects than we could have
with a more traditional student sample. Our statistical comparisons are binary,
so a large number of subjects was required to obtain the statistical power to
reject an incorrect null hypothesis. MTurk subjects are, however, more het-
erogeneous than student subjects, and they complete the experiment in more
heterogeneous environments. These factors increase noise, and partially offset
the benefits of the large sample.4 Subject attrition in this short and relatively
well remunerated experiment was not a significant issue: only 0.7% of the
subjects who started the task failed the finish.5

3 Hypotheses
This section describes our hypotheses. We expect to find violations of isola-
tion in our data (Section 3.1), but are agnostic about the reason.6 Section 3.2

3Similar restrictions were used in Berinsky et al. (2012) and Freeman et al. (in press).
Mturk workers based in the US have to provide Amazon with their taxpayer identification
information, which is then verified. This effectively ensures that each worker has only one
account.

4See Horton et al. (2011), Mason and Suri (2011), and Paolacci et al. (2010) for discussion
of the advantages and challenges of using Amazon Mechanical Turk in science experiments,
and Difallah et al. (2018) for a discussion of the MTurk subject pool.

5There were 11 dropouts (4 R-list subjects, 3 K-list subjects, and 4 SC subjects).
6In line with Freeman et al. (in press), DF thought that isolation fails because of a pref-

erence for certainty, and that we would therefore find support for Hypotheses 2, 5, and 6.
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develops the testable implications of the two broad categories of explanation
of isolation failure: incentives and presentation. Section 3.3 examines a series
of specific explanations that fall under one of these two categories.

3.1 Isolation failure
Recent studies found violations of isolation in choices between a certainmoney
amount and a risky lottery. The choices in our experiment fit this pattern, and
in a pilot study comparing risk taking in Q85 we found significantly more risk
taking in the choice list.7 We thus expect isolation to fail in our data—at least
in Q85:

Hypothesis 1 (Isolation failure inQ85). The propensity for risk taking in Q85
differs between SC and at least one of the three R-list conditions.

In the reminder of this section we assume that this is indeed the case, and
focus on identifying the reason.

3.2 Incentives or presentation?
R-list and SC conditions differ on two dimensions: incentives and presenta-
tion. In R-list conditions, subjects make a sequence of choices, and a randomly
selected choice is paid. In SC conditions, they make only one choice, and are
paid according to that choice. K-list conditions occupy a middle ground be-
tween the main R-list and SC conditions. A K-list condition with a given ques-
tion order is identical in presentation to the corresponding R-list condition, but
the incentives in Q85 are the same as in SC Q85 condition.8 The incentives
and presentation explanations of isolation failure can therefore be separated
by their implications for K-list conditions.

Suppose that isolation in Q85 fails because of the difference in incentives
between R-list and SC. Since the incentives in K-list conditions are the same
GMwas sceptical about subjects’ ability to think through the implications of RIS, and instead
thought that it is the difference in presentation that matters, including the order of questions
in the list. GM expected to find support for Hypotheses 3, 4, and 10.

7Pilot sessions only included variations on R-listDescending and SC. 18 of 32 list subjects
(56.25%) chose the risky option in Q85 as compared with 7 out of 30 single choice subjects
(23.33%).

8Q85 is the only incentivized question in K-list conditions. The other questions must be
answered, but subjects have no monetary incentive to reveal their preferences.
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as in the SC Q85 condition, there should also be a difference in risk taking
between otherwise identical R-list and K-list conditions:

Hypothesis 2 (Incentives effect). The propensity for risk taking in Q85 differs
between R-list and K-list conditions that share the same question order.

Supposed, instead, that isolation fails because of the difference in presen-
tation between R-list and SC. Since a K-list condition with a given question
order is identical in presentation to the corresponding R-list condition, there
should also be a difference in risk taking between SC and one or more of these
K-list conditions:

Hypothesis 3 (Presentation effect). The propensity for risk taking in Q85
differs between SC and one or more of the K-list conditions.

If risk taking is affected by the difference in presentation between choice
lists and single choices, it is natural to ask whether it is also affected by how
the questions in the choice list are ordered:9

Hypothesis 4 (Question order effect). The propensity for risk taking in one
or more questions differs between the three main R-lists conditions.

3.3 Theories of isolation failure
We now turn to more specific explanations of isolation failure, starting with
theories that focus on the incentive scheme. The best known of these is based
on the assumption that subjects have a preference for certainty in violation of
the Independence Axiom. We can test this assumption in our subject popula-
tion by comparing the level of risk taking between SC Q85 and SC Allais. The
question in SC Allais is Q34—obtained from Q85 by multiplying both win-
ning probabilities by a common factor of 0.4. If subjects have a preference for
certainty, the propensity for risk taking in Q34 should be higher:

Hypothesis 5 (Preference for certainty). The propensity for choosing the
riskier option in SC Allais is higher than in SC Q85.

A preference for certainty offers a possible explanation of isolation failure
in choice lists with RIS if subjects correctly account for the risk created by their
other choices (Freeman et al., in press). Since subjects in R-list conditions do

9We limit Hypothesis 4 to R-lists, because in K-lists only one question is incentivised.
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not know which question would be selected for payment, they can only avoid
risk entirely by choosing the certain option in all the questions. Assuming a
preference for certainty, subjects in any of the main R-list conditions should
therefore be more likely to choose the risky option in Q85 than either subjects
in K-list conditions or subjects in SC Q85. Since a presentation effect may
exist alongside an incentive effect, we control for presentation by comparing
choices in R-lists and K-lists that share the same question order:10

Hypothesis 6 (Isolation failure due to a preference for certainty). The propen-
sity for risk taking in Q85 is higher in each R-list condition than in the K-list
condition that shares the same question order.

A more basic issue with the RIS is that each question has much less of an
impact on the subject’s payoff than the corresponding question in a SC condi-
tion. If reduced incentives increase the influence of noise, the propensity for
risk taking should be biased towards 50% in R-list conditions, and even more
so in the non-incentivised choices in K-list conditions:11

Hypothesis 7 (Isolation failure due to lower financial incentives in RIS). In
Q85, the propensity for risk taking in R-list should be between the propensity
for risk taking in SC and 0.5, and the propensity for risk taking inK-list should
be the same as that of SC. In all other questions, the propensity for risk taking
in R-list and K-list conditions should be between the propensity for risk taking
in SC and 0.5.

We now turn to theories of isolation failure that focus on the choice list
presentation. The best known theory in this group is middle bias, which posits
that subjects facing an ordered list are biased towards switching near its middle
(Andersen et al., 2006; Beauchamp et al., 2015). Since Q85 is in the middle of
all our main list conditions, middle bias has no implications for choices in Q85
itself.12 Subjects affected by middle bias are more likely to choose the risky
option in the questions in which the risky option is better than in Q85, and are
more likely to choose the safe option in the questions in which it is worse:

10See Freeman et al. (in press, Section 4) for a more formal version of this argument, build-
ing on Karni and Safra (1987).

11For discussions of models of noisy maximisation for fitting experimental data, seeWilcox
(2008), Hey et al. (2009), Berg et al. (2010).

12Since other presentation effects do have testable implications for Q85, this makes it pos-
sible for us to test for their presence independently of our test for middle bias.
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Hypothesis 8 (Isolation failure due to middle-bias). The propensity for risk
taking in the ordered variants of R-list relative SC is higher in Q90 and Q95
and lower in Q80 and Q75.

The next presentation theory we consider is static reference-dependence.
Two recent papers suggest that subjects treat the fixed-side of a choice list as
a reference point, and are biased towards it (Castillo & Eil, 2014; Sprenger,
2015).13 The fixed side in our list conditions is the safe option. Static reference-
dependence therefore implies less risk taking than in SC conditions:

Hypothesis 9 (Isolation failure due to static reference-dependence). In all
the questions, the propensity for risk taking in R-list conditions is lower than
than in SC conditions.

A related idea is that making several choices on the same side of the list
creates a dynamic status-quo, biasing subsequent choices in the same direc-
tion.14 Such a bias would result in more risk taking in the R-list Descending
condition, in which subjects are likely to choose the risky option in the first
several questions, than in the R-list Ascending condition, in which they are
likely to do the opposite:

Hypothesis 10 (Isolation failure due to dynamic reference-dependence).
In all the questions, the propensity for risk taking is lower in R-list Ascending
than in R-list Descending.

A final idea comes from the the psychology literature on choice and match-
ing tasks. Tversky et al. (1990) suggests that subjects in choice problems
overweigh the prominent attribute (attribute prominence), while in matching
problems they overweigh the dimension being matched (scale compatibility).
Subjects in our experiment are only required to solve binary choice problems,
so the alleged asymmetry between choice and matching tasks is not obviously
relevant. Nevertheless, it is conceivable that subjects decide on their choices
in the list by first matching the fixed side of the list with its probability equiv-
alent on the other side.15 Combined with an asymmetry between choice and

13According to Castillo and Eil (2014), subjects see the fixed-side of the list as the status-
quo option, and are affected by status-quo bias. According to Sprenger (2015), subjects see
the fixed-side of the list as an endowment, and are loss averse about switching away from it.

14Loomes and Pogrebna (2014) find evidence of such an effect.
15For example, a subject from whom the probability equivalent of $1 with 100% chance is

$1.40 with 82% chooses the risky option in Q100, Q95, Q90, and Q85, and the safe option in
Q80, Q75, and Q70.
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matching tasks, such a choice heuristic offers a possible explanation of isola-
tion failure. The direction of the effect is not obvious, and may depend both
on the attribute that is prominent in choice tasks and on the relative strength of
the attribute prominence and scale compatibility effects.16 At minimum, how-
ever, any consistent asymmetry between choice andmatching tasks should bias
choices in the Allais conditions in the same direction as in the main conditions:

Hypothesis 11 (Isolation failure due to an asymmetry between choice and
matching tasks). The propensity for risk taking in Q34 is higher (lower) in
R-list than in SC if and only if the propensity for risk taking in Q85 is higher
(lower) in R-list than in SC.

4 Results
Table 3 reports the proportion of risky choices for each combination of ques-
tion and condition. Figure 2 provides a graphical overview of the same data,
pooling different order variants together, and focusing on the main SC, R-list,
and K-list conditions. Tables 4, 5, and 6 report the results of statistical tests
for the significance of differences in risk taking across conditions. We con-
ducted two types of tests: (i) likelihood ratio tests that compare the proportion
of risk taking between conditions and (ii) probit regressions for whether a par-
ticular subject chooses the risky option with individual controls from the post-
experiment questionnaire.17 All the results include subjects with monotonicity
violations.18

16According to Tversky et al. (1988), ‘there is no obvious reason that probability is more
prominent than money or vice versa.’

17The most statistically significant individual control was the self-reported tolerance for
risks. Whether it improves the accuracy of our estimates depends on the extent to which it
is a useful measure of a risk taking personality. Encouragingly, it did not differ meaningfully
across conditions (𝑝 = 0.21), even when actual risk taking was significantly different.

18As in other experiments that use choice lists, a small proportion of subjects in list con-
ditions violated monotonicity (Online Appendix B). For example, a subject may choose the
risky option in Q85 and the safe one in Q90. Some experimenters consider such subjects to be
‘noise subjects’, and drop them from their analysis. Since we can only identify such subjects
in list conditions, it was not possible to drop them without introducing bias in our comparisons
between list and single choice conditions.
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Table 3: The proportion of subjects choosing the risky option.
Question

Q100 Q95 Q90 Q85 Q80 Q75 Q70

Single choice 0.53 0.42 0.23 0.23 0.14

R-list 0.94 0.76 0.65 0.41 0.28 0.16 0.11
Descending 0.97 0.72 0.60 0.39 0.28 0.16 0.10
Ascending 0.95 0.80 0.61 0.39 0.31 0.15 0.08
Scrambled 0.90 0.77 0.73 0.44 0.24 0.17 0.15

K-list 0.92 0.77 0.69 0.35 0.25 0.15 0.10
Descending 0.96 0.74 0.65 0.35 0.26 0.18 0.14
Ascending 0.90 0.78 0.67 0.37 0.26 0.15 0.11
Scrambled 0.90 0.78 0.74 0.34 0.22 0.12 0.06

Allais conditions
SC Allais 0.55
R-list Allais 0.98 0.78 0.70 0.51 0.34 0.21 0.12

Rows correspond to conditions and columns to questions. The Single choice row
represents the five separate SC conditions. Results for R-list and K-list conditions
include a breakdown by question order. In the Allais conditions the chance of winning
the risky prize is scaled by a factor of 0.4 relative to the other conditions.
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Table 4: Risk taking in SC vs. list conditions: p-values in LR tests
Q95 Q90 Q85 Q80 Q75

R-list 0.000 0.000 0.001 0.370 0.661

Descending order 0.002 0.004 0.008 0.397 0.738

Ascending order 0.000 0.003 0.007 0.191 0.855

Scrambled order 0.000 0.000 0.001 0.971 0.573

K-list 0.000 0.000 0.013 0.794 0.815

Descending order 0.000 0.000 0.047 0.680 0.397

Ascending order 0.000 0.000 0.017 0.600 0.813

Scrambled order 0.000 0.000 0.058 0.757 0.564

K-list 0.000 0.000 0.013 0.794 0.815

Answered Q85 first 0.000 0.001 0.800 0.854 0.713

Answered another question first 0.000 0.000 0.003 0.695 0.880
Each cell reports the 𝑝-value in a likelihood-ratio test comparing the proportion of risky
choices between the SC condition in the column and the corresponding question in the
list condition in the row. 𝑝-values below 0.05 are highlighted in boldface. Results for
R-list and K-list conditions are separated by question order, and for K-list conditions also
by whether subjects answered Q85 first.
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Table 5: Risk taking in R-list vs. K-list in Q85: p-values in LR tests
R-list K-list p-value

All All 0.152

Descending order Descending order 0.505

Ascending order Ascending order 0.766

Scrambled order Scrambled order 0.131

All Answered Q85 first 0.008
All Answered another question first 0.597
Each cell reports the 𝑝-value in a likelihood-ratio test comparing the proportion of risky
choices in Q85 between R-list and K-list conditions. Separate tests are reported by
question order, and for K-list conditions also by whether subjects answered Q85 first.
𝑝-values below 0.05 are highlighted in boldface.

4.1 Isolation failure
Contrary to the isolation hypothesis, subjects in all three R-list conditions were
more likely to choose the risky option than subjects in SC conditions (Table 3).
The difference in Q75 and Q80 is small, but in Q85, Q90, and Q95 it is sub-
stantial. In Q85, for example, only 23% of SC subjects chose the risky option,
whereas in R-list conditions the proportion of risky choices varied from 39%
to 44% with an overall average of 41%.

Table 4 reports the p-values in likelihood ratio tests comparing the propor-
tion of risk taking between SC and each of the three R-list conditions. The null
hypothesis of no difference is rejected for all question orders in Q85, Q90, and
Q95. In likelihood ratio tests combining the three question orders, the p-value
is 0.001 for Q85 and even smaller for Q90 and Q95. In a probit regression for
risk taking in Q85 the p-value on R-list is 0.003 (Column 1 of Table 6).

Observation 1. In Q85, Q90, and Q95, subjects in R-list conditions were sub-
stantiallymore likely to choose the risky option than SC subjects. Hypothesis 1
(isolation failure in Q85) is strongly supported.
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Table 6: Probit regression for risk taking in Q85
(1) (2) (3) (4)

SC −0.43 ∗∗∗ −0.43 ∗∗∗

(0.15) (0.15)
R-list 0.43∗∗∗ 0.43∗∗∗

(0.15) (0.15)
K-list 0.34∗∗ −0.09

(0.15) (0.10)
Answered
Q85 first

0.01 −0.42 ∗∗

(0.20) (0.17)
Answered
another question first

0.43∗∗∗ 0.00
(0.15) (0.11)

Risk
tolerance

1.16∗∗∗ 1.16∗∗∗ 1.19∗∗∗ 1.19∗∗∗

(0.19) (0.19) (0.19) (0.19)
Male 0.23∗∗ 0.23∗∗ 0.23∗∗ 0.23∗∗

(0.10) (0.10) (0.10) (0.10)
Observations 817 817 817 817
Separate probit regressions in each column. Dependent variable: whether the subject
chose the risky lottery in Q95. Standard errors in parentheses. Statistical significance
indicators: ∗ 𝑝 < 0.05, ∗∗ 𝑝 < 0.01, ∗∗∗ 𝑝 < 0.001. Risk tolerance is a self-reported real
number between 0 and 1. The regressions also control for age, education and household
income, but the coefficients are small and far from statistical significance.
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4.2 Presentation or incentives
In Q85, the proportion of risk taking by K-list subjects was 35% on average—
less than the 41% average for R-list conditions, but much higher than the 23%
figure for SC; in Q90 and Q95 it was actually higher than in R-list conditions.
SinceK-lists share presentation withR-lists and incentives with SC conditions,
these results are much more consistent with a presentation effect (Hypothe-
sis 3) than with an incentive effect (Hypothesis 2).

Our formal tests focus on Q85 (the only question incentivised in K-list
conditions), and combine the three K-list order variants in order to maximise
statistical power. The 12% difference in risk taking between the K-list and SC
is statistically significant both in a likelihood ratio test (𝑝 = 0.013; Table 4)
and in a probit regression with individual controls (𝑝 = 0.021; Column 1 of
Table 6). The 6% difference in risk taking between K-lists and R-lists is not
statistically significant: 𝑝 = 0.15 in a likelihood ratio test (Table 5)19 and 𝑝 =
0.357 in a probit regression with individual controls (Column 2 of Table 6).

Observation 2. Subjects in K-list conditions were substantially more likely
to choose the risky option in Q85 than SC subjects, and only insignificantly
less so than R-list subjects. These results support Hypothesis 3 (presentation
effect), but not Hypothesis 2 (incentive effect).

4.3 The impact of question order
According to Table 3, question order does not seem to make an appreciable
difference to risk taking in either R-list or K-list conditions. Differences in the
proportion of risk taking are small, and are not consistent from one question
to the next. Formal likelihood tests support this impression: no comparison is
statistically significant after a Bonferonni correction for multiple hypotheses
testing:20

19The 𝑝-value in the test comparing the K-list Scrambled condition with the corresponding
R-list condition has a marginally smaller p-value of 0.13, but the conventional statistical sig-
nificance threshold should be adjusted down to allow for the separate testing of the three order
variants.

20In an ordered probit regression with the total number of risky choices as the dependent
variable, the lowest p-value is 𝑝 = 0.397 (between R-list Ascending and R-list Scrambled).
In a question specific comparison, the smallest p-value is 𝑝 = 0.03 (in Q70 between K-list
Descending and K-list Scrambled).
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Observation 3. The order of questions in a choice list has no statistically mea-
surable impact on risk taking. Hypothesis 4 is rejected.

4.4 Preference for certainty
The last two lines of Table 3 report the proportion of risky choices in the two
Allais conditions. The substantial difference in risk taking between R-list and
SC in Q85 disappears and even slightly reverses: 55% of SC subjects choose
the risky option in Q34 vs. 51% of R-list subjects. A comparison with risk
taking in Q85 reveals a strong certainty effect in SC (55% vs. 23%, 𝑝 = 5 ⋅
10−9) and a substantially weaker certainty effect in R-lists (51% vs. 41%, 𝑝 =
0.003).21

Observation 4. Consistent with Hypothesis 5 (certainty effect), risk taking in
SC conditions is much higher in Q34 than in Q85. The difference in R-list is
less—so much so that in Q34 R-list subjects were no more likely to choose the
risky option than SC subjects.

4.5 Insights from click data
Our click data enabled us to examine the order in which subjects tackle the
different questions in the list, whether subjects revised their choices, and the
time they spent between one question and the next. Figure 3 shows a histogram
of the first question answered by R-list and K-list subjects. Fully 23% of K-
list subjects started with the middle question—Q85—while not a single R-
list subject did the same. Presumably, these K-list subjects zeroed in on the
question that they knew would determine their payment, and only later paid
attention to the other questions in the list.

Figure 2 and Table 3 break down the results for K-list subjects by whether
they answeredQ85 first. Thosewho didwere substantially less likely to choose
the risky option: only 25% of them did so, compared with 39% of other K-
list subjects. According to the likelihood ratio tests in Tables 4 and 5, the
group who answered Q85 first is statistically close in their choices in Q85 to

21In a contemporaneous experiment, Brown and Healy (2018) compare the impact of dif-
ferent mechanisms on a choice between two risky lotteries (a 50% chance of $10 and a 50%
chance of $5 vs. a 70% chance of $15). Like us, they find no difference in risk taking between
single choices and lists with RIS incentives. They do, however, find a statistically significant
(𝑝 = 0.041) difference between their analogues of R-lists and K-lists.
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Figure 3: The first question tackled by R-list and K-list subjects. The 4th
question was Q85. Other questions varied between question orders (Table 2).
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SC subjects (𝑝 = 0.800) and far from R-list subjects (𝑝 = 0.008), while the
remaining K-list subjects are close to R-list subjects (𝑝 = 0.597) and far from
SC subjects (𝑝 = 0.003). The probit regressions in Q85 in Table 6 tell a similar
story. With SC as the omitted category (Column 3), the coefficient on the group
of K-list subjects who answered Q85 first is only 0.01, whereas the coefficient
on other K-list subjects is 0.43—exactly the same as on R-list. With R-list as
the omitted category (Column 4), the coefficient on the group who answered
Q85 first is almost the same as the one on SC, and the coefficient on other K-
list subjects is zero. While we cannot be certain that subjects who answered
Q85 first were not inherently more risk averse than other subjects, there was no
difference in risk taking between these two groups in any of the other questions
in the list, not was there a difference in self-reported tolerance for risk (part of
the post-experiment questionnaire).

Click data also allowed us to examine cases in which a subject revised
an initial choice before submitting her choices for the list. Seven of the K-list
subjects who focused initially on Q85 switched their initial choice in Q85 from
safe to risky, and only one made the opposite switch (𝑝 = 0.01 in a one-sided
test); among other K-list subjects there were just as many switches from risky
to safe as from safe to risky.

Observation 5. Risk-taking in Q85 depends on whether subjects answer Q85
first. K-list subjects who started with Q85 were about as likely to choose the
safe option as SC subjects, though some later revised their choice to risky.
The remaining K-list subjects were about as likely to choose the risky option
as R-list subjects.

4.6 Theories of isolation failure
Our data does not support the existence of an incentive effect (Hypothesis 2).
Despite the difference in incentives, we found only a small and statistically in-
significant difference in risk taking in Q85 between R-lists and K-lists. More-
over, (i) this small difference is entirely explained by the 23% ofK-list subjects
who focused on Q85 first, and (ii) in other questions all K-list subjects were
as likely to choose the risky option as R-list subjects. Since the difference
in incentives cannot explain isolation failure in our data, nor can the specific
isolation theories in Hypotheses 6 and 7.

Our data offers strong support for a presentation effect (Hypothesis 3), but
none of the particular presentation effect theories we consider in Section 3 can

23



explain our findings. Middle-bias (Hypothesis 8) cannot explain the excess
risk taking in choice lists in Q85, and makes the counter-factual prediction of
less risk taking in choice lists in Q75 and Q80. Static reference-dependence
(Hypothesis 9) gets the direction wrong, predicting less risk taking in choice
lists (including in Q85). Since we find no question order effect (Hypothesis 4),
we ipso facto reject the specific question order effect implied by Dynamic
reference-dependence (Hypothesis 10). Finally, while in Q85 the propensity
for risk taking in R-list was 18% higher than in SC, in Q34 it was 4% lower.
This runs counter to Hypothesis 11 (isolation failure due to an asymmetry be-
tween choice and matching tasks), and suggests that the mechanism responsi-
ble for isolation failure in our data is specific to choices between a safe and a
risky option.

5 Preference narrowing with cautious decisions
In this section we suggest a novel model that is consistent with the entirety
of our findings. While the model can account for our findings better than the
presentation effect theories we considered in Section 3.3, it was constructed
ex-post, and should be tested in a separate experiment. After presenting the
model, we discuss a couple of non-obvious implications that can be tested in
such a future experiment.

The model consists of the following three assumptions: (i) decision mak-
ers are initially uncertain about their own preferences, and consider multi-
ple preference relations as ‘reasonable’;22 (ii) uncertainty about preferences
is resolved by evaluating each lottery by its lowest certainty equivalent (as in
Cerreia-Vioglio et al., 2015);23 (iii) the process of considering choices causes
the set of ‘reasonable’ preferences to shrink.

Subjects in list conditions narrow down the set of ‘reasonable’ preferences
as they consider the choices in the list. Since lotteries are evaluated by their

22We view this first assumption as closely related to what Butler and Loomes (2007) refer to
as ‘preference imprecision’. Ok (2002) discusses the link between preference incompleteness
and multiple possible preference relations.

23Such a tendency is captured in the cautious expected utility model of Cerreia-Vioglio et
al. (2015), which assumes that each preference relation under consideration satisfies expected
utility. The multiple weighting model of Dean and Ortoleva (2016) is similar in spirit, but
assumes that each preference relation under consideration satisfies rank-dependent utility with
a common utility-for-money function. Either model could be applied to obtain the results here.
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lowest certainty equivalent, preference narrowing causes the value of risky
lotteries to go up, making them gradually more attractive relative to a riskless
option. Consequently, preference narrowing can cause a change of preferences
from the safe to the risky option, but not vice versa. Since the choices in our
main conditions are between a safe and a risky option, this explains why we
obtain more risk taking in R-list and K-list conditions than in SC conditions.

In choices between two risky lotteries, both options will generally become
more attractive over time in the sense of having higher certainty equivalents,
so the preference between them can change in either direction. Consider the
choice between a 40% chance of $1.00 and a 34% chance of $1.40, and sup-
pose a decisionmaker initially considers two ‘reasonable’ preference relations:
one values the two lotteries at $0.30 and $0.40 respectively, and the other re-
verses these values. Since the lowest certainty equivalent of both lotteries
is $0.30, the decision maker would be initially indifferent between them. If
preference narrowing eliminates the first of these two preference relations, she
would come to have a strict preference for the safer lottery; if preference nar-
rowing eliminates the second, she would come to have a strict preference for
the risky one. Therefore, preference narrowing does not make a directional
prediction in such choices, and is consistent with the absence of difference in
risk taking between the Allais R-list and SC conditions. Online Appendix C
provides a worked out example that includes both types of choices.

Formally, let Δ denote the set of simple lotteries with positive prizes. We
write (𝑥, 𝑝) to denote a lottery yielding the prize $𝑥 with probability 𝑝 (and
otherwise nothing). Let 𝒲 denote a set of utility functions over Δ, with each
𝑈 ∈ 𝒲 representing a preference relation that is complete, transitive, contin-
uous, and strictly monotonic over prizes. 𝒲 is the set of utility functions rep-
resenting preferences that the decision maker initially considers reasonable.
When making a pairwise choice between lotteries in Δ, the decision maker
evaluates a lottery (𝑥, 𝑝) according to its cautious certainty equivalent 𝑐𝒲 (𝑥, 𝑝):

𝑐𝒲 (𝑥, 𝑝) = min
𝑈∈𝒲 {𝑧 ∶ 𝑈(𝑧, 1) = 𝑈(𝑥, 𝑝)} (1)

Finally, let 𝒲 (𝐶) denote the set of utility functions that the decision maker
considers reasonable after making a set of choices 𝐶 . The preference nar-
rowing hypothesis posits that (i) 𝒲 (𝐶) ⊆ 𝒲 , and (ii), for all 𝐶1 and 𝐶2,
𝒲 (𝐶1) ∩ 𝒲 (𝐶2) ≠ ∅. Making one or more choices reduces the set of ‘rea-
sonable’ preferences from the initial 𝒲 to some 𝒲 ′ ⊆ 𝒲 . It follows imme-
diately from Equation 1 that 𝑐𝒲 ′(𝑥, 𝑝) ≥ 𝑐𝒲 (𝑥, 𝑝) for any simple lottery (𝑥, 𝑝),
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with equality if 𝑝 = 1. Making choices therefore increases the attractiveness
of risky lotteries relative to safe prizes. Consider a choice between a safe and
risky prize that appears in both SC and list conditions. Every subject who
would pick the risky option in SC, would also pick the risky option in a list
condition, but not vice versa. Given random assignment into conditions, the
proportion of risky choices in the list conditions should be higher than in single
choice conditions when a certain option is available (Online Appendix C).

As subjects decide on the choice in more and more questions, the prefer-
ence narrowing effectively converges to a single ‘true’ preference relation.24
This key feature fits inwith theDiscovered PreferenceHypothesis (Plott, 1996),
and contrasts with psychological models of constructed preferences, which
have no analogue of a true preference relation (Lichtenstein & Slovic, 2006).

The preferences that subjects end up with depend on the set of choices
that they consider, but not on the order in which they consider these choices.
Subjects in the three main R-list conditions are presented with the same set of
questions in three different orders. The fact that question order does not seem
to affect choices (Observation 3) is consistent with the preference narrowing
model, and further suggests that subjects consider all the choices in the list
before committing to any of them.

Testable implications
The preference narrowing model explains the increased rate of risk taking in
choice lists as the result of subjects learning about their preferences. The in-
creased propensity for risk taking in these choices should therefore persist for
at least some time afterwards. This can be tested in a within-subjects exper-
iment that consists of three separate screens: (i) Q85 on its own as a single
choice, (ii) a choice list such as R-list Descending, and (iii) a repeat of Q85 as
a single choice. Subjects will be paid on one randomly selected question from
the entire experiment.

The key to this design is the second screen, which offers subjects an op-
portunity to learn about their preferences. The prediction of the preference
narrowing model is that the propensity for risk taking should increase from
the first screen to the third. Importantly, a preference for consistency would

24Since the set of preference relations is finite, the preference narrowing process must con-
verge. Convergence to a set consisting of more than one ‘reasonable’ preference relation is
possible, but the cautious decision criterion will map it to one effective preference relation.
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result in subjects making the same choice in Q85 in all three screens, andwould
thus work against the prediction of the preference narrowing model.25

A second testable prediction arises from out model’s use of cautious cer-
tainty equivalents. If this model is correct, the tendency for increased risk
taking in the choice list should hold in all choices between a certain prize and
a risky lottery, including choices in which the risky lottery offers the small
chance of a much larger prize. In such choices, however, subjects are often
risk seeking (the possibility effect), so a tendency towards risk neutrality in the
list would have the opposite implication. Testing this prediction would require
finding a choice question—call it Q85’—that illustrates the possibility effect.
Suppose that when embedded in a choice list, roughly half the subjects choose
the risky option in this question. The hypothesis is that the propensity for risk
taking would be less when the choice is presented on its own in a SC Q85’
condition.

6 Conclusion
We compared choice lists with RIS incentives with single choices, and found
considerably more risk taking in lists. Examination of choice lists with single
choice incentives revealed that isolation failed not because of the RIS incen-
tives, but because of the difference in presentation. These findings are con-
sistent with the experimentalist intuition of Tversky and Kahneman (1981):
subjects do not integrate their choices into one grand decision. Nevertheless,
presentation effects cause subjects to alter their preferences as they consider
the options in the list. We thus have neither integration nor isolation, but some-
thing in between the two.

Our results join a diverse group of findings that undermine the idea of sta-
ble preferences. Most important, perhaps, are preference reversals (Lichten-
stein & Slovic, 1971; Grether & Plott, 1979), the decoy effect (Huber et al.,
1982), and the anchoring effect (Ariely et al., 2003). Our preference narrow-
ing model, however, retains a notion of true preferences that are approached
through experience. Preferences are malleable, but they are not arbitrary.

25If we were not concerned with subjects having a preference for consistency, we could
use a simpler two screen design, consisting of a choice list followed by a single choice. In
this simpler design, however, the prediction of the preference narrowing model cannot be
separated from that of a preference for consistency.
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Single choices are traditionally considered the gold standard for revealing
preferences, and behavioural differences with choice lists are taken to imply
that choice lists are biased. This can only be so in a world of stable preferences,
but in a world of malleable preferences the situation is considerably more com-
plicated. Preference narrowing offers a guide: preferences are malleable, but
people have true preferences, which they approach through experience. Sin-
gle choices offer only a minimal opportunity for preference discovery, and the
preferences we observe are biased towards risk aversion. Choice lists offer
greater opportunity for preference discovery, and choices come closer to true
preferences.

It may seem, therefore, that we should completely reverse the traditional
view, and see single choices as biased. This may be the right conclusion if we
are interested in true preferences, but it may or may not be appropriate if we
are interested in predicting choices. Experienced decision makers have likely
converged to their true preferences, and we can safely use choice lists to learn
about their preferences. Inexperienced decisions makers are different. They
have not had time to learn about their true preferences, and single choices may
well offer a better indication of the choices they are likely to make.

Since choice lists result in different preferences, experiments can lead to
different conclusions depending on the mechanism used to elicit preferences.
In choices between a safe and risky option, experimenters using single choices
would estimate greater risk aversion and a more powerful certainty effect. For
any given sample size, experiments using single choices are more likely to
reject expected utility than comparable experiments using choice lists.
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A Experiment screen shots
This appendix includes screenshots of the experiment, and explains how these
differed between conditions.

A.1 General instructions
The first screen in the experiment was the instructions. These differed a lit-
tle between SC (Figure A.1), R-list (Figure A.2), and K-list conditions (Fig-
ure A.3). The difference was (i) in the description of the task: “make a choice
between two bets” or “make a series of choices between two bets”, and (ii) in
the description of the payment: “This choice would be played for real money”;
“Most of the choices are hypothetical, but one of the choices would be played
for real money. The computer will select this ‘bonus choice’ at random after
you complete the task…”; or “Most of the choices…You will be told which of
the choices is the ‘bonus choices’ when you start the task.” The instructions
explained the payment scheme, and gave subjects an opportunity to try the
interface in a choice that had little to do with the actual choice(s) in the task.

A.2 Quiz
The instructions were followed by a quiz, which subjects had to complete cor-
rectly before starting the task. The quiz was designed to ensure that subjects
understand that their choices have real money implications, and how exactly
do different options result in different prizes. Figure A.4 shows the quiz screen
in SC conditions. In list conditions the phrase “the choice in the task” was re-
placed with “the bonus choice in the task”, but the quiz itself was the same.

A.3 Task
Subjects started the experimental task after completing the quiz. The questions
differed between each single choice condition, as did the choice lists between
each list conditions. The instructions for the task were, however, identical be-
tween all SC conditions (Figure A.5), all R-list conditions (Figure A.6) and
all K-list conditions (Figure A.7). Each K-list condition had a corresponding
R-list condition with the exact same choice list, but the instructions were dif-
ferent. The R-list instructions reminded subjects that “After you complete the
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task, the computer will randomly select one of these choices to be the bonus
choice”, while theK-list instructions informed subjects that “The bonus choice
is choice #4”.

A.4 Optional survey
The task was followed by an optional survey (Figure A.8), which asked sub-
jects some demographic questions (year of birth, age, gender, household in-
come, and the degree to which they face difficulties paying regular expenses),
previous experience with similar choices, judgements of similarity (between
the prizes, and between the chances), and expected feelings.

A.5 Results screen
The results screen informed subjects of the computer draw, and their conse-
quent financial results.

A.6 Feedback
The feedback asked subject to provide feedback on the experiment, and also
asked an open question on how they made their choices (we did not analyse
the results).

B Monotonicity violations
Subjects in R-list can violate monotonicity either by choosing $1.00 in Q100
(with $1.40 available with 100% chance) or by making multiple switches. We
focus attention on R-list conditions, since only Q85 is incentivised in K-list
conditions. 4% of subjects in R-list Descending and R-list Ascending chose
$1.00 in Q100, and 10% did so in R-list Scrambled. Most of these subjects
(69%) chose $1.00 in all other questions. These rates are higher than the 1%
of all decisions between lotteries with a dominance relationship in Loomes
et al. (2002), but in line with the 0-10% of subjects who chose a lottery that
is transparently first-order stochastically dominated in Agranov and Ortoleva
(2017, Table A8). Approximately 3% of subjects in R-list Descending and R-
listAscending switched back-and-forth, and 14%did so in theR-list Scrambled
condition. These rates are relatively low. For example, Holt and Laury (2002)
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Figure A.1: Instructions in SC conditions.

find that 13% of subjects switched back-and-forth in the first low-payoff choice
list they face.

C Preference Narrowing: an Example
The following stylised example illustrates how the preference narrowingmodel
can capture our results. Consider the following three piecewise linear utility-
for-money functions. Let 𝑢0(𝑥) = 𝑥 for all 𝑥; let 𝑢1(𝑥) = 𝑥 for 𝑥 ≤ 1 and
𝑢1(𝑥) = 5

18𝑥+ 13
18 for 𝑥 > 1; and let 𝑢2(𝑥) = 87

68𝑥 for 𝑥 ≤ 2/3 and 𝑢2(𝑥) = 15
34𝑥+ 19

34
for 𝑥 > 2/3. A subject who initially considers the set 𝒲 that consists of the
three expected utility preferences with utility-for-money functions given above
would rank ($1.40, .90) ∼ ($1, 1) and ($1.40, .34) ∼ ($1, .40), exhibiting a cer-
tainty effect, though each of the three preference relations in 𝒲 satisfies the
Independence Axiom.

Now consider what happens if she reconsiders of her preferences. If she
drops only 𝑢1, then she would become less risk averse around certainty and
rank ($1.40, .85) ∼ ($1, 1), but her ranking ($1.40, .34) ∼ ($1, .40) would re-
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Figure A.2: Instructions in R-list conditions.
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Figure A.3: Instructions in K-list conditions. In this screen-shot the subject
has chosen Option A in the example choice.
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Figure A.4: Quiz in SC conditions.
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Figure A.5: The task in SC Q75. Other SC conditions included a different
question, but the instructions were the same.

Figure A.6: The task in the R-list Scrambled condition. Other R-list conditions
included a different choice list, but the instructions were the same. The subject
in this screen shot chose the risky option in Q85, Q90, Q95, and Q100, and the
safe option in Q70, Q75, and Q80.
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Figure A.7: The task in theK-listAscending condition. OtherK-list conditions
included a different choice list, but the instructions were the same. The subject
in this screen shot chose the risky option in Q85, Q90, Q95, and Q100, and the
safe option in Q70, Q75, and Q80.
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Figure A.8: The post-task survey for a SC Q75 subject.
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main. If instead she drops only 𝑢2, her preferences around certainty would
not change, but she become more risk averse away from certainty and rank
($1, .40) ≻ ($1.40, .34).26 If she dropped both 𝑢1 and 𝑢2 from 𝒲 , then she
would be an expected value maximiser.

Thus, a subject who initially considers all rankings in 𝒲 when making a
single binary choice, but who reconsiders her preferences and drops 𝑢1 after
her initial choice in a choice list, would be more likely to choose the risky
option in Q85 and Q90 when embedded in a choice list than in Single Choice
conditions (as per Observations 1 and 2), yet would exhibit no such difference
in our Allais conditions.

26This example illustrates that, in our model, preference narrowing need not lead to less
risk aversion in choices away from certainty.
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D Additional results
Figure D.1 shows the median time to answering questions 2–7 (measured from
the time in which the previous question was answered) for subjects who com-
pleted the list in order and in one go. We do not have comparable figures for
the first question, since we cannot separate the time for answering the first
question from the time spent reading the instructions. The results show a clear
downtrend, with subjects speeding up as they go down the list. For example,
the median time for answering Q75 is 3.24 seconds in the ascending order, in
which it is the 2nd question, but only 0.91 seconds in the descending order,
in which it is the 6th question. The downtrend in the scrambled order is less
pronounced.27

Tables D.7, D.8, D.9 and D.10 are analogues of Table 6 for Q75, Q80,
Q90, and Q95. Whereas in Q85 (Table 6) the K-list subjects who answered
Q85 first were about as likely to choose the risky option as subjects in the
corresponding Single Choice condition, in other questions both groups of K-
list subjects are significantly more likely to choose the risky option. In fact,
there is no significant difference in the propensity to choose the risky option
between R-list subjects and either group of K-list subjects. These results are
consistent with the overall conclusion of the paper—that the difference in risk
taking between single choices and lists with random incentives is due to the
list presentation and not the random incentives. Finally, Table D.11 reports
likelihood ratio tests comparing the proportion of risky choices in different
questions between pairs of choice list conditions that differ only in question
order.

27We cannot rule out the possibility that these differences are the result of subjects becoming
more familiar with the interface as they go down the list, but we don’t think this is likely.
The experiment uses standard radio buttons (Figure 1), and subjects will have used the exact
interface in the general instructions and quiz before starting the main task.
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Figure D.1: Median time to answer the different questions in the list. Error
bars denote the 25th and 75th percentiles. The time for answering the first
question is omitted, as it is several times longer than the time to answer any
of the subsequent questions. Sample limited to subjects who answered the
questions once and in order.
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Table D.7: Regression analysis of the propensity for risk taking in Q75
(1) (2) (3) (4)

SC −0.01 −0.01
(0.17) (0.17)

R-list 0.01 0.01
(0.17) (0.17)

K-list 0.03 0.02
(0.17) (0.12)

Answered
Q85 first

0.06 0.05
(0.22) (0.19)

Answered
another question first

0.02 0.01
(0.17) (0.13)

Risk
tolerance

0.85∗∗∗ 0.85∗∗∗ 0.84∗∗∗ 0.84∗∗∗

(0.22) (0.22) (0.22) (0.22)
Male 0.17 0.17 0.17 0.17

(0.11) (0.11) (0.11) (0.11)
Observations 818 818 818 818
Separate probit regressions in each column. Dependent variable: whether the subject
chose the risky lottery in Q95. Standard errors in parentheses. Statistical significance
indicators: ∗ 𝑝 < 0.05, ∗∗ 𝑝 < 0.01, ∗∗∗ 𝑝 < 0.001. Risk tolerance is a self-reported real
number between 0 and 1. The regressions also control for age, education and household
income, but the coefficients are small and far from statistical significance.
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Table D.8: Regression analysis of the propensity for risk taking in Q80
(1) (2) (3) (4)

SC −0.06 −0.06
(0.15) (0.15)

R-list 0.06 0.06
(0.15) (0.15)

K-list 0.02 −0.04
(0.15) (0.11)

Answered
Q85 first

−0.06 −0.12
(0.21) (0.17)

Answered
another question first

0.04 −0.02
(0.16) (0.11)

Risk
tolerance

1.00∗∗∗ 1.00∗∗∗ 1.00∗∗∗ 1.00∗∗∗

(0.20) (0.20) (0.20) (0.20)
Male 0.18∗ 0.18∗ 0.18∗ 0.18∗

(0.10) (0.10) (0.10) (0.10)
Observations 813 813 813 813
Separate probit regressions in each column. Dependent variable: whether the subject
chose the risky lottery in Q95. Standard errors in parentheses. Statistical significance
indicators: ∗ 𝑝 < 0.05, ∗∗ 𝑝 < 0.01, ∗∗∗ 𝑝 < 0.001. Risk tolerance is a self-reported real
number between 0 and 1. The regressions also control for age, education and household
income, but the coefficients are small and far from statistical significance.
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Table D.9: Regression analysis of the propensity for risk taking in Q90
(1) (2) (3) (4)

SC −0.71 ∗∗∗ −0.71 ∗∗∗

(0.14) (0.14)
R-list 0.71∗∗∗ 0.71∗∗∗

(0.14) (0.14)
K-list 0.87∗∗∗ 0.16

(0.14) (0.10)
Answered
Q85 first

0.80∗∗∗ 0.09
(0.19) (0.17)

Answered
another question first

0.89∗∗∗ 0.18∗

(0.15) (0.11)
Risk
tolerance

0.96∗∗∗ 0.96∗∗∗ 0.96∗∗∗ 0.96∗∗∗

(0.19) (0.19) (0.19) (0.19)
Male 0.37∗∗∗ 0.37∗∗∗ 0.37∗∗∗ 0.37∗∗∗

(0.10) (0.10) (0.10) (0.10)
Observations 813 813 813 813
Separate probit regressions in each column. Dependent variable: whether the subject
chose the risky lottery in Q95. Standard errors in parentheses. Statistical significance
indicators: ∗ 𝑝 < 0.05, ∗∗ 𝑝 < 0.01, ∗∗∗ 𝑝 < 0.001. Risk tolerance is a self-reported real
number between 0 and 1. The regressions also control for age, education and household
income, but the coefficients are small and far from statistical significance.
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Table D.10: Regression analysis of the propensity for risk taking in Q95
(1) (2) (3) (4)

SC −0.70 ∗∗∗ −0.70 ∗∗∗

(0.14) (0.14)
R-list 0.70∗∗∗ 0.70∗∗∗

(0.14) (0.14)
K-list 0.74∗∗∗ 0.04

(0.14) (0.11)
Answered
Q85 first

0.88∗∗∗ 0.18
(0.20) (0.18)

Answered
another question first

0.71∗∗∗ 0.00
(0.15) (0.11)

Risk
tolerance

0.98∗∗∗ 0.98∗∗∗ 0.97∗∗∗ 0.97∗∗∗

(0.21) (0.21) (0.21) (0.21)
Male 0.15 0.15 0.16 0.16

(0.10) (0.10) (0.10) (0.10)
Observations 814 814 814 814
Separate probit regressions in each column. Dependent variable: whether the subject
chose the risky lottery in Q95. Standard errors in parentheses. Statistical significance
indicators: ∗ 𝑝 < 0.05, ∗∗ 𝑝 < 0.01, ∗∗∗ 𝑝 < 0.001. Risk tolerance is a self-reported real
number between 0 and 1. The regressions also control for age, education and household
income, but the coefficients are small and far from statistical significance.
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Table D.11: The impact of question order on risk taking: p-values in LR tests
Q100 Q95 Q90 Q85 Q80 Q75 Q70

R-list
Ascending vs. Descending 0.51 0.14 0.94 0.96 0.64 0.88 0.67

Scrambled vs. Descending 0.04 0.34 0.04 0.44 0.42 0.82 0.22

Scrambled vs. Ascending 0.14 0.61 0.04 0.48 0.20 0.70 0.10

K-list
Ascending vs. Descending 0.07 0.52 0.79 0.68 0.91 0.54 0.48

Scrambled vs. Descending 0.08 0.57 0.13 0.93 0.47 0.16 0.03
Scrambled vs. Ascending 0.97 0.93 0.22 0.62 0.41 0.42 0.15

Each cell reports the 𝑝-value in a likelihood-ratio test comparing the proportion of risky
choices between two list conditions that differ only in question order. 𝑝-values below
0.05 are highlighted in boldface.
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