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Abstract

In a recent paper, Willmot (2015) derived an expression for the joint
distribution function of the time of ruin and the deficit at ruin in the
classical risk model. We show how his approach can be applied to
obtain a simpler expression, and by interpreting this expression by
probabilistic reasoning we obtain solutions for more general risk mod-
els. We also discuss how some of Willmot’s results relate to existing
literature on the probability and severity of ruin.
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1 Introduction

This note is concerned with finite time ruin problems and its starting point
is a recent paper by Willmot (2015) who considers the classical risk model.
Our results extend beyond the classical risk model, but we start here with a
description of this model. As we make many references to Willmot (2015),
we follow his notation. Thus, the insurer’s surplus process is {U;; t > 0}
where for t > 0, U; = u+ ¢t — S;. Here u > 0 is the insurer’s initial surplus,
¢ is the rate of premium income per unit time (assumed to be received
continuously), and Sy = vaztl Y; denotes the aggregate claim amount up to
time ¢, where {N;;t > 0} is a Poisson process with parameter A and {Y;}°,
is a sequence of independent and identically distributed random variables,
with Y; representing the amount of the ith claim. Let P(y) = Pr(Y; <vy) =
1— P(y), y >0, and let p(y) = d%P(y). We assume that ¢ = (1 + 6)A\E(Y1)
where 6 > 0 is the premium loading factor.

The time of ruin is denoted 7" and is defined as T = inf{t: U; < 0} with
T =00 if Uy > 0 for all t > 0. Further let |Ur| denote the deficit at the time
of ruin and let Up- denote the surplus immediately prior to ruin. We define
the ultimate ruin probability as ¢(u) = Pr(T' < 0o | Uy = u) =1 — ¢(u), the



finite time ruin probability as ¥ (u,t) = Pr(T < t|Up = u) = 1 — ¢(u,t),
and what we call the t-deferred ruin probability as

P(u,t) =Pr(t <T < oo|Uy=u)=1¢u)—1¢(u,t).

Similarly, we define probability and severity of ruin functions in finite and
infinite time as G(u,y) = Pr(T < oo, |Ur| < y|Up = u) and G(u,y,t) =
Pr(T <t, |Ur| <y|Uy = u), with the t-deferred probability and severity of
ruin function being

G(U,y,t) = PI‘(t <T< 0, |UT‘ < y|U0 = U) = G(/U’a y) - G(U,y,t)

Let F(y,t) = Pr(S; < y), with density function f(y,t) for y > 0. Fur-
ther, F(0,t) = Pr(N; = 0) = e .
Willmot (2015) considers the equation

u

éh(u, t)=c 2h(u, t)— Ah(u,t)+ )\/ h(u—z,t) p(x) de + 7(u,t), (1.1)
ot ou 0

and the special case when 7(u,t) = 7(u). He solves these equations using
Laplace transform techniques, applying different approaches for the special
case and the general case, and finds solutions for ¢(u,t) and G(u,y,t) using
the special case solution. The solution for ¢(u,t) is the well-known Prabhu’s
(1961) formula (as expected!), and the formula for G(u,y,t) is new. How-
ever, this new formula is somewhat complicated, and it is not easy to give
a probabilistic interpretation of it.

Equations similar to the special case of (1.1) (i.e. 7(u,t) = 7(u)) have
a long history in the risk theory literature; see Arfwedson (1950), Prabhu
(1961) and references therein. In this literature 7(u) has a specific form that
relates to h(u,t) having a particular ruin-theoretic interpretation. Problems
previously studied include h(u,t) = v(u, t), and this points to an alternative
approach to finding a formula for G(u, y,t), and to extensions, e.g. involving
Up-. The solution we obtain for G(u,y,t) in the next section has a clear
probabilistic interpretation which indicates how we can obtain solutions for
more general risk models.

The main contributions in this note are a simple formula for G(u,y,t)
and an extension in the next section, and in Section 3 a generalisation of
this formula for G(u,y,t) to the MAP risk model. In Section 4 we consider
an alternative formula for G(u,y,t).

2 Joint distribution functions in the classical risk
model

Willmot (2015) applies the result in his Theorem 2 to obtain expressions for
¢(u,t) and G(u,y,t). We now apply the same result to obtain (u,t). This



will illustrate our earlier point about a complicated formula (since ¢ (u,t) =
limy o G(u,y,t)), and will also serve to show that studying the ¢-deferred
ruin probability provides a more straightforward approach to the problem
of finding v (u,t) and related probabilities from equation (1.1). Willmot’s
formula (17) yields the unsurprising result

w(O,t):/O w(0, s) ds,

where w(0,t) = %w(o,t) is the (defective) density of 7" when u = 0 (see
Dickson and Willmot (2005) or Dickson (2007)), and for u > 0 we obtain

u+-ct
Y(u,t) = e Ma(u+ct) —a(u) + / a(u+ct —z) f(x,t) dx
0

—c/o ¥(0,s) f(u+c(t—s),t—s)ds (2.1)
where ) "
a(u) = NE() / ¢(u — x) A\ P(z) d.

It is well known (e.g. Gerber (1979)) that

o(u) /¢u—xP z) da

giving
1) = Sy 000 ~60) = S -
since ¢(0) = 0/(1 + 6). Thus, by equation (2.1) we obtain

C/o P(0,8) flu+c(t—s),t—s)ds.

This is a complicated formula, particularly when compared with writing
¥ (u,t) as the complement of Prabhu’s formula for ¢(u,t) (e.g. equation (5)
in Willmot (2015)), nor does it appear to have a probabilistic interpretation.
However, we can see from Prabhu’s formula that

U(u,t) = 1—6_)‘t—/0u+d f(z,t)dz+c /Otf(u+cs, s) ds—c/ot f(utcs, s) (0, t—s)ds.

Equating these two expressions for ¥ (u,t) we obtain

u+ct t
o(u) = e_’\tqb(u—l—ct)—l—/ d(utct—z) f(z,t) d:r—c/ f(u+cs,s) p(0)ds,
" " (2.2)



which does have a clear probabilistic interpretation. Although this is not a
useful formula for finding ¢(u), it is useful in our subsequent development.
We now obtain a formula for 1)(u,t). The objective in obtaining this
formula is not to provide a means of calculating @(u,t), since the most
efficient approach to this is to deduct ¢(u) from Prabhu’s formula as

P(u,t) = P(u) = ¢(u, t) = d(u,t) — p(u).

Rather, we seek a formula with a clear probabilistic interpretation that
points the way to solutions to other problems. We see from equation (2.2)
and Prabhu’s formula that

u+-ct
D(ut) = e M(u+ct) ~l—/ Y(u+ct —x) f(z,t)de
0
—c/tLZ_J(O,t —5) f(u+cs,s)ds (2.3)
0

with (0,t) = (0) — 1(0,t). Equation (2.3) has a simple interpretation —
the first two terms allow for ruin to occur from time ¢ with the surplus at
time ¢t being u 4+ ct — x, where 0 < x < u + ct is the aggregate claim amount
at time ¢, and the final term adjusts for realisations of the surplus process
that have caused ruin to occur before time ¢, using the same arguments as
in Prabhu’s formula.

Building on this interpretation, it follows that

u+-ct
Glu,y,t) = e MGu+ct,y)+ / Gu+ct—=x,y) f(z,t)dx
0

—c/t G(0,y,t — s) f(u+ cs,s)ds. (2.4)
0

This allows us to find G (u, y, t) since the function G(u, y) is well-documented
(e.g. Gerber et al. (1987) and Drekic et al. (2004)), and we can find G(0,y, t)
easily, for example from equation (24) of Willmot (2015) which is just

t ry
G(0,y,t) = / / w(0, z, s) dx ds,
0 Jo

where w(0, z, s) is the (defective) joint density of the deficit at ruin (x) and
the time of ruin (s) when u = 0, a formula for which is given in Dickson
(2007).

We make two observations about formula (2.4). First, it seems a much
simpler formula to apply to obtain G(u,y,t) (as G(u,y) — G(u,y,t)) than
formula (22) of Willmot (2015). In particular, the first two terms of (2.4) are
simpler than the first two terms of Willmot’s (22), whilst the third terms in
(2.4) and Willmot’s (22) are very similar. If our objective is simply to obtain

the joint distribution function of T" and |Ur| then (2.4) is a useful formula.



However, it does not seem like a useful formula to obtain the joint density
of T and |Ur| (nor does formula (22) of Willmot (2015)); in particular it is
not obvious to the author how to obtain the expression for the joint density
of T and |Ur| given in Dickson (2007) by differentiating (2.4).

Extending the previous interpretation, and now including the surplus
prior to ruin, if we define

H(u,z,y) = PI‘(T < 00, UT* <z, ’UT’ < Yy ’ UO = ’U,),
and the ¢-deferred function
H(u,z,y,t) =Pr(t <T < oo, Up- < z, |Up| < y|Uy = u),

then we see that
B u—+-ct
H(u,z,y,t) = e MH(u+ct,2,y) —|—/ H(u+ct—z,2,y) f(z,t)dx
0
t
—c/ H(0,z,y,t —s) f(u+cs,s)ds
0

with H(0,z,y,t) = H(0,z,y) — H(0,z,y,t). In principle, we can evaluate
H(0, z,y,t) by integrating the joint density of Up—, |Ur| and T given by
Dickson (2007) over the appropriate intervals, although this may not be a
straightforward task depending on the choice of P.

The reason why the ¢-deferred functions (which include ¢(u,t) = Pr(T >
t)) are easier to deal with is simple. Consider the equation satisfied by
H(u, z,y,t):

gﬁ(uzy,)—c;)H(uzy,) AH (u, z,y,t) —i—)\/ H(u—=,z2,y,t) p(x) dz,

so that 7(u,t) = 0 in equation (1.1), and hence the solution to equation
(1.1) (from Willmot’s Theorem 2) becomes

u-+tct
h(u,t) = e Mh(u+ct,0) + / h(u+ ct — x,0) f(x,t) dx
0

—c/oth((),t— s) f(u+ cs,s)ds.

The key point with the ¢t-deferred functions is that when we construct partial
integro-differential equations for them by the method of infinitesimals, as we
require ruin after time ¢, there is no term relating to ruin occurring in the
initial time interval (0, dt).

This also shows that if we can write h(u,t) = h(u) — h(u,t) where h(u,t)
satisfies equation (1.1) with 7(u,t) = 0, then h(u,t) must satisfy equation
(1.1) with 7(u,t) = 7(u). (Just replace h(u,t) by h(u) — h(u,t) in equation



(1.1) to see this.) So, if h(u,t) is defined in terms of the event {7" < t}, then
it is the special case of (1.1) that applies, i.e. 7(u,t) = 7(u). An interesting
open question is what sort of functions h(u,t) satisfy equation (1.1) with
7(u, t) being a non-trivial function of ¢.

We now consider the special case, introduced by Willmot (2007), when
pla+y) = > 72, kj(x) 75(y) for some functions {#;}52; and density functions
{rj}32,. Starting from the joint density of T" and |Ur| given in Dickson
(2007) we can easily show that

o0

Glu,y,t) = Aj(u,t) Ty(y)
j=1
where Tj(y) = [J 7j(x)dz, j =1,2,3,... and

A;(0,t) = A/Ot <e_)‘$/{j(cs) n /0 L fles — z,5) 1j(x) dm) ds,

CS

and for u > 0,
t u+-cs
Aj(u,t) = )\/ <e)‘snj(u +cs) + / f(z,s) kj(u+cs —x) da:) ds
0 0
t
—c/ A;(0,t —s) f(u+cs,s)ds. (2.5)
0

Further, if we define A;(u) = lim¢ 0 Aj(u, t), then G(u,y) = 3772 Aj(u) Tj(y).
By formula (2.4), a similar decomposition holds for G(u,y,t) as

Glu,y,t) = > Aju, 1) T(y),

Jj=1

where A;(0,t) = A;(0) — A4;(0,t) and for u > 0
B u+ct
Aj(u,t) = e MAj(utet) + / flz,t) Aj(u+ct —x)dx
0

—c /Ot A;j(0,t — 5) f(u+cs,s)ds. (2.6)

Calculation of Aj(u, t) appears to be more straightforward than calculation
of Aj(u,t). In particular, for many individual claim amount distributions,
the function A;(-) exists in a closed form making the calculation (by numer-
ical integration) of the first line of formula (2.6) simpler than the calculation
of the first line of formula (2.5).

We conclude this section by commenting on implementation of formula
(2.4) and by giving two illustrations of the application of our formulae. It is
not easy to obtain explicit expressions for G(u, y,t) (or ¢ (u,t)) because there



are few individual claim amount distributions for which f(x,t) exists in a
closed form. In addition to the expression derived by Willmot (2015) in the
case of mixed Erlang individual claims, explicit results are known for either
G(u,y,t) or the corresponding joint density in the case of Erlang claims (see
Dickson (2007)) and in the case of Erlang(2) claims (a different formula)
and claims distributed as a mixture of two exponential distributions (see
Dickson (2008)). The common feature that all these formula have is that
they are expressed in terms of infinite sums, and in the author’s experience it
requires considerable care to correctly program these formulae to overcome
issues like overflow and underflow. From a programming point of view,
the algorithm of Dickson and Waters (1992) to calculate approximations to
G(u,y,t) is much simpler to apply, and it produces very accurate results
(see also Dickson (2008)).

For some claim size distributions, e.g. Erlang, all the components of
formula (2.4) can be found, and accurate calculation of G(u,y,t) is possible
by numerical integration. At the very least, to apply formula (2.4) we require
a known form for G(u,y) and to be able to accurately calculate f(z,t). If
we have these we can then compute G(0,y,7) for 7 < t by setting u = 0 in
formula (2.4), and then we can use these values with numerical integration to
apply formula (2.4) with w > 0. Similar comments apply to the application
of Willmot’s formula (22), although in this case we need a known form for
¥ (u) rather than G(u,y) together with f(x,t); this distinction matters little
as we can find G(u,y) for most claim size distributions for which ¥ (u) is
known.

The one case for which we can very easily obtain an expression for
G(u,y,t) from formula (2.4) is when P(z) =1 — e %% 2 > 0. In this case
it is well-known (see, e.g., Gerber (1979)) that w(0,y,t) = w(0,t) ce™ Y.
Then

G(0,y,t) = /too /wa(O,x,s) drds =(0,t) (1—e ).

Further, as G(u,y) = ¥(u) (1 —e~Y) (see, e.g., Gerber et al. (1987)), for-
mula (2.4) becomes

u+tct
Cluyt) = <e-Atw<u+ct>+ | vtur =0 s i
0

t
c/ P(0,t — ) f(u+cs,s) ds) (1—e),
0
and from formula (2.3) it follows that

G(u,y,t) = Y(u,t) (1 —e ).

The formula for ¢ (u) is well-known (see, e.g., Gerber (1979)) and, as noted
by Willmot (2015), differing formulae for ¢ (u,t) exist in the literature and
so a formula for G(u,y,t) can be found.



We now illustrate the use of formula (2.6) by considering the Erlang(2,3)
individual claims case with p(z) = B2ze P x> 0. For this case it is known
that

G(u,y) = Ai(u) <1 — e_’By> + Az (u) (1 — e_ﬁy(l + ﬁy)) ,
where for i = 1,2
Al(u) = Cz‘,l €_R1u + CZ"Q €_R2u

where 0 < R; < 8 < Ry are the solutions to Lundberg’s equation A 4 cr =
A(1—r/B)"% and {C; ;} can be found from Gerber et al. (1987) for i, j = 1, 2.

As p(z+y) can be written as a combination of Erlang(1,5) and Erlang(2,5)
density functions, we can apply formula (2.6). Let A;(u,t) be the multiplier
for the Erlang(1,3) distribution function. Then the first two terms of A; (u, t)
become

u+-ct
e MA (u+ct) + / flz,t) Aj(u+ct —x)dx
0

u+-ct
_ chj i (utct) (6)\t—|—/ eijf(x,t) dCC>
0
u+ct 2n,..2n—1_—px
_ i(utet) [ —At -\t ()\t) / RzBT €
ZCM ( + Z s el —F(Zn) dx

n=1
_ )\t ﬂ n 2nl _(A_P. (13—R~)m(u—i—ct)
u+ct )\t B—R;)(utct J
= E Cl,] ) E n' < j) <1 — 50 e ( 5)( ) i

with the usual convention that _EZ =0ifa>b.
To obtain the third term of A;(u,t) we use the result from Dickson (2007)
that

’U)(O, Y, t) =M (07 t) ﬁeiﬁy + M2 (07 t)52yeiﬁy

where 2 230
2 (AB22t3)
_ (APt
m(0,t) = 2\Bete” JZ 3 1)
and - 2 230
_ (A+cep)t 6 3 )
12(0,t) = Ae™ jE FTCTES
Then
A1(0,t) = (0,7)dr = 28 Z OFN [ st g
1\Y, — ; 771 r)ar = C 2] T 2) e T T

B = (AB2R) T(3j+2) _Mﬁ“ (A+ Bty
2Ape Z 2J+2 )\+cﬁ)3j+2e 2

k=0



which, for brevity, we write as

_ —(\+ch)t (A +cB)t)
t) = E Bje ( ) E T
=0 k=0

where A
(A8 T(3j +2)
31 (25 + 2)! (A + ¢p)3i+2°

Then the integral in the third term of (2.6) becomes

Bj = 2\fBc-

00 3j+1 00 n 22n n—1,—pB(utcs
/tZB,e—(Mcﬁ)(t—s) Zj (A +eB)(t —s) S (As)™ 87" (u + cs)®n e Plutes)
g &~ k! n! I'(2n)
= k=0 n=1
00 37+ 1 k 2\n gt
— g Bu—(ABe)t C/B) ()‘5 ) / k.n 2n—1
;:0 B; 2 x ngl AT 2n) J, (t—s)"s"(u+ cs) ds.

n—1

Using a binomial expansion of (u + ¢s) we can show that

t 2n—1 .
- Z 2n—1 i i (n+) k!
t—s ksn u+cs 2n 1d8 _ ‘ u2n 1 it tn+z+k+1 :
/0< )8 ) par i (n+k+i+1)!

which means we have a formula for all the components of A (u,t) and hence
for Ay (u,t) itself. The same approach yields a similar formula for As(u,t).
Our approach leads to a different type of formula compared with existing
results in that it is expressed in terms of the solutions of Lundberg’s equa-
tion. As a contrast, see, for example, Garcia (2005) who provides a formula
for ¢(u,t) when the individual claim amount distribution is Erlang(2,5).

3 Generalisation to the MAP risk model

In this section we restrict our attention to the joint distribution of 7" and
|Ur| which in the author’s view is the most important joint distribution
involving T'.

We now consider a MAP risk model (e.g. Badescu et al. (2005), Cheung
and Landriault (2009)). This is a general model which includes the classical
risk model, the Markov-modulated risk model and the Sparre Andersen risk
model with phase-type inter-claim times as special cases. In this risk model,
the insurer’s surplus is driven by an irreducible continuous-time Markov
chain {J;; t > 0} on a state space £ = {1,2,...,m}. The premium income
can vary according to the state, but the previous arguments apply only if
the premium rate is a constant, ¢, independent of the state, so this is the
case we consider.

ds



It is unnecessary to give a complete specification of the MAP risk model
for the problem we consider, so we will not do so. A full description can be
found in the references in the previous paragraph. Letting U;, N; and S;
denote surplus level, number of claims and aggregate claim amount at time
t for this model, we define

g\ (t) = Pr(Ny =n, Jy = j | Jo = 1)

fori,7 € Fand n=0,1,2,..., to be the probability that, starting in state
i, there are n claims in (0,¢) and the state at time ¢t is 7,

Frgat) = Pr(Sy <, J= | Jo = 1)

for 7,7 € FE and x,t > 0 to the probability that, starting in state ¢, the
aggregate claim amount at time ¢ is at most « and J; = j, with f; j(z,t) =
%Fi,j(:z,t), and

Gz(u7y7t) = PI'(t <T< o0, |UT| < y|U0 = u, Jo = Z)
with G;(u,y) = Gi(u,y,0).
Using almost exactly the same interpretation that we used to write down
formula (2.4) we have

- m u-+tct
Gilu,y,t) = Z<q§}}><t>aj<u+ct,y>+ / fi,j<x,t>Gj<u+ct—m,y>dx)
0

j=1

mo o
_CZ/ fij(u+ecs, s)Gi(0,y,t — s)ds. (3.1)
j=170

The only change from the interpretation of formula (2.4) is that we must
now allow for the state changing from ¢ at time 0 to j € E at time t in
the first two terms, and similarly for the state to have changed from 7 at
time 0 to j € E at the time of the last upcrossing of the the surplus process
through 0 in the third term.

Li et al. (2015) provide a formula for the joint density of 7" and |Ur|
for the MAP risk model with constant premium rate, from which the joint
distribution function can be obtained, but formula (3.1) seems easier to im-
plement, largely because it involves single integrals. However, it is by no
means easy to apply formula (3.1). We must first set v = 0 in formula
(3.1) for ¢ = 1,2,...,m, and solve the resulting equations numerically for
G;(0,y,t) in order to subsequently evaluate the integral term when u > 0.
A second issue with formula (3.1) is the calculation of densities f; ;, partic-
ularly when trying to write a program to calculate the terms in the second
integral. In general, a numerical approach is necessary, e.g. numerical inver-
sion of the Laplace transform of Sy provided by Ren (2008). One case where
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implementation appears relatively straightforward is the Sparre Andersen
risk model with Erlang arrivals (assuming we can compute convolutions of
the individual claim amount density).

We will not dwell on implementation of formula (3.1). The key point is
that it is not difficult to extend formula (2.4). By contrast, it does not seem
straightforward to extend Willmot’s formula (22) to other risk models.

4 Alternative formulae

Returning to the classical risk model, Willmot’s (2015) formula for G(u, y, t)
is based on the result in his Theorem 2. If we instead apply his Theorem
3 then we see that his formulae (49) and (50) for the case u = 0 and his
formula (48) for the case u > 0 yield the unsurprising result that

G(u,y,t // (u,x,s)dxds

for u > 0, where formulae for w(u, x, s), the joint density of |Ur| and T', can
be found in Dickson (2007) — formula (7) for the case u = 0 and formula (9)
for the case u > 0.

Now define

G(u,y,t) =Pr(T < t, |Up| > y|Us = u)

so that
R t 0
G(u,y,t) = ¥(u,t) — G(u,y,t) = / / w(u, x,s)dx ds. (4.1)
0 Jy
Evaluating equation (4.1) we obtain for u > 0

t
G(u,y,t) = )\/ e Plu+cs +y)ds
u+cs
—i—)\// f(x,8) P(u+cs+y—x)drds

—c/fu—l—css G(0,y,t — s)ds, (4.2)
with

G(0,y,t) = )\/ A P(es 4 y) d8+)\// —f cs —x,8) P(x +vy) dv ds.

(4.3)
We remark that equation (4.3) is effectively the same as equation (24) in
Willmot (2015).

11



Equation (4.2) seems to yield a slightly simpler formula for G(u,y,t) (as

G(u,0,t) — G(u,y,t)) than equation (22) of Willmot (2015). An advantage
of starting from Willmot’s Theorem 3 rather than Theorem 2 is that the
resulting expression for G(u,y,t) is easily differentiated to obtain the joint
density of 7" and |Ur|. However, if computation of G(u,y,t) is all that is
required, formula (2.4) seems superior.
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