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Abstract

This thesis is concerned with syntactic mechaniemthe marking of grammatical relationships. It
is argued that there is a class of semanticallp@as functional heads serving only as a syntactic
means of marking such relationships — either subatidn or coordination. These heads are
known as linkers. Through studying restrictionstloa structural and linear distribution of linkers
cross-linguistically, the thesis sheds light onie@irareas of syntax: the nature of projection in
morphology and syntax; word order principles; amel flace of coordinate structures within phrase-

structure principles.

The morphosyntax provides two possible mechanisonsnfarking a grammatical relationship.
Firstly, an affix marking the relationship can attalirectly to any member of the relationship. sThi
member of the relationship then enters the symtaldrivation, but the affix has no syntactic status
in its own right. Alternatively, the relationshian be marked by a syntactic object in its owntrigh
— a semantically vacuous projecting functional h@alihker). In this latter case, the relationsisip
marked by the linker structurally intervening bedwethe members of the relationship: its
projection must dominate one member, and cannotirddenthe others. When combined with
principles of extended projection, this leads te thstriction that, in marking a subordination, or
Head-Dependent, relationship, such linkers can amplyear as the highest head in the extended
projection of the Dependent. This prediction istéed empirically by determining the possible

distribution and constituency of linkers predomittam the complex noun phrase.

We next consider how the structural distributionliokers is mapped onto linear order. It is
proposed that there are two types of word ordesttaimts available in natural language: those
relating to harmony, which are universal and obdixed ranking; and those referring to specific
features of a head — either lexical category otufea referring to semantics. Given their statis a
semantically vacuous functional heads, only thst fiype of word order constraint, relating to
harmony, applies to linkers. It is shown using i@ptity Theory that this theory successfully

accounts for the absence of certain disharmonidwaders cross-linguistically.

Finally, we consider the implications of the regidns on the structural and linear distribution of
linkers for linkers marking the coordination retatship (that is, syntactically independent
coordinators). It is argued that coordination isyametric structure, headed by a potentially
infinite number of coordinands. It is shown thay aifference in the distribution of coordinating

and subordinating linkers should be attributechtounique syntax of the coordinate structure.
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negative
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object
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object marker
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perfective
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possessive
predicate marker
present
progressive
particle

past

past participle
interrogative
reciprocal
relative clause
singular
sociative
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tense

today's past
topic

volitional



Chapter 1: Introduction

This thesis presents evidence for a class of séca#iytvacuous functional heads serving as a
syntactic means of marking an independently exgsgirammatical relationship. This class of
heads includes subordinating complementisers digall in (1)); syntactically independent
structural case markers (as in (2)); linkers, ontagtically independent markers of
subordination, in the complex noun phrase, inclgdhre associative marker in Bantu (see (3))
and the ezafe/izafe(t) in Indo-lranian (see (4Wrefy functional adpositions (as in (5));

syntactically independent relativisers (as in (@))d syntactically independent coordinators (as

in (7)).

(1) 1thought that) John had seen Mary. English

(2) Johmga Mary(E=o) mi=ta. Japanese
John=NK.NOM Mary=LNK.ACC See®PST

‘John saw Mary.’

(3) anyani a misala Chichewa
2baboons INK  4madness
‘the mad baboons’ (Morimoto & Mchomb@02:355, ex 16)

(4) lebas=e arusre sefid=e bi astirre maryam Persian

dressENK weddingENK white=LNK without sleeveenk Maryam

‘Maryam’s white wedding dress without sleeves’ (Samvelian 2006:3, ex 1d)
(5) a bookof poetry English
(6) dopisuco Vam poslali Czech

letter LNK YOUPL.DAT sent
‘the letter that) they sent you’ (Fried 2010:20 5a)

(7) a) Johndnd Mary andBill English

b) John ¢r) Mary or Bill

The aim of this thesis is to show that this appdyediverse set of heads forms a unified class,
which we will term ‘linkers’. The heads are undidy their status as functional heads that
project in the syntax but do not contribute anytdess to the compositional semantics. Their

sole purpose is to mark an independently existyngagtic relationship. For this reason, a

5



Chapter 1: Introduction

linker only appears where the relevant relationshkigpresent: for example, subordinating
complementisers and relativisers, such as thogg)iand (6), do not appear in matrix clauses;
linkers used in the complex noun phrase, suchaseti (3)-(6), do not appear where either the
Head noun is unmodified or where the Dependenttitoast is not used attributively; while
coordinators, as in (7), only appear where theeeh®o or more constituents sharing equivalent
syntactic status. Similarly, since the relatiopshiarked is established independently of the
linker, the same syntactic relationship in anotl@rguage may occur without any linker.
(Compare for instance the examples in (2)-(4), whigse linkers, with their English
translations, which do not.) For the same reas@nuse of a linker may be optional, as in (1),
(2) and (7), and the English translation of (6. addition, the thesis proposes that linkers are
united by a further characteristic: in order to kndre relevant relationship, the linker must
intervene structurally between the members of thationship. Putting these properties
together, the behaviour of a particular linker whierefore be determined by its defining
characteristics of syntactic projection, lack ohtfees referring to semantics, and structural
intervention, when combined with any independeiipprties either of the syntax in general,
the syntax of the particular relationship being kadr or (in the case where the linker is a clitic,

as in (2) and (4) above,) of the phonology.

The thesis is organised as follows. Chapter »dhices the notion of syntactically independent
heads — that is, linkers — serving as markers afgratical dependencies. While this is not a
new notion (see Nichols 1986, 1992), it is one thas not previously been studied as an
empirical phenomenon in its own right. Nichols §&9 introduces the notion of morphemes
serving purely as markers of grammatical dependsndout does not make a distinction
between affixes and independent syntactic wordéen results. At the opposite extreme,
Chomsky (2000, following 1995b) argues on theoattgrounds that projecting heads lacking
in interpretable features are by definition rulad as syntactic objects. The chapter provides
empirical evidence that the syntax does allow fmantically vacuous functional heads, but
their status as independent syntactic objects mgurdirelationship places restrictions on their

distribution.

It is proposed that affixes are distinguished fimolependent syntactic words in that the latter,
but not the former, project in their own right imetsyntax. An affix marking a grammatical
relationship therefore does so by attaching diyetttlany member of the relationship. This
member of the relationship then enters the symtalgiivation, but the affix has no syntactic
status in its own right. Where a grammatical refeghip is marked by a syntactic object in its
own right, distinct from either member of the riadaship, — a linker — the situation is
necessarily different. In this case, the relatigmsis marked by the linker structurally

intervening between the members of the relationstsiprojection must dominate one member,
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and cannot dominate the others. When combined tiighprinciples of extended projection
(Grimshaw 1991/2005, 2000), this leads to the im&in that, in marking a subordination, or
Head-Dependent, relationship, linkers can only apmes the highest head in the extended
projection of the Dependent, while the relationshgiween heads within a single extended
projection cannot be so marked. These predictamastested, and borne out, empirically by
determining the possible distribution and constittyeof linkers predominantly in the complex
noun phrase. It is shown that alternative thearfdmkers are not able to capture the full range
of data, either because they make incorrect piedgtegarding constituency (Simpson 2001,
2002; Den Dikken and Singhapreecha 2004), or bectney account for only a subset of the
relationships marked by linkers (Rubin 13&&eq Simpson 2001, 2002; Rebuschi 2002, 2005;
Den Dikken and Singhapreecha 2004).

Having determined the structural distribution afikiers marking the Head-Dependent, or
subordination, relationship, chapter 3 is concemétli how this distribution is mapped onto
linear order. It is posited that there are twoetypf word order constraints available in natural
language: those relating to harmony, which are amal and obey a fixed ranking; and those
referring to specific features of a head — eithexidal category or features referring to
semantics. Harmony is defined by the interactibthee independently motivated word order
constraints operating over the base-generated tsteuc linear proximity between a
superordinate Head in one extended projection &med hiead of its Dependent extended
projection; uniformity in direction of headedness#thin the extended projection; and the
preference for clausal Dependents to follow theipesordinate Head. It is proposed that
disharmony occurs where either a lexical head bead bearing syntactic features encoding
semantics has an ordering rule of its own. Giveirtstatus as semantically vacuous functional
heads, only the first type of word order constraielating to harmony, applies to linkers. It is
shown using Optimality Theory that irrespectiveanly possible interaction between the two
types of constraints, this leads to the restrictibat linkers invariably intervene linearly
between Head and Dependent. In this way the thewrgessfully accounts for the absence of
certain disharmonic word orders cross-linguisticallhese proposals are shown to be superior,
in terms of both what is permitted and what is Itieeed, to the alternative generalisation over
absent disharmonic word orders offered by the Rihadr-Final Constraint (Holmberg 2000;
Biberaueret al2007et seg.

Chapter 4 explores the possibility that syntadicaldependent coordinators likewise belong to
the class of linkers — that is, they are also seigely vacuous functional heads serving to mark
a grammatical relationship (coordination) by meahstructural intervention. It is shown that

any differences in the behaviour of subordinatind aoordinating linkers can be attributed not

to any inherent difference in the linkers themsglMeut rather to the differing syntax of the
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subordination and coordination relationships: tloemier is an asymmetric relationship
motivated by s-selectional properties of either ddea Dependent, while the latter is a
symmetric relationship of mutual adjunction (Needen?2006), headed by a potentially infinite
number of Coordinands and occurring independentlys-eelection. It is shown that the
structure of mutual adjunction makes more accypegdictions than the popular Boolean phrase
theory (Munn 1987; Woolford 1987:169; Larson 198@lb and Thiersch 1991:277, fn 60,
following Thiersch 1985; Rothstein 1991:82.1; Gradl 1992; Johannessen 1993, 1998;
Kayne 1994; Zoerner 1995, 1999) concerning the Hegdte coordinate structure as a whole,
c-command between Coordinands, the coordinatiomaf-maximal projections, and the
semantics of conjunction and disjunction. Beatimgnind the differences in the syntax of
subordination and coordination, coordinating lirtkare subject to the same restrictions as their
subordinating counterparts: the structural intetieenrequirement of chapter 2 and the linear

intervention requirement of chapter 3.

The empirical findings of this thesis and the couemt generalisations concerning obligatory
structural and linear intervention for linkers baamumber of similarities to the relator principle
of Functional Grammar introduced by Dik (1983, 1P9whereby relators encompass

adpositions, case markers, subordinating devicésaordinators):

(8) The Relator Principle

Principle I The preferred position of a Relator as the periphery of its immediate

relatum.

Principle 1I: The preferred position of a Relatsiin between its two relata.
(Dik 1983:274)

However, there are two important differences tobserved. Firstly, the definition of the linker
is more restrictive than that of the relator, bsyhtactically and semantically. Unlike linkers,
the class of relators encompasses relationshipintpéffixes, as well as independent syntactic
words, and also the full set of adpositions, intigdhose that are semantically contentful. This
thesis shows that the more restrictive definitibthe linker, as opposed to the relator, allows us
to make more precise generalisations. The refatociple states only preferences, whereas the
structural and linear intervention requirementsradigkers are (at the base-generated level)
without exception. Secondly, the two parts of teéator principle are simply descriptive
observations, or stipulations. In this thesis, beev, the generalisations made concerning the
structural and linear positioning of linkers ard naly verified empirically, but also motivated

theoretically.



Chapter 2: Locusand Linkers
2.1 Introduction

The theory of grammar is to a large extent a thebrgrammatical dependencies. Typological
work has shown that the overt morphological markiby phenomena such as case and
agreement, of a number of these grammatical depeiedeis a widespread phenomenon. Any
theory of grammar will therefore not only need twaunt for the syntactic characteristics of
such dependencies, but also address why and hduw relationships are reflected by overt

morphology.

The contribution of this chapter towards answethig latter question will be to motivate a new

generalisation, given below in (1):

(1) If the marker of a grammatical dependency isngependent syntactic word (as opposed

to an affix), it must be attached to the Dependent.

Before considering the theoretical argument and ikcap evidence supporting this
generalisation, which will occupy the major parttbis chapter, a certain background to the
concepts it addresses will need to be given. &e&i2 of this chapter will identify firstly what
is meant here by grammatical dependency, and dogbydvhat it means to mark a Head or to
mark a Dependent; secondly, criteria for distinginig independent syntactic words from
affixes will be established. In the light of thisection 2.3 will then elaborate a theory of
morphosyntactic marking, focusing on the role datienal functional heads. The predictions
made by this theory will be tested in section 2sfhg cross-linguistic data primarily from
linkers in the complex noun phrase, though it wio be shown that the relevant predictions
are borne out elsewhere. The wider theoreticallicatons of these findings will then be

discussed in section 2.5.

The main empirical contribution of the chapter Wi to show that independent syntactic words
serving to mark an independently existing gramnahtiependency are more restricted in their
distribution than their affixal counterparts: whilee latter can serve as both as Head-markers
and Dependent-markers (Nichols 1986, 1992), or nierkelationship between co-heads within
an extended projection, an equivalent independgriastic word can only be employed where
it marks a Dependent. Specifically, the importesue of determining the distribution and
constituency of linkers in the complex noun phragié be addressed (section 2.4), an aspect
that has been overlooked in previous studies dfi §in&ers (such as Rubin 19%t se¢ Den
Dikken and Singhapreecha 2004; Rebuschi 2002, 880Ben Dikken 2006).
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The main theoretical contribution of the chaptell & to motivate the empirical distinction
between independent syntactic words and affixesplygposing firstly that the two are
distinguished in that former, but not the latteeath their own projection in the syntax, and
secondly that syntactic heads serving uniquelyeperdency-markers are subject to a structural
intervention requirement (section 2.3). Moreovewill be arguedcontra Chomsky (1995b,
2000) that, given the principles of extended pripec (Grimshaw 1991/2005, 2000), the
presence of semantically vacuous functional headsa syntax and their subsequent deletion at

LF does not raise any theoretical problems (se&ibr).

2.2 Morphosyntactic Marking of Dependencies
2.2.1 Grammatical Dependencies and Locus of Mgrkin

Let us first consider the types of grammatical deleacy, or syntactic relationship, that can
have some overt morphosyntactic reflex. The mgjaf these fall into one or other of the
following two categories: the Head-Dependent refeghip and the relationship between co-
heads in an extended projection. (We will alsosater marking of the symmetric coordination
relationship in chapter 4.) These relationshipes itinstrated by examples from the extended
nominal projection in (2)-(5). The complex nounrades in (2)-(4) illustrate the Head-
Dependent relationship, where in each case theepsiss is the Head of the construction, and
the possessor the Dependent. The examples iB)YShow co-heads in the extended nominal

projection, the lexical head (the noun) and a fianetl head (the definite article in D):

The Head-Dependent relationship:

(2) Head-marking:
(a) Mari kalaga-i Hungarian
the Mari hatrOossPL
‘Mari’s hats’ (Szabolcsi 1994:186x 2b)

(3) Dependent-marking:
die Geschichte Deutschlasd German
theFSGNOM history GermanysEN

‘Germany’s history’

10



Chapter 2: Locus and Linkers

(4) No marking:

dz'heu#xanu IKung
woman book
‘woman’s book’ (Bickel & Nichols 2007:195, exX 3citing Snyman 1970:92)

Co-heads in an extended projection:

(5) Marking between heads:
a) la jupe French
theFsG skirt(F)
‘the skirt’

b)l-es jupe-s
thepL skirt-PL
‘the skirts’

(6) No marking:
a) the skirt English

b) the skirts

As has been studied at length in typological workNichols (1986, 1992:46ff) and as is clear
from comparing examples (2), (3) and (4), withie tHead-Dependent relationship there is a
further important subcategorisation concerning Wwaethe relationship, if marked, is marked
on the Head or the Dependent. There are therdfioee significant kinds of morphological

marking of syntactic relationships that will be smlered here: Head-marking, Dependent-

marking, and marking between heads.

In the Hungarian example in (2), displaying Headkimg, the possessive relationship is
marked on the syntactic Head of the constructioa,possessutkalap (‘hat’), by an affix-ja-,
signalling the presence of a possessor Dependerihe German Dependent-marking example
in (3), on the other hand, the Head of the constmgc Geschichte(‘history’), remains
unmarked, while it is instead the possesfdeutschland(‘Germany’), as Dependenthat
receives special marking, being inflected with geeicase. Finally, in the 'Kung (or Kung-
Ekoka, Southern Africa Khoisan) example in (4),see the same Head-Dependent relationship
between possessum and possessor, but this tintelthi@nship receives no overt marking on

either Head or Dependent.

The French examples in (5) display marking of theepsyntactic relationship relevant to this

chapter: marking between co-heads in an extendgdgpion. This relationship is marked on

11
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the definite article, a functional head in D, byesgment in number and, where singular, gender,
with the noun, the lexical head. Note that the bemand gender features, although marked on
the definite article, are introduced by the nourhe presence of these features on the definite
article does not therefore make a semantic corioibubut simply marks the relationship with
the noun by cross-referencing features of this ndtme English examples in (6) show the same
relationship between the heads D and N, but in ¢hse the relationship is unmarked: the
definite articlethe has the same form irrespective of the number featdrthe noun in its

complement.

It is important to note that in each case the nraokehe relationship, where present, does not
contribute in any way to the compositional semantimt simply serves as a morphosyntactic
device for marking the presence of an independesigting relationship. The fact that the
Head-Dependent and co-head relationships occumpémtkently of any relationship-marking
morphology can be seen by the 'Kung and Englisimgkas, where such relationship-marking

morphology is absent.

The Head-Dependent and head-head relationshipspdifedh in (2)-(6) | take to be strictly
syntactic. The former relationship is concernethwie subordination relationship between a
(projection of a) head in one extended projectibe Head) and a distinct extended projection
as a whole (the Dependent). This relationship esliated by means of s-selection: either the
Head s-selects the Dependent, throghssignment, or the Dependent s-selects its Head,
through modification. The latter relationship @ncerned with different heads within the same
extended projection. It is important to distindutsere between the simple syntactic notion of
head (a syntactic object lacking internal structtinat projects) and the notion of the syntactic
Head of a subordination relationship. Throughdig thesis | distinguish between the two by
using a capital H for the latter. Working defioits of Head and Dependent in the Head-

Dependent relationship are given belbw:

! These definitions, in their broad outlines, shautd | think be controversial. Nichols (1986; 19@#d
Bickel and Nichols (2008a,b,c) consistently refeddcus as marking syntactic relations, while Nisho
(1993:164-165) appeals for a ‘strictly syntacti¢imiton of Head and non-Head’ (my capitals). Nith
cites the work of Metuk (1979) as the basis she uses for determiningi#tagl category of a constituent,
which she defines as follows (again my capital§he Head is the word which determines the syntactic
type of the entire constituent and hence the ek of occurrence and syntactic distribution ef th
constituent. If there is any government (by whiclmean requirement of one word in a particular
grammatical function by another [i.e. subcategdiosd) within the constituent, it is the Head that
governs the Dependent’ (Nichols 1992:46; see algthdis 1986:57). In practice, this ideology is
perhaps — and necessarily — a little confused bg edmethodology. Nichols maintains what Corkeétt

al (1993:5) term the ‘Head of construction constamggciple’, whereby the grammatical category of the
Head of a given relationship remains uniform acriasguages. The choice of Head/Dependent is
therefore semantically motivated.

The Head/Dependent distinction originates with Texes (1959) Dependency Grammar. However,
while not necessarily made explicit, the concegoisid in a number of theoretical approaches taasyn
Here | define Head and Dependent using Grimsha@®91/2005, 2000) notion of the extended

12
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(7) a)Head: Any syntactic head in an extended projectigrthis head having content that

contributes to the compositional semantics.of

b) DependentAny extended projectiofi that is dependent through s-selection on a head
within extended projectiom (wherebyf will either occupy an A-position or be an

adjunct in its base-position).

c) Head-Dependent relationshipA relationship mediated by s-selection between a

(projection of a) head in extended projectioand a Dependent extended projecfion

It is important to recognise that the Head-Depenhdamd the head-head, relationships
encompass only a subset of syntactic relationship®f course there are other important
syntactic relationships that do not concern eithétead and a distinct extended projection or
two heads within the same extended projection, saglbinding, A’-movementand chain-

formation. These relationships will not be relevln the concerns of this chapter. Similarly
there is the symmetric relationship of coordinatiwhich we reserve for more detailed study in

chapter 4.

The type of marking that is involved will be deténed firstly by the type of relationship, and
secondly by the morphosyntactic site of attachnoérthe morpheme marking the relationship,
known as its locus of marking (Bickel and Nichoi0Z, 2008a, 2008b, 2008c):

(8) a)Head-markingoccurs where there is a marker of the Head-Depanééationship that
forms a morphosyntactic constituent with the Head.

b) Dependent-markingccurs where there is a marker of the Head-Depgnd&ationship
that forms a morphosyntactic constituent with tregp@ndent.

c) Marking between headsoccurs where an extended projectien contains a

morphosyntactic marker of the relationship betweseads in.

To these three types of marking, | propose thairthér parameter be added, concerning the

status of the marker in the syntax; that is, whethienot the marker projects to head its own

projection. The same concept can however alsoledfin Lexical Functional Grammar, in the notidn o
co-heads and attributes (cf. Bresnan 2001:100-101).

% The Head-Dependent relationship itself is madefupther meaningful syntactic relationships, sush a
sisterhood, the spec/head relationship, and adpumathile the head-head relationship is concennita
domination.

® It is of course debatable whether A’-movementdms or all instances does not involve a relatignshi
between a Head and a distinct extended projectibrR{zzi’'s Wh-criterion and topic and focus criteria,
Rizzi 1996 and 1997 respectively). Whether orthit is the case, | take the primary relationshipg
movement to be that between the antecedent artca@s/copy. In the interests of clarity of results
therefore leave aside these debatable cases twe fwbrk.
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functional projection. | will assume here that lehindependent syntactic words project in their
own right, affixes do not. While the existenceboth affixes and independent syntactic words
as markers of locus has been acknowledged in tdwtlire, the potential significance of the
distinction has generally remained unexplored. iagn goal of this chapter will therefore be
to show that a more restrictive theory of locusnmdrking results by treating affixes and
independent syntactic words as distinct, this igg&in taking the form of the generalisation in
(1). Before motivating this generalisation, we infist briefly address a more fundamental
guestion, concerning the difference between affixed independent syntactic words. In so
doing we will uncover the initial indications of ampirical puzzle that justifies taking the

distinction between affixes and independent syitaabrds seriously.

2.2.2 Affixes Versus Independent Syntactic Wakddismatch

| have proposed that independent syntactic wordsaffixes are distinguished by the following
property: independent syntactic words head a ptiojedn their own right; affixes do not.
Whether or not a given morpheme or feature projectss own right in the syntax can be

determined by examining a number of different cidté

The first criterion to be considered is whethenot the relevant features are fusional, or non-
concatenative, with some other meaningful elementf a feature forms a single
morphophonological unit with some other meaningfiégment, we can conclude that this
feature does not head a projection in the syntdgpandent of this other meaningful element
(Joseph and Smirniotopoulos 1993). Cinque (2002i®jlarly describes such behaviour as
‘untypical of the syntactic component’. A classiample of fusional morphology is provided
by English case-marking on pronouns: forms suchegmominative) ancim (accusative) are
distinct, but the forms cannot be broken down sgparate morphemes expressinfpatures
(the pronominal features) and the relevant casenfedthe Dependent-marker). Cases such as
these, where the morphological mechanism for mgrkire relevant relationship is fusional
with either the Head or (some element within) tlew@ndent, will be classed as affixal marking

of the relationship.

Where the morphology is agglutinating, or concdigna affixes and independent syntactic
words can be distinguished according to whethey #itach to words or phrases respectively
(see also Zwicky and Pullum 1983; Miller 1992; Arsln 2005; Bickel and Nichols 2007:81.2

on the clitic/affix distinction). An affix will behighly selective in terms of the category it

* In some cases the issues involved in differemipsiffixes and independent syntactic words can deem
complex (see, for example, Bickel and Nichols 28@7 Kenesei 2007). However, these issues do not
tend to arise in the case of semantically vacuelaionship-marking morphology and hence the gater
below will be sufficient for the purposes of thiesis.
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attaches to (cf. Zwicky and Pullum 1983:503, ciiterA): either it will attach to a single word
of a designated category within a phrase, or it atiach to multiple potential hosts within a
given phrase. An independent syntactic word, @endther hand, will only appear once in a
phrase, being aligned to one or other of its edglse result is that an independent syntactic
word attaches to whichever word is at the relevedge of the phrase, irrespective of its
category nhoduloa low degree of productively motivated selectiondpecial clitics). In some
cases the relevant edge of a phrase will alwayscm® with a word of a particular category
(e.g. Japanese, which is uniformly head-final) @&rvdll therefore be impossible to tell by this

criterion whether or not the morpheme attachebeonord or the phrase.

In such a case, the coordination criterion candesluall else being equal, independent syntactic
words are able to take wide scope over coordinatidmereas affixes cannot, but must be

repeated on each coordinand (Miller 1992).

As regards the relationship-marking morphology we eoncerned with, which makes no
semantic contribution, a final criterion to be ddesed is whether or not this morphology is
present in some default form in the absence ofdleyant relationship. If we are dealing with
an independent syntactic word, in the form of acfiomal head, that serves purely to mark the
presence of a particular relationship, this heall mot project in the absence of such a
relationship. For example, in many languages thad-Dependent relationship between a verb
and its complement clause may be marked by meana dayntactically independent
subordinating complementiser introducing the suinateé clause (such akat in English).
Where we are dealing with a matrix clause, howewsrd there is no Head-Dependent
relationship, the subordinating complementiser maestabsent. On the other hand, if the
relationship-marking morphology is affixal — that it does not head its own projection in the
narrow syntax — it may still be required in soméadé form in order for the stem to which it
attaches to become a well-formed lexical item. Egample, one defining property of
agreement in the extended verbal projection (wisalsually a form of Head-marking) is that it
must appear in some default form (usually thirdsparmasculine or neuter singular) even in the
absence of any Dependent (Corbett 2006:883.6.3PBe2ninger 2009). Similarly, where case-
marking is affixal, a noun phrase appearing inagoh is very often marked by some kind of
default case — for example, the German noun phaase whole, appearing in isolation, is

marked by default with nominative case on the deitezr, as in the example in (3) above.

We are now in a position to return to the questibimterest: in marking syntactic relationships,
how does the distribution of independent syntawtards, assumed to be purely relational
functional heads, differ from that of affixes? lfiet syntax does indeed allow functional heads

that are purely relational in nature, being otheensemantically vacuous, it is meaningful to
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consider how the presence of these heads relathe tauilding of an extended projection, and
accordingly to determine restrictions on their rilisttion. Most importantly, perhaps, such a
study should shed some light on the purpose anaviiair of overt morphosyntactic licensing

of syntactic dependencies. Of course, the answdlgese issues will be interrelated.

In order to address these issues, let us considtly fwhat such examples would look like.
While the presence of both affixal and syntacticaldependent markers of at least the Head-
Dependent relationship is accepted, work on lodusarking has generally devoted most of its
attention to the former kind. The practical adaaess of such an approach for broad typological
surveys of the type conducted by Nichols are,nkhobvious: the morphological constituency
of an affix is generally uncontroversial. The @gtic constituency of a given independent
syntactic word, on the other hand, is less reaaliilable, involving carefully constructed tests
requiring specific configurations. Even when thesmditions are met, particularly if the

independent syntactic word is a clitic, the argurador constituency may be quite subtle.

Extensive work on the purely affixal marking of &yetic relationships has shown that both
Head-marking and Dependent-marking affixes existwall as affixes marking the co-head

relationship. This is demonstrated by the examipl€8)-(13):

Affixal Head-marking:

(9) Juan canrb mejor que nadie. Spanish
Juan singPsT.3sG  better than nobody

‘Juan sang better than anybody.’

(10) Juma a-li-kuwa a-me-pika ch-akula. Swabhili
Juma 3GPsSTbe 3IGPERFcook7-food
‘Juma had cooked food.’ (Carsten312050, ex 5a)

(11) Masha pe-I*@) [ tanceva-a. Russian
Masha singPSTFFSG and dancesSTFSG

‘Masha sang and danced.’

Affixal Dependent-marking:

(12) lu [walyi-yamra-ma patama pae-ni. Anguthimri
he old.marGEN-ABL canoeABL COMe.OutPST
‘He got out of the old man’s canoe.’
(Schweiger 1995:339, ex 1, citing Crowley 19816dx
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Affixal marking between heads:

(13) a) het huis Dutch
theNTSG house

‘the house’

b)de man
the man

‘the man’

In the Spanish Head-marking example in (9) theisufd on the verb marks the latter's
relationship with the subject by cross-referenchmgperson and number features of the subject;
however, it simultaneously marks the tense/aspecidmfeatures of the verb. Since the
agreement morphology is fusional with the verbatdees, it is clear that we are dealing with an
affix.> The same conclusion can be drawn regarding thieatverb agreement in (Ki)swahili,
exemplified in (10). This example shows a compotam$e construction: the agreement prefix
is realised on every verb in the clause, an indinathat it is an affix. In the final, Russian,
example of affixal Head-marking, given in (11), thebject-verb agreement is realised as a
suffix on the verb, cross-referencing the gendedt aomber feature of the subject. The
coordination criterion shows that this agreemerdfiixal; since the suffix does not project it
cannot scope over two coordinated verbs, but mastellised on each conjunct. That the
agreement is indeed affixal is confirmed by the taat it is still required in a default form in
the absence of any arguments, as shown below {hatén Russianpro-drop is not licensed

for arguments):

(14) Sveta-l-o. Russian
dawnPST-NTSG
‘Day was dawning.’ (Corbett B0®7, ex 64)

Example (12) shows affixal Dependent-marking. TAmguthimri (Northern Paman) example
exhibits the phenomenon known as Suffixaufnahmease-stacking. Here the object of the
verb is a complex noun phrase, containing the Heath pata (‘canoe’) and its possessor
watayi (‘old man’). The possessor is marked with geritbase, the direct object as a whole
with ablative case, case-marking being a form gbébelent-marking. However, the morpheme

marking ablative casema, appears not only on the Head noun of the dirbpob, or at the

® The conclusion that agreement of this kind isxaffiand does not project to head its own functiona
projection, need not force us to reject its havang head-like properties. Di Sciullo and Willia(d987)
introduced the notion of relativised head, wherepgcific features of an affix may percolate to word
level along with features of the stem. It is tliere possible for an affix to act as head with extgo
certain features, without heading a projectiortsrown right.
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edge of the complex noun phrase as a whole, bbbtinelements — Head noun and possessor.

As discussed above, this property indicates thatah affix.

The examples in (13) demonstrate affixal markingveen heads. In these Dutch examples, the
definite article in D shows agreement with the ndhe lexical head of the extended projection:
the formhetis used for neuter singular nouns, while a compleddferent form,de, is used
elsewhere. Since the agreement morphology markiagco-head relationship is completely
fusional with the definiteness semantics of theeteiner, it is clear that this relationship-
marking agreement morphology does not have anyasgyatstatus in its own right, but rather is

affixed to one member of the co-head relationdgthip:definite article in D.

The examples in (9)-(13) therefore provide evidetizd Head-marking, Dependent-marking
and marking between heads may all the realisedffixes. If this situation is mirrored as
regards independent syntactic words, we would exgigdogical possibilities for the marking
of the grammatical dependencies with which we areerned (in addition to a combination of,
or none of, these): affixal Head-marking, affixagf2ndent-marking, affixal marking between
heads, Head-marking by means of an independenadisitword, Dependent-marking by
means of an independent syntactic word and markiegyveen heads by means of an
independent syntactic word. In more concrete terimis examples such as (9)-(13), cross-
linguistically we would expect to find parallel emples whereby agreement and case are
realised not as affixes, but as independent syotacirds — functional heads in their own right

devoid of any inherent semantics.

It is fairly easy to find examples of Dependent-kirag by means of an independent syntactic
word. Bittner and Hale (1996) show examples fromadety of languages. The example in
(15) below is taken from Japanese, where the fettthe accusative case-markeccan scope
over two coordinated direct objects provides ewvigethat it is a (projecting) independent
syntactic word, as opposed to a (non-projectinfix.afThis is confirmed by the fact that the
case-marker in Japanese does not appear wherenaphoase occurs in isolation — that is,
where it does not function as a Dependent in a Hisggbndent relationship (see (22) and (48)
below, where the noun phrase as a whole, headegbkgo(‘trip’) and kokuseki{‘nationality’)
respectively, does not receive any case-markirfgjmilarly, subordinating complementisers,
such as Englisthatin (16), can be added to the class of syntactically indepeinDependent-
markers, since they uncontroversially form a canstit with the clausal Dependent they
introduce, and serve only to mark the presence lééad-Dependent relationship: they do not
occur, as discussed above, on matrix clauses, andotl contribute anything new to the

compositional semantics of the cladse:

® While a complementiser such thsitis marked for finiteness, it is not the complemsentj but rather the

18



Chapter 2: Locus and Linkers

Dependent-marking by means of an independent gimveord:

(15) Johrga [Mary sosite BilFo mi=ta. Japanese
John=nom Mary and  Billsacc see®PsT

‘John saw Mary and Bill.’

(16) John sawthat Mary and Bill were approaching]. English

On the other hand, it is well established that Headking agreement morphemes do not
project as heads in the narrow syntax in their oight, but that they attach affixally to other
semantically contentful heads within the relevatteieded projection (see latridou 1990; Speas
1991; Spencer 1992; Halle and Marantz 1993; Mitct@94; Holmberg and Platzack 1995:18-
20; Julien 2002:235). Nor have | found any exaspdé Head-marking by means of an
uninflected independent syntactic word, nor of adependent syntactic word of any kind
marking the relationship between co-heads. Therthesketched below regarding the

distribution of relational functional heads shedme light on this state of affairs.

2.3 Relational Functional Heads

In the previous section we discussed how generslinagtions about the morphosyntactic
marking of syntactic relationships, and in partécuthe assumption that it can be realised by
independent syntactic words as well as affixakbad to the prediction that within the syntax
will be found functional heads that serve only tarkithe presence of an independently existing
relationship, being otherwise semantically vacuo@s/en these assumptions, we are led to ask
not only whether such heads are permitted, but, ald@mt will be the restrictions on their
distribution? In this section | propose that tl&ribution of such heads, and consequently the
generalisation in (1), can be derived from theraon of three factors: firstly, the assumption
that independent syntactic words project in thaaynwhereas affixes do not (see 2.2.2 above);
secondly, a structural intervention requirementttoe syntactic marking of relationships; and
thirdly, the principles of projection in buildinghaxtended projection (Grimshaw 1991/2005,
2000).

We begin by considering the structural interventiequirement. An affix with the purpose of
marking a relationship does so by attaching diyetctione member of the relationship — either
Head/head or (some element of the) Dependent. natifinal head, on the other hand, is a
syntactic object in its own right, distinct fromter Head/head or Dependent. Its only means of
marking a relationship is via its hierarchical piosi. It seems reasonable to assume that, in

order to mark a relationship between two items, shenantically vacuous functional head

lower head T, that introduces the finite featuhe; tomplementiser does not introduce any semantics.
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(which we will termLNK, for ‘linker’) should structurally intervene beterm these two. The
notion of structural intervention can be defined fakkows: every projection oLNK must
dominate one member of the relationship, and ngeption of LNK can dominate the other
member of the relationship. The implications aktfor the definitions of various types of
marking formulated in (8) above are as follows.tHa case of Head-marking, where the marker
of the relationship must form a constituent with thead, every projection olk will therefore
have to dominate the Head, and cannot dominatBépendent. In order to dominate the Head
in this fashion, then, the syntactically independdead-marker must be a functional head
within the Head’s extended projection. In the casBependent-marking, where the marker of
the relationship must form a constituent with thepBndent, every projection ofik will have

to dominate the Dependent, and cannot dominateHtbeed. The syntactically independent
Dependent-marker must therefore be the highest lweatthe extended projection of the
Dependent. (If it occurs internally to the extemderojection of the Dependent, its first
projection will not dominate either the Dependestaawhole or the Head, so violating the
structural intervention requirement.) Finally,arder for a projection of a semantically vacuous
functional head to mark the relationship betweehe&ads in an extended projection, it will
have to dominate the lower head, and be dominayethé higher head, thereby appearing

internally to this extended projection.

All this explains the point at which the relationsimarking functional head will have to be
introduced into the derivation, in order to meet thquirement that it dominate one member of
the relationship. However, we also have to take atcount the second part of the structural
intervention requirement, whereby no projectiontloé relationship-marking functional head
can dominate the other member of the relationshipother words, no projection of a
syntactically independent Head-marker should doteirthe Dependent; no projection of a
syntactically independent Dependent-marker shoaldidate the Head of the relationship; and
no projection of a syntactically independent headtking the relationship between co-heads in
an extended projection should dominate the higkadh We therefore need to consider what
happens taNk after its merger with the relevant projection loé Head/head or Dependent. In
the former case, it is introduced internally to éx¢ended projection. In the latter case, it & th
highest head in its extended projection. As exgdi by Grimshaw (1991/2005, 2000),
extended projections are built when features otttiaplement of a functional head continue to
project or percolate along with this functional ied=or example, if the head Asp takes VP as
its complement, the phrase as a whole will be hedaude only by the Asp feature, relating to
aspect, but also by the categorial feature V. Whennew projection is itself a complement of
a new functional head (say T), all the featuresh@f projection (Asp and V) percolate in the
same manner, such that the new projection hakrak tfeatures (T, Asp and V). This process

continues until a complete extended projectionust:kthat is, the completion of the extended
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projection prevents further percolation, and thesaéion of percolation closes off the extended
projection. There is no option for a head intetoahe extended projection not to percolate, or

to percolate only partially.

This means that whemnk, as a Head-marker, merges with the Head, thistregbwill be
headed both byNk and by the features of the Head. When this subiranerged with the
Dependent (a distinct extended projection), hotk and the features of the Head will again
project to head the structure as a whole. Thispsesented by the tree in (17)a). (Note that the
trees in this chapter represent purely hierarctstraicture, and do not make any claims about
linearisation. How the structural relationshipgdéd in this chapter are mapped onto linear
order is a matter we will explore in detail in thext chapter.) However, this tree does not meet
the structural intervention requirement, since ajgmtion of the relationship-markingnk
dominates both some instance of the Head, andejpeent. This problem cannot be repaired
by LNK failing to percolate up the extended projectiontheiit violating the principles of
extended projection. Therefore Head-marking by maeaf an independent syntactic word is
ungrammatical. The same problem arises whereuhetibnal headNK is used to mark the
relationship between two heads, shown in (17)chcesi by the principles of extended
projection,LNK must continue to percolate up the entire extendejggtion, some projection of
LNK will necessarily dominate both heads. On the dtlaed, this problem does not arise where
LNK is a Dependent-marker, shown in (17)b). In thegank merges with the Dependent, and
the features of this Dependent project along witk to head the entire extended projection.
This sub-tree is then merged with the Head, aixdtite features of the Head that project to head
the resulting tree LNK does not project any further, since it belongsh dompleted extended

projection of the Dependent, rather than that eftiead.

(17) a) * Head-marking by means of an independent syntaaia:

/LNK,Q\
Dependent | Nk /l\

Heac (...)
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b) Dependent-marking by means of an independent dicweard:

LNK ? Heac LNK %

Dependent Dependent

¢) * Marking between heads by means of an indepersyeriactic word:

y‘&

heag )(,011\
LNK /\
head (...)

Therefore, combining the proposed structural irgeton requirement with independently
motivated principles of extended projection leamls$hie prediction that a syntactic relationship
between a head and some other element can onlyakednby means of a semantically

vacuous functional head — that is, an independgntastic word — if this head marks a

Dependent.

However, this restriction does not apply where #wmantically vacuous marker of a
relationship is an affix, rather than a syntactmravin its own right. The non-projecting affix
does not mark the relevant relationship by itsdrighical position in the syntax, because it
doesn’t have one. Instead, it attaches directlitteer the Head/head or (some element of the)
Dependent. This is schematised below, where is thise the markeamk represents the
relationship-marking affix. We have seen exampltasting to this in (2), (5), (9), (10), (11)
and (13), in addition to the wealth of typologieadrk on locus of marking by means of an affix

that already exists.

(18) a) Affixal Head-marking:
08 o

N AN

Dependen HeacLNK Dependent
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AN AN

Depender-LNK  Heac DependentNK

b) Affixal Dependent-marking:

c) Affixal marking between heads:
/“\ /“\
head-LNK /\ head /\

head head-LNK

We can therefore return to our point of interels& place of relational functional heads within
syntactic theory, and more specifically in markgrgammatical dependencies. On the basis of
the theoretical assumptions outlined in this sactibe following predictions result: firstly, the
syntax allows purely relational functional heads that is, syntactically independent,
semantically vacuous words serving only to markaagnatical dependency; however, they can
only be used in Dependent-marking. That is totbay if there is a marker of a grammatical
dependency that does not otherwise contribute ¢octhmpositional semantics, and if this
marker meets the criteria for independent syntagticds, it must be a Dependent-marker,

leading to the generalisation in (1).

Before exploring the empirical evidence for thimgelisation, let us first consider what a
lexical entry for this syntactically independentdeadent-marker would look like in terms of its
syntax and semantics — that is, how the notionhefrarking of an independently existing
relationship by means of a functional head carobmdlised. A general lexical entry fonk as

a semantically vacuous functional head serving swkman independently existing syntactic
relationship by means of structural interventiongisen in (19) below. We have already
established thatNk does not introduce any features referring to séicgnbut inherits the
properties of its complement. In terms of semantiberefore LNK simply consists of an
identity functionix.x. In terms of syntax, we consider the selectigmoperties of botbNK as

a head (its internal selectional requirements) tiode of its maximal projection (its external
selectional requirements). These are formulatadrims of any requirements on the sister and
the mother of the relevant level of projectionLak. In both cases the sister of the relevant
level of projection is compulsory:NK must take a complement (the Dependent) and the
extended projection headed byk P must take a sister (the Head). These requirenasrsure
thatLNK appears only in the context of marking a relatigmséince both Head and Dependent

are compulsory whenevenk is present. In terms of the internal selectiomgjuirement for
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the mother ofLNK, LNK is required to project. In terms of the exterreléstional requirement
for the mother of this new projectiomyKP, it is the sister ofNKP, rather than the extended
projection headed byNK, that projects. These properties together enthaig NK meets the
structural intervention requirement: a projectioh Lok dominates the Dependent, but no
projection of LNK dominates the Head. When combined with the priesipf extended
projection, therefore, the syntactic selectionajureements ofLNK give us the previously
established tree in (17)b) above. It should beddbatLNK is by no means alone in specifying
syntactic selectional requirements at the exteteedl (that is, the level of the maximal
projection) in its lexical entry. The same appliesany modifier that c-selects for the category
of its Head (see Ernst 2002:82.2).

(19) Lexical entry for subordinating linker

INTERNAL SELECTION
Sister:  compulsory

Mother: bears the same lexical indexLas

EXTERNAL SELECTION
Sister:  compulsory
Mother: extends the projection of the sistern P;

does not extend the projection headedny

SEMANTICS: AX.X

It is possible that the lexical entry for an indival Dependent-marking functional head within a
given language or construction may be more speicifterms of its selectional requirements: it
may c-select for a specific category of complenfiortexamplethatin (16) selects exclusively
for a finite clause as its complement, while theadese case-markers in (15) select for a
nominal complements), or only appear where the Hea a particular category — that is, it
may c-select for a sister/mother of a particuldegary at the external level. We will consider

examples of specific lexical entries in (93) below.

We return now to the prediction, and the consequamteralisation in (1), whereby any
independent syntactic word serving to mark a gratimaladependency will mark a Dependent —
that is, that any functional head serving purelynark an independently existing relationship
will be compatible with the lexical entry in (19)We have already seen some evidence that this
is the case in section 2.2.2. This evidence weantérom the clausal level, where, firstly, the
presence of semantically vacuous relationship-markindependent syntactic words such as
case-markers and complementisers is well attesemhndly, the constituency of these — and

therefore their status as Dependent-markers —asniroversial. On the other hand, typological
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research reveals that semantically vacuous rektiprmarking functional heads internal to the

extended projection of the Head/head do not seebe tattested. Having established that the
predictions outlined above seem to hold at thesahlevel, we therefore turn our attention to

independent syntactic words for which the constityehas not been determined. In the next
section we will see empirical evidence from linkpranarily in the complex noun phrase both

of the existence of purely relational functionalatie, and of the restriction to Dependent-
marking (cf. Limburg 1985).

2.4 Linkers: Distribution and Constituency

Firstly, there is empirical evidence for the prasepf relationship-marking functional heads in
the form of the morphemes known as linkers. Liekare generally defined as syntactically
independent, semantically vacuous words with tHe function of indicating a relationship
between two items (cf. Rubin 2002: chapter 2; Dé&k&n and Singhapreecha 2004; Samvelian
2006:26). Since their function is to mark a reaship, linkers only occur where this
relationship exists. The term ‘linker’ is more amanly used to refer to the use of such words
within the complex noun phrase. Notice howevert tthés definition also covers some
instantiations of more familiar categories, inchglipurely subordinating complementisers,
purely functional adpositions, such akin English, and in some languages purely struttura
case-markers, where these are independent syntaotids — that is, realisations of the

functional head K (such ae in the Japanese example in (15)).

In this section we will be concerned primarily withkers in the complex noun phrase, since
other more familiar linkers such as subordinatingiplementisers, functional adpositions, and
syntactically independent case-markers uncontr@iBréorm a constituent with the Dependent

they introduce, and hence by the definition in }&ike Dependent-markers, so bearing out the
prediction established in the previous sectionnkérs in the extended nominal projection are
found in genetically and geographically diverseglaages, both with postnominal Dependents

and with prenominal Dependents. (See the Appeindithe sample used in this thesis.) In the

" Here | concentrate on the use of linkers in thenmlex noun phrase, where their usage is best
documented, and their constituency least obviods.well as nouns, relevant heads may be adjectives
and possibly prepositions, as in Western Iranianguages (Samiian 1994:23-26; Ghomeshi 1997:730;
Kahnemuyipour 2000:173; Samvelian 2007:609, 2008:8hd references cited there). Rubin (2002:
chapters 2 & 3) provides evidence of linkers witliire clause, some of which are phonologically
identical to the linker used in the complex noumagk. At least in Tagalog this is unlikely to heedo
simple homophony, as in both instances of its ugshgelinker/complementiser has the same fairly
idiosyncratic allomorphy (cf. Schachter and Otah®82). See this section for examples from Mandarin
Chinese and 83.5.3 for further examples.
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vast majority of cases, the linker intervenes liheadetween the Head noun (phrase) and its

Dependent, giving the linear orders in (20)a) andeiow (see section 3.2.£.):

(20) a) N(PNK Dependent

b) DependentNK N(P)

Given the theory outlined in the previous sectiitnjs predicted that the linker — as a
semantically vacuous independent syntactic wordirsgrto mark a relationship — must be a
Dependent-marker. More concretely, it is predidiestly that the linker will be used only to
mark the relationship between a (projection of aptHand a Dependent, and secondly that the
linker will be the highest head in the extendedjgmtion of this Dependent. The evidence

given in the subsections below will show that botédictions are borne out.

2.4.1 Distribution

As demonstrated by the examples below, linkers imayused to establish a relationship
between a Head noun and a number of different tgp&ependent, including possessors (as in
(21)), complements (as in (22)-(23)), and attripaiimodifiers, both in predicate modification
(as in (24)-(26)) and where the Dependent is detratinge (as in (27)) or quantificational (as in

(28))? Not every relationship will be marked in evergdaage.

(21) wo de shu Mandarin Chinese
I LNK book
‘my book’ (Den Dikken & Singhapreecha02B4, ex 46b)
(22) gaikoku=eno ryokoo Japanese

abroad=to£NK trip

‘trip to abroad’

® In a minority of languages the surface order ND@pendent\K is also found, often in free variation
with the order in (20)b). We will propose in 825n the next chapter that this order is derivexfithat
in (20)b) by movement. See also discussion of gesfrom Pashto in (40)-(41) below.

® Which Head-Dependent relationships are markedvieytdinkers is subject to cross-linguistic varati

The most common usages of linkers occur where leddependent are of the same category: whether
both verbal, in which case we use the term compi¢iser for the linker, or both nominal. In suclsea
morphological marking is more likely to be requiteddisambiguate which is the Head and which is the
Dependent. | know of no language that uses linkethe complex noun phrase but does not use them
where a Head noun takes another nominal as itsridiepe.
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(23) smy-a  © Habi Zina®
listen.toN.F LNK.F Habi
‘listening to Habi’ (Oprina 20024, ex 64d)
(24) haode shu Mandarin Chinese
goOod.NK book
‘good books’ (Den Dikken & Singhapree@@04:34, ex 46a)

(25) wo maide shu
I buy LNK book
‘the book that | bought’ (eb6d)

(26) guanyu Chomskgle shu
about ChomskyNK book

‘book about Chomsky’ (Paul 20Q&4Q 22a)
(27) chi ve gh&-% ni ga Lahu*

this LNK headman twocCL

‘these two headmen’ (Den Dikken & Singhapree2B04:36, fn 23, ex iii)
(28) ghayak-i ta darra Zina

knife. PL-PL LNK.PL many
‘many knives’ (Demeke 2002:98,7c)

Crucially, however, my research into linkers in iaewariety of genetically and geographically
diverse languages (see Appendix for a comprehelistydas not revealed a single language in
which the linker can mark the relationship betweenoun (phrase) and a higher head in its
extended projection. This can be seen particuledarly in the Kotoko languages (Central
Chadic). In these languages, the relationship éetma Head noun (phrase) and any kind of
Dependent, including demonstratives, can be markgda linker, irrespective of the
Dependent’s function or category. However, thatiehship between a noun and a determiner
head is never marked by a linker, even though inesoases the form of the determiner head —
which does not co-occur with a linker — is identimaa demonstrative — which must co-occur
with a linker (as in the Afade examples in (30)ayl @). That the determiner head and the
demonstrative occupy different syntactic positiomshese languages is confirmed by the fact
that they can co-occur, as in (29)b)-c) and (30)(3ee Bernstein 1997; Giusti 1985 seq

19 Zina (or Jina) is a Central Chadic language.
! Lahu is Tibeto-Burman.
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Brugé 2002 and references cited in these worksHoss-linguistic evidence that articles are
functional heads in the extended nominal projectishereas demonstratives are phrasal,
occupying specifier positions.The different behaviour of definite articles andndmstratives

in the Kotoko languages is exemplified below:

(29) a) kitab  de Zina
book(v) the
‘the book’

b) kitay  yi=nde (de)
bookM) LNK.M=this the
‘this book’

c) kitay  y=adde (de)
bookM) LNKk.M=that the

‘that book’ (Demeke 200@:91)
(30) a) glew do Afadé?

dog() the.M

‘the dog’

b) glew an do
dogM) LNK.M theM
‘this dog’

c) glew an to do
dogM) LNK.M that the.M
‘that dog’

Having established that the linker is used onlynark the Head-Dependent relationship, and
not the relationship between co-heads, we nowttuthe second question of interest: the locus
of the linker's marking. It is predicted that tleker is a Dependent-marker, and therefore, as
the highest functional head in the Dependent’sraddd projection, forms a constituent with the

Dependent.

It is therefore predicted that the linearisatiam$20) should invariably result from the following

constituency:

12 pfade (or Afafi) data is taken from material written by Madam Alifassala, a native speaker, during
an SIL course directed by James Roberts.
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(31) a) N(P) [Nk Dependent]

b) [DependentNK] N(P)

Constituency tests that apply within the complemphrase are limited. It is perhaps for this
reason that, while there are a number of worksagutring linkers in the noun phrase from a
theoretical viewpoint (see, for example, Rubin 1@9%e¢g Carstens 2001:151ff; Den Dikken
and Singhapreecha 2004; Rebuschi 2002, 2005:84;ik@n 2006; Simpson 2001, 2002 on
Mandarin Chinese; Holmberg and Odden 2G@#the West Iranian language Hawrami), and
while these theories necessarily make predictiomscerning the constituency of linkers,

whether these predictions are borne out empiri¢al/remained an unanswered question.

Here | will argue that data from fronting (subsent2.4.2), coordination (2.4.3) and deletion
(2.4.4) are best accounted for if the linker umityr forms a constituent with the Dependent, as
predicted. Moreover, | will show that this conséibcy is more in keeping with general

morphosyntactic properties, both of individual laages and typologically (subsection 2.4.5).

2.4.2 Fronting

One of the most robust constituency tests is digphent, or movement. However, it is well
known that movement out of a complex noun phrasgeigerally difficult, if not impossible.
Nevertheless, there are languages with linkersatlt@aw either movement or some other kind of
fronting operation of the Dependent of a noun. nerny of the linker with the Dependent
should only be possible if the two form a constitiue Fronting of this kind can be found in
certain languages witivh-movement, such as French and English. This is shiowthe
examples below, wherde is the linker in French andf in English (cf. Den Dikken and
Singhapreecha 2004} These examples show pied-piping of the linkehwite wh-moved
Dependent:

13 Note that the analysis of Englisti and Frenctde as linkers and their generally accepted status as
prepositions are not mutually exclusive. A lexi@am can be both a linker (a semantically vacuous
relationship-marking word appearing as the highestd in the extended projection of the Dependent)
and adpositional (having the property of checkings€), as independently exemplified by the
prepositional complementiséor in English. On the other hand, if (as is more camjman adposition
makes some contribution to the compositional seiwsrit will not belong to the class of linkers,daifi a
linker does not have the property of checking Case]l not be regarded as an adposition. Fomeptke,

in i) belowfor checks accusative Case loer and is therefore prepositional, but since it dbotes to the
compositional semantics it does not belong to thsscof linkers. In example ii)a), on the othendhdor
again checks accusative Casehen(and is therefore prepositional), but in this cgqealifies as a linker

in that it does not introduce its own relationshigt serves simply to mark the independently exgstin
relationship between the Headpeand its Dependent clause. Finally, in ii)b) wedan example of a
non-adpositional linker: likdor in ii)a), that marks the relationship betwedmwpe and its Dependent
clause, but unlikéor does not check Case:

i) The prize will hopefully be [for her]. English
i) a) | hope for her to win].
b) 1 hope thatshe will win].
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(32) a) Elle est l-a [femme dg Francois]]. French
she is the=womang) LNK Francoiskt)

‘She is Frangois’s wife.’

b) [De quel mari] est -elle lI-a [femme]?
LNK which husbandf) is she thewomanf)

‘Of which husband is she the wife?’

(33) a) We need to fix the [roobf the third house]]. English

b) [Of which house] do we need to fix the [roof]?

In French, pied-piping of the linkdés obligatory, while in English it is optional. Four
purposes, however, this contrast is irrelevangriter to show that the linker, whethd® or of,
forms a constituent with the Dependent possedsiarsufficient to show that pied-piping of the

linker is possible.

Similar examples can be found from topicalisation.the following examples from the Bantu
language (Chi)chewa, the possessor or attributifeidN obligatorily introduced by a linker
(known as the associative markea) which is marked for agreement in noun class \thin
Head noun. Where this possessor is topicalised in clauseaingiosition, in (34)c), it is
accompanied by the linkét. Note that this must be due to pied-piping of lthker; the linker
itself cannot be part of the topic, since it hasamantic contribution:
Chichewa

(34) a) [Anyani & misala]] a-ku-(chi-)pwany-a [chipandachfa kazitapé]].

2baboons ANK  4madness PRES70M-smashFv 7calabash  TNK la.spy

‘The mad baboons are smashing the spy’s caldbash
b) Chipanda [anyani &] misala]] a-ku-chi-pwany-a ch-a kazitapé].
7calabash 2baboonsNk 4madness BPRES70M-smashFv7-LNK la.spy

‘The calabash, the mad baboons are smashirgpihe’

4 Note thats in English is not a linkercontraDen Dikken and Singhapreecha 2004:46-48), becaise i
not semantically vacuous: it introduces a defiresmn feature to the compositional semantics of the
extended projection of the Head noun.

!> Morimoto and Mchombo (2004) and Mchombo (2006ndbstate whether fronting of the associative
marker with the possessor in Chichewa in exampleh s (34)b) is obligatory, though this seems
probable. However, it is sufficient for our argurhéo show that pied-piping of the linker g®ssible
which Morimoto and Mchombo’s example certainly derstoates.

Topicalisation of a constituent internal to the @bex noun phrase in Chichewa is dependent on the
presence of an object marker co-referential to ¢benplex noun phrase with which this fronted
constituent is associated (Mchombo 2001, 2004:82006; Morimoto and Mchombo 2004).
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c) [Ch-a kazitapé][anyani[a misala]] a-ku-chi-phwany-a [ chipanda].
7-NK la.spy 2baboons®k 4madness PRES7OM-smashrv 7calabash
‘Of the spy, the mad baboons are smashing the asitab
(Morimoto & Mchombo 2004:355, £&)

These examples therefore bear out the predictiah dny linker, as a semantically empty
functional head serving only to mark a Head-Depahdelationship, must form a constituent

with the Dependent.

A similar, though perhaps more subtle, argument mamade for the linkede in Mandarin
Chinese. Cingque (2005a) and Abels and NeelemadO(Z012) propose the unmarked word
order in the extended nominal projection is derifreth the universal base-generated hierarchy
of demonstrative > numeral > adjective > noun (wHhet indicates c-command). In Chinese,
the hierarchy demonstrative > numeral > noun iedjxbut adjectives and relative clauses
accompanied byde may appear in any prenominal position within théeeged nominal
projection (Aoun and Li 2003:146-147, citing Tan@90; Y.-H. Li 1998et seq. Therefore
where the adjective precedes the numeral it must Qerived structure. What is relevant as
regards constituency is that when the adjectivieoisted, as in (35)b) and c) below, it must be
accompanied byle, supporting our prediction thde, as a linker, mudorm a constituent with
the Dependent, here the adjective. Examples (36)d)e) show thate cannot be stranded by

fronting of the adjective.

(35) a)na san ben [[youqu d€ shu] Mandarin Chinese

that threecL interesting LNK book

b) na [[ youqu dg [san ben shu]]

that interesting LNK threecL book

c) [youqu dg [na san ben shu]

interesting LNK that threecL book
‘these three interesting books’

d)* na youqu san beate shu
that interesting threeL LNK book

e) * youqu na san bae shu

interesting that threeL LNK book

It has been proposed that adjectives accompanieie bye in fact predicates in relative clauses
(C. Li and Thompson 1981:118; Huang 1987:47, fis@roat and Shih 1988, 1991). If this
were the case, it would explain the free distrimutof such adjectives in Chinese, without

recourse to derived structure. However, Aoun an@003:148) and also Paul (2005:82) show
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that there are certain adjectives that can appéarde as noun phrase modifiers, but cannot be
used predicatively? with co-occurrence of either the intensiffeen (‘very’) or the negatobu
constituting evidence of predicatehood. Compaesiibhaviour ozhongyao('important’) in

(36), which can be predicative, withuyao(‘main’) in (37), which cannot be:

(36) a) [zhongyad€ shiging Mandarin Chinese
importantLNK matter

‘important matters’

b) Zhe jian shiging (hen/bu) zhongyao.
this cL matter  very/not important.

‘This matter is (very/not) important.’

c) [[hen/bu zhongyao]de shiging
very/not important LNK matter

‘very/not important matters’

(37) a) [zhuyad€ daolu
main LNK road

‘main road’

b) * Daolu (hen /bu) zhuyao.

road very/not main

c)* hen/bu zhuyade daolu
very/not main LNK road (Aoun & Li 2003:147-8)

Moreover, such non-predicative adjectives, acconepbbyde show the same free distribution

as any other adjective, with fronting of the linkirwith the adjective obligatory:

(38) a)na san tiao [[zhuydel daolu] Mandarin Chinese

that threecL main LNK road

b) na [[zhuyadald [ san tiao daolu]]

that main LNK threecL road

c) [zhuyadalg [na san tiao daolu]

main LNK that threecL road

‘those three main roads’ (Aoun &2A003:150, ex 45)

16 Sproat and Shih (1991:574) justify their relatotause analysis by citing Huang’s (1987) observatio
thatgian (‘former’) andwei (‘fake’) can occur neither ate-modifiers nor as predicates. However, Aoun
and Li (2003:251-252, fn 15) provide evidence thase are not adjectives, but prefixes.
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d)* na zhuyaosan tiate daolu

that main threeL LNK road

e)* zhuyaona san tiate daolu

main that threeL LNK road

Therefore, since the modifiers showing this frestriiution are genuine APs, the examples
where the adjective precedes the numeral must theedestructures, and the fact thds must
accompany the adjective in these derived structcmastitutes evidence that the adjective and

deform a constituent.

This conclusion is confirmed when we look at exasplvherede marks the relationship not
between a noun and its adjectival Dependent, biweman a verb and its adverbial Dependent.
This can be seen in the examples in (39) belowett@nple in (39)b) shows fronting of the
Dependent,kexue (‘science’), with pied-piping ofde confirming that the two form a
constituent, while (39)c) shows that, just as mloun phrase examples in (35)d)-e), movement

of the Dependent cannot strathel

(39) a) Women [[kexued€g] yanjiu nei-ge wenti]. Mandarin Chinese
we sciencaNK research thatt problem
‘We will research that problem scientifically.’ (Rubin 2002:26, ex 28d)

b) [Kexue dg, women [yanjiu nei-ge wenti].
scienceLNK we research that problem

‘Scientifically, we will research that problem.’

c)* Kexue, women de vyanjiu nei-ge wenti.

science we LNK research thati problem

Finally, we consider examples from the Southeastidn language Pashto. This language has
the word ordetNK-dependent-noun, where the linkkrmarks the relationship between a Head

noun (phrase) and its possessor:

(40) [de Asad][maar] Pashto
LNK Asad car
‘Asad’s car’ (Larson 20@, 56)

Larson (2009) argues that this word order is resfulhovement of the possessor, accompanied
by de His argument is based on the fact that wheredleyant extended nominal projection is

the complement of a preposition, the linker andspssor obligatorily precede this preposition,
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as exemplified in (41) below. Compositional senw@ntsuggests that in such cases the

possessor must have moved out of the nominal congpieof the preposition.

(41) a) [de Asad] [p chaqut] Pashto
LNK Asad with knife
‘with Asad’s knife’ (Larsadt009, ex 58a)

b)* p [de Asad] claqu
withLNK Asad knife (ex 57a)

2.4.3 Coordination

A second means of testing the constituency of ke found in coordination. It is predicted
that, where two or more Dependents of a single Headh (phrase) are conjoined, the linker
will be able to appear with each conjunct, but whwvo or more Head noun (phrase)s are
conjoined, with the same Dependent associated esith conjunct, the linker will only appear

once (noduloRight/Left Node Raising), taking the Dependents&somplement.

We have already seen evidence from fronting supppxiur prediction that the linkede in
Mandarin Chinese forms a constituent with the Ddpen that precedes it, as opposed to the
noun or verb (phrase) that follows it. This sanmmatusion is reached by Aoun and Li
(2003:250), on the basis of coordination datahadéxample below, a coordinated adjective and
relative clause modifying the unique nashiging(‘matter’) are each (optionally) followed by a

separate occurrence of the linkier

(42) a) [[zhuyao d€ ergie [womenyijing taolun gua€ shiging Mandarin Chinese
importanttNK and ~ we already discussP LNK matter
(Aoun & Li 2003:150, ex 48a)
b) [[zhuyao] ergie [womenyijing taolun guo]e shiging

importantand  we already disces® LNK matter

‘the main matters that we have discussed’

This conclusion is confirmed by the following exdmpwvhere a single ARen da(‘very big’)

modifies two conjoined Head nouns:
(43) [hen da dg [mao he (de gou] Mandarin Chinese

very big LNK cat and LNK dog
‘very big cat and dog’
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The same results can be seen whieds used to mark the Head-Dependent relationship
between a verb (phrase) and an adverbiacannot be repeated on each conjunct where two
VPs are under the scope of a single adverbial Diepenbut can (or for some speakers, must)

be repeated where it is two adverbial Dependentsdlite scope over a single VP:

Mandarin Chinese
(44) Women [congming d€] [yanjiu nei-ge wenti ergie (fe) jiejue nei-ge wenti].
we intelligentlyLNK research thati problem and LNK solve thateL problem

‘We will [research that problem and solve that peaty intelligently.’

(45) a) Women [[[ kexuedg ergie [congming€] yanjiu nei-ge wenti.

we sciencaNK and  intelligentNK research thati problem

b) %Women [[kexue ergiecongminglg yanjiu  nei-ge wenti].

we science and intelligentLNK research thati problem

‘We will research that problem scientifically amdelligently.’

Taken together, the evidence from these examphsdéhmust form a constituent with the
Dependent is strong. However, Huang (1987:70-98941-42) draws the opposite conclusion
— thatdeforms a constituent with the Head noun or noun grafrom the following example,
a marked construction found only in literary Maridarthe possessobeiyapozhe(‘the

oppressed’) has scope over all conjunctsdges repeated before each noun:

Mandarin Chinese
(46) Yinwei congnei limian kanjian-le [[beiyazhe dg [shanliang de

because fromthat inside sPERF the-oppressedNK  benevolent LNK

linghun], [[¢ dg xinsuan], [ dg zhengzhi]]...
soul LNK heart.sour LNK struggle

‘Because from there, one saw the oppressed fym=d soul, bitterness, struggle]...’
(Huang 1987:71, ex 34, 1989:42, ex 34, citing Ch@@8, citing Lu Xun)

The issue can be resolved by considering the ititomeof the apparently contradictory

examples in (42) and (43) and in (46). The intelnderpretation in the marked construction in
(46) is only possible with ‘comma’ intonation aftesich conjunct. This, together with the fact
that its usage is limited to literary contexts,igades that (46) is in fact an example of Left Node
Raising. The examples in (42) and (43), on themtiand, are compatible both with neutral
intonation and ordinary spoken language. It thmeekeems that Aoun and Li are correct in

concluding thatle forms a constituent with the prenominal Dependént.

" Huang (1987, 1989) offers a second argumentd®forming a constituent with the Head noun
(phrase).While the Head noun (phrase) will consistently béhe same semantic type, the semantic type
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An analogous argument can be made for genitive wasker,no, in Japanese, which acts as a
linker, being a semantically vacuous syntacticedtiependent word serving to mark a particular
relationship. The view thatno is a linker is also taken by Den Dikken and Singbepha
(2004) and Den Dikken (2006), while Kitagawa and&¢1982), Simpson (2001) and Simpson
and Wu (1999) point out the significance of its ittty to Mandarinde Like Mandarin,
Japanese has prenominal Dependents and thereéowetd order in (20)b). Coordination data
in Japanese shows the same properties afefior Mandarin Chinese, therefore supporting the
looked-for result; the linkemo cannot be repeated when two coordinated Head remensnder
the scope of a single possessor, as in (47), byt beawhere a single Head noun has two

possessors, as in (48):

(47) [John:nag [tumasosite(*no) kodomo] Japanese
John+NK wife and+NK  child

‘John’s wife and child’

(48) a) [[Johnno] sosite [ Tarooro]] kokuseki

JohnxNK and  TarooeNK nationality

b) [[Johnsosite Taroo]nol kokuseki

Johnand  TaroaaK nationality

‘[John and Taro]’s nationality’

These results are again seen in Hindi-Urdu, anddneguage with prenominal Dependents.
Like Japanese, Hindi-Urdu has a syntactically imthejent genitive case marker, serving as a
linker marking the relationship between a Head naah its nominal Dependent. The linker in
Hindi-Urdu has the fornk-, with a suffix marking agreement in humber anddgenwith the
Head noun. Where the Head noun is masculine singtile suffix also varies depending on
whether the Head noun phrase as a whole is nowgnati non-nominative (generally termed

‘direct’ and ‘oblique’ in descriptive grammar).

(49) [Ram k-] [billT aur (*k-a) sher] Hindi-Urdu
Ramf) LNK-F cat(F) and LNK-MSG.NOM lion(m)

‘Ram’s cat and lion’

of its Dependent varies; therefore, assumdagtself has a single lexical entry and accordingbgsl not
vary in semantic type, it cannot combine with iteofsvarying semantic type — i.e. the Dependent.
However, since the linker itself does not have semantics, this argument does not apply.

18|t is debatable whether this marking of the Headms case is true agreement with the Head noun, or
whether case is rather assigned to the extendethabprojection as a whole, and therefore marked on
all its members that are capable of expressingifphmlogically. See discussion of this issue inegal
terms in Corbett (2006:133-137). Neither analysis any bearing on the conclusions of this thesis.
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(50) a) [[Nadya  k-7] aur [ Ram k-]  billT
Nadyaf) LNK-F and Ram{i) LNK-F catf)

b) [[Nadya aur Rim] k-] billt
Nadya€) and Ramy) LNK-F catf)

‘[Nadya and Ram]'s cat’

We have seen then evidence from coordination eethenguages with prenominal Dependents
that the linker forms a constituent with the Depamtdas predicted. The evidence is mirrored in
languages with postnominal Dependents. We begih Bmglish, for which we have already
used evidence fromwvh-movement to show that the linker forms a constituerth the
Dependent. This result is confirmed by coordimatwata given in (51)-(52) below; like
Mandarin Chinese, Japanese and Hindi-Urdu, theelindf, cannot be repeated when two
coordinated Head nouns are under the scope ofgeddependent, but may be where a single

Head noun has two Dependents:

(51) the [[branches )™ and leaves]df [the tree]]] English

(52) a) pictures ff trees] anddf flowers]]

b) pictures ¢f [trees and flowers]]]

Evidence from coordination data can also be fountivo further languages with postnominal
Dependents, Persian (or Farsi) and Lagwan (or Legom Central Chadic language of the
Kotoko group. The phonological properties of timkér in these two languages, however, are

such that the argumentation for constituency masnbre subtle.

The linker-(y)ein Persian, known as the ezafe or izafe(t), is@plogical enclitic that attaches
to the right-edge of a noun phrase where this mpsuase has a postnominal Depend&rithe
ezafe in Persian has received considerable attertitmth as a phenomenon in itself (Samiian
1983, 1994; Ghomeshi 1997; Kahnemuyipour 2000; @mm2002, 2003; Samvelian 2066
seq Larson and Yamakido 2008 and references citetthése works) and in its capacity as a
linker (Den Dikken and Singhapreecha 2004:86.49weter, while the analyses in these works
generally make predictions regarding the ezafetsstimency, any empirical evidence for the
constituency of this independent syntactic word; hat, as far as | am aware, been discussed.

Fronting cannot be used as a test, since movemanbfothe ezafe domain is impossible

19 Repetition of on each conjunct may be possible with Right NodisiRg intonation.

? The ezafe also occurs within the AP and arguatithimvthe PP (Samiian 1994; Ghomeshi 1997;
Samvelian 2007, 2008 and references cited there).
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(Samvelian 2006:4) (perhaps because the enclitifeezould have to move with the (syntactic)
Dependent, but would have no phonological suppoft)ere is however relevant coordination

data, given in examples (53) and (54):

(53) [kolah(*=e) va lebaske Maryam] Persian
hatLNK  and dressLNK Maryam

‘Maryam’s hat and dress.’

(54) ahalife [Gilan va(*ye Mazandaran]]
populatiorrLNK Gilan and+NK Méazandaréan

‘the population of Gilan and Mazandaran’

In (53), which is analogous to the Chinese, Japardindi-Urdu and English examples in (43),
(47), (49) and (51), two coordinated NPs are untier scope of a single Dependent, the
possessoMaryam As in the previous equivalent examples, thedinkay only appear once,
adjacent to the Dependent. This can be readilla@gd if, as hypothesised, the ezafe forms a

constituent with this Dependent.

Where the Persian data differ from the language®ualeed at earlier in this section lies in (54),
where it is two Dependents that are coordinatet§ itot possible to repeat the ezafe on each
conjunct. However, the ungrammaticality here candeccounted for by the phonological
properties of the ezafe, which is known to cligci® the material to its left; it is quite

conceivable that the ezafe cannot be cliticiseal toordinating conjunction.

On the other hand, there does not seem to be dep@mdent reason why repetition of the ezafe
on each conjunct in (53), where the site of attaafins the right edge of a noun phrase, is
ungrammatical. The ungrammaticality of the ezéiteised to the first conjunct is particularly
striking when contrasted with the behaviour of othhonological enclitics attaching to noun
phrases. The data below show that, in analogcaisgbes, a pronominal clitic (in (55)) and the
partitive marke* (in (56)), both of which we would expect to forntenstituent with the noun

phrase to which they attach, may optionally be aggkon each NP:

(55) a) [kolakas]va [leb&sas] Persian
hat=3sG and dress3sG

‘her/his hat and his/her dress’

%1 See discussion of this particle in footnote 23.
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b) [kolah va lebéas]as
hat and dress3sG

‘her/his hat and dress’

(56) a) [kolaki] va [lebasi]
hatPARTand dressPART

‘a hat and a dress’

b) [kolah va lebas]i
hat and dres®ART

‘a hat and dress’

The simplest explanation for the coordination dat§53) and (54) therefore seems to be the
same as for the Chinese, Japanese, Hindi-Urdu aglisk data we have previously looked at —
that the linker/ezafe forms a constituent with rependent —, the only difference being that in

Persian the phonological environment also comesilaty***

2 That is to say that this is the simplest explamathat maintains the assumption that the ezafsdme
status as a morphosyntactic object. Samiian (188bwing 1983) and Ghomeshi (1997) consider the
ezafe to be purely phonological, inserted at PRis €xplanation of course could also account ferdata

in (53) and (54). See discussion in section 2.5.1.

2 1t is worth briefly mentioning another particle Rersian, that has been described by some researche
as an allomorph of the ezafe (Ortmann 2002, 20@BuRchi 2005), although not by those specialiging i
Persian. This particle has the formand appears as an enclitic on the Head noun @hvelsen it is
followed by a restrictive relative clause. It @if§ from the ezafe in a number of ways: it is amdgd
with restrictive relative clauses, whereas the ezaf used with both restrictive and non-restrictive
attributes; the presence of the demonstrative msnd@ptional, whereas the ezafe remains obligatory;
unlike Dependents introduced by the ezafe, theictse relative clause can be extraposed (leaving
behind). The most serious difference however carsceonstituency; coordination data indicates that
forms a constituent with the Head noun (phrase):

iii) a) [[doxtar=i] va [zan=i]] ke diruz amad-and] Persian
girl=PART and womanrARTthat yesterday canm-
b) [[doxtar va zan]=i] Ke diruz amad-and]
girl and womaneARTthat yesterday canm-

‘the [girl and woman] that came yesterday’

The evidence thai forms a constituent with the Head noun (phras@nig problematic if it meets the
criteria for linkerhood, namely that it is syntaetily independent, appears only where the Head hasn

a Dependent and does not contribute to the conipoait semantics of either the Head's or the
Dependent’s extended projection. My researchtimoindependent syntactic word reveals that I fi
meet the latter two criteria. Various scholarsPefsian, including Hincha (1961), Lazard (1966) and
Jahani (2000, 2008) consider the restrictive nedatiause particld to be the same morpheme as the so-
called ‘indefinite’-i, both having a partitive reading, and therefor&intasome semantic contribution to
the head. This particle can also be used, givitegfartitive reading, in the absence of a restdcti
relative clause, as exemplified in (56) above. @arimg this example with iii) above demonstratesirth
identical distribution. Similarly, both may optialtly co-occur with the demonstrative, moreover
confirming that there is no indefinite reading, eve the absence of a restrictive relative clauserther
historical and comparative arguments can be madeand (1966:264) and Jahani (2000) point to the
same historical source for both instantiationsipfvhile Jahani (2008) shows that fellow West Irania
language Balochi also uses the same patrticle fibr fooctions.
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Before leaving Persian for the time being, it isrtivgointing out that the coordination data in
(53) and (54), where the ezafe must have scopelbmikrconjuncts, constitutes strong evidence
that the ezafe is indeed an independent syntaciid w that is, a clitic, as opposed to an affix
(cf. section 2.2.2) — and therefore a linker. Toaclusion that the ezafe is an independent
syntactic word is also reached by Bogehl (2008). They show that certain restrictions on the
occurrence of the ezafe highlighted by Samvelig@d072, leading the latter to a phrasal-affix
analysis at the word-level, are not incompatibléhwhe properties of clitics. Under the phrasal-
affix analysis, on the other hand, and as acknaydddy Samvelian (2007:631), (53) remains

mysterious.

| am therefore analysing the Persian ezafe hera &rm of Dependent-marking by the
definition in (8)b), on the grounds that the daiggest that the ezafe forms a constituent with
the Dependent. In Nichols’ (1986, 1992), work, lkever, the Persian ezafe is consistently cited
as an example of Head-marking. It is clear thotingth Nichols uses the term with reference to
the morpheme’s phonological site of attachnfénf.herefore my analysis is not in any direct
conflict with Nichols’: as pointed out by Zwart (26:82.1), if a morpheme is phonologically

expressed on the Head, syntactically it may sitVe as a Dependent-marker.

The conclusion that the Persian coordination daturally result when a language has
postnominal Dependents and enclitic linkers is suga by finding the same data in a
genetically and geographically distinct languagéhwihese same properties. This can be seen
by considering the following coordination data frahve Central Chadic language Lagwan,
spoken predominantly in Cameroon. Here the linkequestion, like the Bantu associative
marker, is used to mark a possessive relationsgnigh,again like the associative marker agrees

with the Head noumaif the Head noun is feminine singul:aurelsewherez.5

(57) [[Ufu (*=na) ka dughumi] fa mghe]] i bbi. Lagwan

26

goatf) =LNK.F.POSS and ox{) =LNK.POSS chief P~ be.good

‘The chief's goat and ox are good.’

24 ‘As in Nichols (1986), constructions are descritasd[H]ead-marking if the morphological marker of
the syntactic relation or constituent type is aftixcliticized, or otherwise attached to the [H]ead of the
constituent’ (Nichols 1992:68-69, my italics).

In later work, however, Bickel and Nichols use ddnency to define whether Head-marking or
Dependent-marking is involved where the markethefrelevant relationship is an independent symtacti
word (Bickel and Nichols 2008b).

> Except where otherwise indicated, Lagwan exampégs and elsewhere are based on my fieldnotes,
2004-2005.

% Here and elsewhere in Lagwan, morphemes suchisasrth not syntactically independent agreement
markers (hence syntactic Head-markers and courstengles to the predictions of the theory proposed
here), but heads expressing tense or aspect whiele avith the subject (morphologically Head-marked
tense/aspect markers). Imperfective aspect, &inis morphologically unmarked.
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(58) nsla Ena [ meni ka (tna) gnim]]
COW(F) =LNK.F.POSS manf1) and =LNK.F.POSS womang)

‘the [man and woman]’s cow’

In example (57), a single possessoghe(‘chief’), has scope over two coordinated possessu
The linker can only appear once, adjacent to thesgesormghe as is predicted by the
hypothesis that the linker forms a constituent viftt Dependent, here the possessor. Where
two possessors of a single Head nmsta (‘cow’), are coordinated, as in (58), the linkgam

can only appear once. However, as in Persianjrigeammaticality of repetition of the linker

in example (58) can be accounted for by the endditatus of the linker, which presumably

cannot attach to a coordinating conjunction.

The above analysis is of course dependent on #i@ that linkers in Lagwan are phonological
enclitics; if linkers in Lagwan were not phonologlly dependent on the material to their left,
the ungrammaticality of the second linker in (58whd remain a problem. Indeed, we would
expect precisely the results found in (57) and (®8ikers in Lagwan were phonological
proclitics and formed a syntactic constituent with thead noun to their leftlt is therefore
crucial to show that there is a phonological depanyg between linkers in Lagwan and the
material on their left, and none between theseelimland the material on their right. There is

evidence from both syllabification and tone for &relitic status of linkers in Lagwan.

Like many languages, Lagwan prohibits onsetledalsigls (Ruff 2005:46). Where a morpheme
is vowel-initial, the preferred repair strategytasresyllabify the coda of the preceding syllable
as this morpheme’s onset; if the preceding morphsm@wel-final, this final vowel deletes
(Ruff 2005:49). This is demonstrated with the nodise/plural definite articleale, a

phonological enclitic:

(59) [/Nlayman/ + /=alép [lej.mu.n4.l€] Lagwan

lemong1) =the ‘the lemon’

(60) Ix&/ + [=alép [‘salé]
fieldv) =the  ‘the field

This resyllabification/deletion strategy is howewenly available where the morpheme in

question forms a single prosodic word with the rherpe that precedes it; elsewhere, an onset

is provided by the insertion of a glottal stop (R2305:41), shown by the following example:
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(61) /am/ + /[=alédb [?a.ma.lé] Lagwan

waterpL) =the ‘the water’

Consider now the following examples, where the pssise linkera introduces a vowel-initial

possessor:

(62) /buskwan/ + /=a/ + [Adami=alé/> [bus.K'a.ndra.da.ma.lé] Lagwan
horsef) =LNK.POSS Adam{) =the ‘Adam’s horse’

(63) /ay +/=al + [Ayshd/ + /=AI& [a.s&Ejfalé]

foot(m) =LNK.POSSAichaf) =the ‘Aicha’s foot’

Since the possessum and the enclitic lirdkésrm a single phonological word, resyllabification
in (62) and vowel deletion in (63) take place iderto provide an onset for the linker. Where
the possessoAdamin (62) andAyshain (63), is vowel-initial, on the other hand, tisisategy

is not available, since there is no phonologicadethelency between the linker in Lagwan and
the material that follows it; an onset can onlydrevided by last-resort insertion of a glottal

stop.

Besides the above evidence from syllabificatiomr, thhe of the possessive linker in Lagwan is
determined by the Head noun to which it attacHeseems that if the possessive linker forms a
disyllabic foot with this noun, the tone of thisumospreads onto it; if not, the possessive linker
is realised with high tone (Ruff 2005:45-46, 20AB)YL This is illustrated in the examples

below:

(64) /dar/+/=al + ‘h> [dara’] Lagwan

gun(M) =LNK.POSS my ‘my gun’

(65) fayl + /=al + ‘M [tajard]

pestlet) =LNK.POSS my ‘my pestle’

(66) /gim/ + I=na/ + T [gim.na’d]

millet.cane) =LNK.F.POSSMy  ‘my millet cane’

(67) /sd/ + /=nal + > [sa.nd"q]

beerf) =LNK.F.POSSMY  ‘my beer’
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In the above examples, the possessum is alwaysasyitabic noun with low tone. Therefore
the linker forms a disyllabic foot with this nowemd the low tone spreads onto the linker. This
contrasts with examples where the Head noun isspltépic, and so cannot form a foot with

the linker:

(68) [hwall +/=al + > [M.salad"d] Lagwan

hair(M) =LNK.POSS my ‘my hair’

(69) /nbly/ + /=al + M [m.bijava]

clothespL) =LNK.POSS my ‘my clothes’

(70) /ngun/ + /=na/ + 7> [.gun.nd"0]

stomachf) =LNK.F.POSSMy  ‘my stomach’

(71) Imt/ + /f=na/ + /ni®> [M.ti.nani

deathf) =LNK.F.POSshis ‘his death’

In these examples, therefore, the possessive lingloeives high tone. Note that the tone of the
possessive linker is sensitive only to the tonethef preceding material, not the following
material; in all the above examples, the possedsiker is followed by a monosyllable with
high tone, yet receives low tone in (64)-(67) aighhlione in (68)-(71).

2.4.4 Deletion

A further means of testing constituency is providgddeletion. Within the complex noun
phrase there are two possibilities for deletiotipgik of the Head noun phrase and, where
available,pro-drop of a Dependent possessor. As with any chdeletion, it is assumed that
the deleted material must be a constituent. Inctdee of NP-ellipsis, therefore, ellipsis of the
linker with the Head noun phrase should only besids if the two form a constituent;
similarly, if the linker is deleted with pro-dropped possessor, this will be taken as evidence
that the linker forms a constituent with this Deghent.

Clear cases are provided by Chinese and Japankid, alow bothpro-drop of the possessor
and NP-ellipsis. Starting with Mandarin Chinesbgve the possessorfso-dropped, as in (72)
and (73) below, the linkede is also deleted, indicating that it must form astdauent with the

Dependent possessor:

(72) Ni you mei you haig guo fei bing? Mandarin Chinese

you existnot existsufferexp lung disease
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[ (*de Tingjue] zenme-yang?

LNK hearing how-manner

‘Have you ever had tuberculosis? How is (your) meg¥

(73) Zhangsan, g[(*de che] hen hao.
Zhangsan LNK car very nice

‘Zhangsan, (his) car is very nice.’

In Mandarin Chinese, it is sometimes possible tdt @mwith an overt pronominal possessor,
although usually only where the possessum is ehlpnterm (C. Li and Thompson 1981:115-
116). Therefore, in order for thpeo-drop examples in (72) and (73) above to be meédulirg
evidence thatde has been deleted with the possessor, it is impotia show thatde is

obligatory where the pronominal possessor is ovElis is demonstrated below:

(74) Wo zhen xianmu [[ ni *de)] tingjue]. Mandarin Chinese
I really admire youLNK hearing

‘| really admire your hearing.’

(75) Wo xihuan [[ta *@€] che].
I like he LNK car

‘| like his/her car.’

Regarding the example in (73), it is further impottto show that the possessor position is
filled by a covert pronoun, and not by the ov@niangsan This can be shown by considering
the intonation: the comma followinghangsanin (73) indicates that there is an intonational
break between this dislocated topic and the resh@fsentence — its comment. The topic is
associated with its comment by a resumptive possgssnoun, which ipro-dropped:’ The
sentence contrasts with the example in (76) belbwreZhangsans not a dislocated topic co-
refential with apro-dropped possessor, but is the possessor itsethid case there cannot be a

break followingZhangsanand, as in (75), where there is also no dislooatieis obligatory:

(76) [[Zhangsan *@€)] che] hen hao. Mandarin Chinese
Zhangsan LNK car very nice

‘Zhangsan’s car is very nice.’

2" The dislocation operation of course cannot be¢lselt of movement, since the putative extractite s
would be internal to the subject. Moreover, ifsthwere movement, we would expect some overt
realisation ofle
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We now consider the other deletion operation, glijpf the head NP. In contrast to deletion of

the Dependent, where the Head noun phrase is deletaust remain overt:

(77) [[Ta d€ shu] hen pianyi, keshi[[wo *e)] g hen gui® Mandarin Chinese
he LNK bookvery cheap but I LNK  very expensive

‘His/Her book is very cheap, but mine is very exgive.’

(78) Wo juede [[huangde] chensan] bi [[hong Hg)] 2] haokan.
I think yellowLNK shirt compared.tored LNK  pretty

‘| think yellow shirts are prettier than red (onés)

The pro-drop and ellipsis data therefore support the amich drawn from the Mandarin
fronting and coordination data in the previous sglisns — that, as predicted, the linldr

forms a constituent with the Dependent, not thedHeaun (phrase).

We can draw the same conclusion from the equivalatd in Japanese. The examples below
show that in thero-drop case, like other case-markers, the limi@is deleted as part of the

pro-dropped pronoun (in (79)), while in the ellipsase no must remain overt (in (805Y:

(79) [@(*=n0) Mimi]=ga nagai. Japanese
=LNK ear=NoM long

‘pro’s ears are long.’

% This sentence is possible without the seadgdut the intended reading is impossible, sinceetieno
NP ellipsis;wo (‘') can only be interpreted as the Head:

iv) [[Tadg shu] hen pianyu, keshi wo hen gui. Mandarin Chinese
heLNK book very cheap but | very expensive
*His/Her book is very cheap, but mine is very erpgive.’
‘His/Her book is very cheap, but | am very expgasi

29 Japanese is often analysed as having two pariiétasthe formno, one a genitive-case-marker/linker
and the other a dummy nominal used in ellipsisheDtesearchers take both usages to be realisatiens
single, linker, particle (cf. Kitagawa and Ross 208 Under the two-morpheme analysis, there is an
alternative explanation available for example (&Mereby the linkeno is elided with the Head noun,
the elided constituent being replaced with the ottee the dummy nominal. Note however that in some
dialects, two occurrences nb are possible in ellipsis contexts, suggesting ith#étese cases linkeo is

not elided (Simpson & Wu 2001:260, citing Murastgb1, citing Yuzawa 1944):

v) kore=wa [[watasino]=no] dewaarimasen. Japanese
this=ToP  I=LNK=0ne not.be
‘This one is not mine.’ (Simpsorvgu 2001:260, ex 48)

More seriously, if linkeno is analysed as forming a constituent with the Heawh, thepro-drop data in
(79), the coordination data in (47)-(48), and gaheamorphological inconsistencies (see 2.4.5) reraain
mystery.
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(80) [[Kare=nd] hon]=wa yasui ga [[ boku*@0)] gd)=wa totemo takai’
he=NK book=TorPcheap but [ENK=TOP very expensive

‘His book is cheap, but mine is very expensive.’

In languages that do not allopro-drop of possessors, the evidence can only be thkem
ellipsis and is therefore less clear. Below dat given from Hindi-Urdg, Swahili and
Lagwan, English and French. The evidence we haea & the preceding subsections from
fronting and coordination, suggesting that the dinkorms a constituent with the Dependent,
rather than the Head noun, lead us to anticipateittwill be impossible for the linker to be
elided with the Head noun phrase. This predictooborne out. (Note that in Lagwan, the
elided NP is replaced by a dummy nomiré)-, presumably required as phonological support
for the linkers, all of which are enclitics. Simanily in English and French a dummy nominal is
required,one in English andcelui (masculine singular) £elle (feminine singular) /ceux

(masculine plural) ¢elles(feminine plural) in French.)

Hindi-Urdu
(81) [[Jald k-al kam] to  [[shain *(k-a)] 4] ho&a hai®
speedf) LNK-MSG.NOM work(M) indeed devill) LNK-MSG.NOM beHAB is
‘The work of haste is really (the work) of thevde

(82) Hi-ki ni [ ki-tabu Eh-a  mw-alimul]. Swabhili
this-7 PRED 7-book 7Nk 1-teacher.

Ki-ngine ni Jg[*( ch-a [bibi [ y-a=ke]l]].
7-other PRED 7-LNK grandmother @NK=his

‘This is the teacher’s book. The other one’s mandmother’'s®

% Like the Chinese example in (77), this sentende #&ct possible without the second, but in this
case the intended reading is impossible, sincetiseno NP ellipsishboku(‘I’) can only be interpreted as
the Head:

vi) [[Karemno] hon]=wa yasuiga boku=wa totemo takai. Japanese
he=LNK  book=Topcheap but IFOP very  expensive
*His book is cheap, but mine is very expensive.’
‘His book is cheap, but | am very expensive.’

31 Although Hindi-Urdu is a radicapro-drop language, th@ro-drop test does not apply here, as
pronominal possessors are generally not accompanikd

% |ike the Japanese and Mandarin ellipsis exampiés,will also be grammatical without the second
linker, but the intended reading is impossible:

vii)  [[Jald  k-a] kam] to shaiin ho&  hai. Hindi-Urdu
speedf) LNK-MSG.NOM work(M) indeed devilt)beHAB is
*The work of haste is really (the work) of thedl.’
‘The work of haste is really the devil.’

3 1n some varieties of Swabhilijbi is translated as ‘wife’.
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(83) [nsla [ma meni] ka [X*(=na) ginim]] Lagwan
COW() =LNK.F.POSSman and ona:K.F.POSS woman

‘the man’s cow and the woman'’s (one).’

English
(84) John took a [pictureof the Eiffel Tower]], while Mary took [oneof an eye-catching
passer-by]].

(85) Je préfere la [coiffure df Jeanne], a|celle [Hg Sophie]]. French
| prefer therhairstylef) LNK Jeanne(F) to the.omeLNK Sophief)

‘| prefer Jeanne’s hairstyle to Sophie’s.’

However, these examples by themselves cannot ba &k direct evidence that the linker does
not form a constituent with the Head noun. If linker were a functional head in the extended
projection of the Head noun, there could be inddpahreasons why the linker cannot be
elided; one could postulate that an overt funclitvead is required to license the ellipsis site in
NP ellipsis as in VP ellipsis (cf. Lobeck 1992, 599 Nevertheless, if we take the ellipsis data
from Hindi-Urdu, Swahili, Lagwan, English and Fréntogether with the data from fronting

and coordination, the conclusion that the linkenf® a constituent with the Dependent remains

the simplest explanation.

2.4.5 General Morphosyntactic Properties

We have seen then that data from fronting, cootidinaand deletion, from a variety of
languages, support the prediction that linkers fuectional heads serving only to mark a
syntactic relationship, being otherwise semanticalinpty, will always act as Dependent-
markers. In addition to this more concrete evidentds worth pointing out that in a number of
cases implicational evidence from general morphiasyic properties, either language-internal

or cross-linguistic, lends support to this cona@usi

Nichols’ (1986) seminal study of locus of markiresulted in the following two implicational

generalisations:

(86) If a language has major, salient, Head-marknogphology anywhere, it will have it at the
clause level. (Nichols 1986:&x% 52)

(87) If a language has Dependent-marking morpholigfe clause level, it will have it at the

phrase level. (ex 53)
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These generalisations are motivated by languageéve split systems of locus. For example,
Bantu languages have a split system whereby thiselases exclusively Head-marking, in the
form of agreement on the verb (see (10) above)lewhternally to the complex noun phrase
only Dependent-marking is used. On the other hdrede are no attested languages where the
opposite situation holds; that is, there are nguages that use Head-marking in phrases but do
not do so at the clausal level. This motivates gareralisation in (86). Similarly, Nichols
(1986:75) lists Basque, the Northeast Caucasiagukge Batsbi, Burushaski, the South
Caucasian language Georgian and the Gunwingguagudge Mangarayi as examples of
languages that employ double-marking in the clabsé,only Dependent-marking elsewhere.

Such languages serve as examples of both gentwadsa (86) and (87).

Applying these generalisations to Chinese, Japandisgi-Urdu, Persian and English, it is
predicted that these languages will use Dependarking in the complex noun phrase. The
fronting, coordinationpro-drop and ellipsis data we have seen from thesgubges suggest
that this prediction is borne out. The first sta¢at, in (86), predicts that a language cannot
make use of Head-marking within the complex nouragh unless it also has Head-marking
within the clause. Neither Chinese nor Japanesedmy Head-marking in the clause or
elsewhere; therefore it should be impossible fes¢ghlanguages to use Head-marking within the
complex noun phrase. As regards the second gesaiah, any language that makes use of
Dependent-marking in the clause should also usetite complex noun phrase. Japanese uses
only Dependent-marking, while Hindi-Urdu, Persiard &nglish also have Dependent-marking
at the clause levéf. In Persian this second generalisation is pagityikignificant, since, the
ezafe aside, there is no other form of Dependemking in the complex noun phrade;
therefore considering the ezafe as a form of Degetacharking, as we have good reason to do,

allows us to maintain the generalisation in (87)aisersal®

Concerning Japanese and Hindi-Urdu, there are dyrtlanguage-internal, reasons for
anticipating that the linkeshould form a constituent with the nominal Dependefollows.
Considering firstly Japanese, as a case-markeexpectno to be the highest functional head in

the extended projection of the Dependent — precide¢ distribution | am proposing is

% Lagwan also has some, though limited, Dependenking at the clause level: weak pronouns are
marked for case by tone. Strong pronouns and nauvariable.

Chinese languages also have some Dependent-maakitng clause level: adverbs are introduced by a
linker. In Mandarin Chinese this linker has thexegohonological form as the linker used in the clemp
noun phraseje

% Unlike many other West Iranian languages, adjestand demonstratives in Persian are invariant.

% Since Nichols classes the ezafe as Head-markimghonological grounds, she is forced to consider
Persian as a counter-example to the otherwise suglborted generalisation in (87). When we take the
constituency as the defining characteristic of foofi marking, as in (8), on the other hand, Pergan
perfectly compatible with the generalisation in)(87
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predicted of any linker. Secondly, the morphosynté Japanese is not only consistently
Dependent-marking, but also uniformly head-finahe(t only exception being certain
coordinators, discussed in section 4.6.2.1). #, oth predicted, and implied by the
coordination,pro-drop and ellipsis datajo is the highest functional head in the extended
projection of the Dependent, it serves as a furéx@mple of head-finality and of Dependent-
marking. If, on the other hand, it forms a comsitt with the Head noun (phrase) — that is, it is
a functional head internal to the extended prapectf the Head noun — it will stand out as an
apparently unmotivated exception to two well-esthi@d properties of a morphologically
otherwise perfectly consistent language. The tethdt no forms a constituent with the

Dependent is therefore both desired and expected.

Similar arguments can be made for Hindi-Urdu, aeotanguage that igenerally head-final
(modulo certain loans from Persidh,and again coordinators, discussed in chapter Bg T
coordination and ellipsis data we have seen far ldnguage suggest that the linkeforms a
constituent with the Dependent that precedeskingathis Dependent as its complement. The
linker therefore is consistent with the generaldaftaal nature of Hindi-Urdu. Again, if the
linker k- serves as a case-marker, we would also expect ltet the highest head in the
Dependent’s extended projection. A further argumesn be made with regard to the
agreement suffix. The linkée- shares precisely the same inflectional paradigrat@butive

adjectives, the agreement suffix serving as a fafrependent-marking.

Regarding Bantu as well, the linker's forming a stttment with the Dependent — and therefore
acting as a form of Dependent-marking — is generedinsistent with patterns of locus of
marking and agreement in Bantu. While Bantu is ddearking at the clausal level, the
extended nominal projection consistently uses Degetaimarking. This Dependent-marking is
expressed by agreement in noun class with the Head, realised as a prefix on the relevant
Dependent. Presumably the reason this strategyotdoe employed where the Dependent is
nominal is that this nominal is the only categdrgttalready is marked with a noun class of its
own. Therefore the agreement with the Head noumadsted by a semantically empty

independent syntactic word that heads the extepdzection of the Dependent nomirfal.

Indeed, the agreement itself in both Bantu and Hihdu can be used as a supporting
argument for constituency. Where the sole purpafsa morpheme is to mark a syntactic
relationship between two distinct extended progetgi— that is, a Head-Dependent relationship,

we would expect the primary agreement on this memphto cross-reference features not of the

3" The complementisddi, and in Urdu the ezafe (see Bogehl 2008)

3 |f this reasoning is correct, the motivation faing the associative marker is similar to the usdoe
support in English.
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projection of which it is a part, but of the prdjea with which it serves to establish a
relationship®® Therefore the primary agreement in Head-markihgull cross-reference
features of the Dependent, while conversely thengny agreement in Dependent-marking
should cross-reference features of the Head (chdls 1986:58, also Zwart 2006:56-57). By
this reasoning, the fact that the agreement onlitieer in Bantu and Hindi-Urdu cross-
references not features of the Dependent, butresnf the Head noun, is suggestive that the

linker serves as a form of Dependent-marking.

As pointed out by Zwart (2006:56), this argumentiea over to the West Iranian ezafe. While
the ezafe in Persian is invariable, in other Wiestiain languages such as the Kurdish languages
it cross-references the gender or number featurthofHead nouff, demonstrated by the

examples below?

(88) a) kurgé ganc] Kurmaniji
boy(M)=LNK.M young
‘young boy’
b) kurén ganc]
boy(M)=LNK.PL young
‘young boys’
(89) a) kacka ganc]
girl(F)=LNK.F young
‘young girl’

b) kacEén ganc]
girl(F)=LNK.PL young
‘young girls’ (Samveli@008, ex 33)

We have seen that the linker in Lagwan also mdrksnumber or gender feature of the Head

noun. However, in Lagwan the linker also marksgprties of the Dependent. There are in fact

39 Of course, where the relationship marked by agesgmemains within a single extended projection, as
in marking between heads, by the same reasoniregagnt necessarily cross-references features of (a
head within) its same extended projection.

“%|n these languages the form of the ezafe also srdefiniteness. As with any instance of definitme
marking on Dependents in the extended nominal ptioje, however, it is debatable as to whether ithis
true agreement with the definiteness feature ottbad noun, or whether definiteness is a featuthef
extended projection as a whole, and therefore ndaokeall its members that are capable of expressing
morphologically. See discussion of this issue amt@tt (2006:133-137).

41 Zwart applies this argument to another West Imadanguage, Zazaki (or Dimli). However, like
Lagwan, this language marks not only the numbegesrder feature of the Head noun, but also varies
according to the type of Dependent, distinguistgegitival and adjectival Dependents (see Larson and
Yamakido 2006, 2008:66-67 and references giverejhetf. discussion of Lagwan below.
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three types of linker found in the Lagwan complexim phrase: one set is used if the Dependent
IS a possessor (as in (90)); another is used fpo#rer Dependent that is nominal (as in (91));
and a final set is used for any other Dependent, (AP, relative clause, demonstrative or
quantifier, as in (92)). For each type, the forhihe linker of course varies according to the

number or gender of the Head noun, with some syisote This is exemplified below:

(90) a)dar Fa u] Lagwan
guni) =LNK.POSS my

‘my gun’

b) beke Ena u]
mistakef) =LNK.F.POSSMy

‘my mistake’

c) al [Fa u]
eyesfL) =LNK.POSS my

‘my eyes’

(91) a) luxt [=e sama]
seasomnf)=LNK.M.N rain{F)

‘rainy season’
b)nkina [ as)
finger(F) =LNK.F.N foot(m)

‘toe’ (lit. fingers of foot}?

C) mandgy-en Fi omi]
catPL A NK.PL bushf)
‘wild cats’
(92) a) Ighwei [=a [a gura zi  ya]]

groundf1) =LNK.M 3SGM.PERF cultivate RFL CERT

‘ground that has been cultivated’

2 Note that this seems to be a syntactic objecherathan a compound, since the Dependent can be
referential:
vii)nk’ina  El as [=a ul] Lagwan
finger(F) =LNK.F.N foot(M) =LNK.POSSMy
‘my toe’ (lit. fingers of my foot)
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b)ginim [=in  [ghuye % a mti yal]
womang)=LNK.F husband her =M.PERF die CERT

‘woman whose husband has died’

c) gham [=i [mawi [=a tin] y-a mti ya]]
womanPL =LNK.PL menPL) =LNK.POSS them PL-PERFdie CERT

‘women whose husbands have died’

The choice of linker in the Lagwan noun phraseiffecent configurations can be captured by
positing different sets of lexical entries, withngoetition between lexical entries regulated by
the Elsewhere Principle (Kiparsky 1973 and subsequerk). We take the set of lexical

entries used where the Head noun is feminine byhmeillustration:
(93) Lexical entries for linkers in the feminine nourrgee in Lagwan

a) INTERNAL SELECTION

Sister:  NBEN]

Mother: bears the same lexical indexLax

EXTERNAL SELECTION
Sister:  NF]
Mother: extends the projection of the sisterxaf P (N[F]);

does not extend the projection headednuy
SEMANTICS: AX.X

PHONOLOGY. /na/

b) INTERNAL SELECTION

Sister: N

Mother: bears the same lexical indexLas

EXTERNAL SELECTION
Sister:  NF]
Mother: extends the projection of the sisterxa P (N[F]);

does not extend the projection headednuy
SEMANTICS: AX.X

PHONOLOGY. I/

43 Lagwan does not use linkers for kinship terms.
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C) INTERNAL SELECTION
Sister:  compulsory

Mother: bears the same lexical indexLas

EXTERNAL SELECTION
Sister:  NF]
Mother: extends the projection of the sisterx P (N[F]);

does not extend the projection headedny
SEMANTICS: AX.X

PHONOLOGY. /Y

There is a choice of three possible linkers to $eduo mark the Head-Dependent relationship
where the Head noun is feminine in Lagwan, givethanlexical entries in (93) above. While
each of these lexical entries adheres to the gelesreal entry for subordinating linkers given
in (19) above, each one is more specific in terrhst® c-selectional requirements and
phonological form inserted at Spell-Out. Eachh# kexical entries specifies that the sister and
mother ofLNK P should be a projection of a feminine noun; thain each case the linker marks
the relationship between a feminine Head noun enbependent. The lexical items in (93)a)
and b) also select for Dependents with specifidastit properties: in both cases the linker
selects exclusively for a nominal complement, witlg€93)a) this nominal complement must
also bear genitive Case. In an example such gb)(3@erefore, where a feminine Head noun
has a possessive Dependent bearing genitive Gapenciple any one of the three linkers in
(93) is able to mark the relationship. Applyinge tklsewhere Principle, however, which
favours the application of a more specific rulercaenore general one, the linker in (93)a,

will be chosen. In the case of (91)b), where tlegpd&hdent is a non-genitive, attributive noun,
the most specific linker in (93)a) is unavailaldce the Dependent does not bear the feature
genitive and hence does not meet the internal timhet requirement for the sister of the linker.
Of the remaining two linkers, in (93)b) and c)isithe linker in (93)b)l, that is chosen, since it
requires a more specific context to apply. Finaly(92)b), where the Dependent is clausal, the

only applicable form for the linker is that given tie lexical entry in (93)ch.

Since the linker in Lagwan can in some sense barded as marking properties of both Head
and Dependent, this marking cannot be taken aseew@ for either Head-marking or
Dependent-marking. Nevertheless, it is certainigrttv noting that in other Afro-Asiatic
languages, including the closely related Kotokaylaage Zina, agreement on the linker cross-

references only features of the Head noun (cf. @3} (28), (29)):
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(94) a) [[dar [=awa]] |yi nguna]] yi=nde] Zina
gun(M) LNK.M=my LNK.M big LNK.M=this
‘this big gun of mine’ (Demeke 2098, ex 80)

b)tusa §o=nde]
foot(F) LNK.F=this

‘this foot’ (p89, exH)
c) [[aw-i [o Omar]] [ta mangwani]] t=ade]
goatPL LNK.PL Omar  LNK.PL bigrPL LNK.PL=that
‘those big goats of Omar’s’ (p95, ex 68)

This comparative evidence then suggests that irrdlaed language Lagwan the agreement
with the Head should also be regarded as the pyiragreement. Like Bantu, Hindi-Urdu,
Kurmaniji and Zina, therefore, the agreement orlitther in Lagwan suggests that it serves as a

Dependent-markéf.

2.5 Theoretical Implications

The empirical evidence from linkers presented i ihevious section bears out the predictions
made by the theoretical reasoning given in secidh Having established the empirical

support for the theory, we are now in a positiowaasider more far-reaching consequences —
that is, the broader implications for theories arphosyntax (subsection 2.5.2). Before taking
this step, however, we must be sure that no previbaory of linkers can capture the data
equally well. Therefore we will first briefly disss some previous theories of linkers and the

predictions they make regarding the status, camstity and distribution of linkers.

2.5.1 Theories of linkers

The data presented and discussed in section 2uitpsoevidence that linkers have some status
as syntactic objects, being functional heads thah fa constituent with a (relevant) Dependent
of a (relevant) Head (a noun in the majority ofesase have looked at). This Dependent can be
anything that meets the definition in (7)b). Théebdiscussion given here of some previous

theories of linkers will show that none of themtteps all of the above properties.

Firstly, linkers have sometimes been analysed asplmomes whose status is purely

phonological, not syntactic, being inserted onlyP&t This view is espoused by Kitagawa and

4| am aware of only one language where the linkgyears to agree exclusively with the Dependent.
This is the Central Sudanic language Lendu, wheelinker marking a possessive relationship agrees
with the possessor in number (see Tucker 1940:336-Bucker & Bryan 1966:56-57; Kutsch Lojenga
2005:4-5; and example in §3.5.2).
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Ross (1982) for Mandarin Chinese and Japanese, &pn&be (2006) for Japanese and by
Samiian (1994, following 1983) and Ghomeshi (198x)the Persian ezafe. However, the
constituency tests conducted in sections 2.4.2-ZHowed the linker to have a syntactic site of
attachment, indicating that it is present in thetay’ Another argument in favour of

according linkers morphosyntactic status is offdygdamvelian (2006:28) for the West Iranian
ezafe, on the grounds that in some languagesrtkerlagrees with features of the Head noun
(cf. examples (88)-(89)). Agreement with the Hewalin is also a property of linkers in

Atlantic-Congo, Afro-Asiatic and Indo-Aryan langwesy Given that Head-Dependent
agreement serves to mark a syntactic, rather thangbogical, relationship, we would expect

the selection of the appropriate agreement to gmidy to PF.

Other theories of linkers recognise their statusyasactic objects, but attribute their appearance
to different functions. Rubin (199&t seQ proposes that linkers are overt realisations of a
functional head Mod, which selects a modifier as ¢gomplement, giving the following

hierarchical structure:

(95) [[modr Mod® [Dependent]] N (adapted from Rufh997:435, ex 11)

His theoretical motivation is to provide a means tfee narrow syntax to determine that the
operation pair-merge (adjunction) is required, pgosed to set-merge; by according modifiers
a unified syntactic structure, pair-merge will ajwaand only apply to the postulated ModP.
Rubin’s theory therefore correctly predicts thakérs form a constituent with the modifier they
introduce; that is, that they are the highest fionel head in the extended projection of the
modifier. However, the theory provides an explamator only a subset of the data: it cannot
account for the fact that linkers in the noun parasy also head the extended projections of
possessors and complements of verbal nouns (cf.afl (23) respectively). Concerning this
problem in Mandarin Chinese, Rubin (2002:chapteB23) suggests the possibility thde
when used in modification ande used to mark the possessive relationship are distin
homophonous, morphemes. This seems very unligghgn that a number of genetically and
areally diverse languages also use an identicapnemne for both modifier Dependents and
possessor Dependents. Even in Bantu languages atichdi-Urdu, which only use a linker
where the Dependent is nominal, the same linkarsexd irrespective of whether the Head-

Dependent relationship is possessive or attributivEhe theory of linkers as Dependent-

% To be fair to Samiian and Ghomeshi, as | mentionefbotnote 22, the Persian data we have seen
would actually also be compatible with the PF asigly This analysis is not possible for the other
languages we have looked at though, or even foetlade that shows agreement in fellow West Iranian
languages (see below). Given that we want ourrthebgrammar to be as economical as possible, and
that we require the linker-as-syntactic-object gsialfor other, including quite closely relatechdaages,

it is preferable in the absence of further, corigkisdata to apply this analysis to the Persiarfecaa
well.
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markers, on the other hand, accounts for the usknkdérs with modifiers, possessors and
complements, without requiring any additional sgpions, and further allows us to present all
semantically vacuous, syntactically independerigtimnship-marking heads, including those
also found in the clause, such as case-markerscamglementisers, as a unified class of

structurally intervening Dependent-markers.

Rebuschi (2002, 2005) argues that the need focategory Mod can be dispensed with if both
head and modifier are considered arguments nohefhiead Mod, but of a coordinating
conjunction, linkers in the noun phrase being oweatisations of this conjunction head. This is

schematised below:

(96) [conjnplconp NP [cony Conj® [Dependent]]]]

That an intersective connective is required seroalhyi in predicate modification structures is
generally accepted. Under Rebuschi’'s approachs ihiersective connective is not
independently and uncompositionally introduced ifit® semantic component, but can be read
directly off the syntactic structure. Whatever dtnceptual attractiveness, Rebuschi’'s theory
faces the same problem as Rubin’s, in that nca@bearances of the linker are accounted for;
since the intersective connective is only requisedhantically in predicate modification, we
would expect linkers to surface only where the HPagendent relationship involves the
intersection of two sets. However, linkers in theun phrase may also appear with
complements of verbal nouns (example (23)), dematigts ((27) and (94)) and quantifiers

(28), as well as non-intersective adjectives (belasge Ortmann 2003:24 for further

examples)®
(97) [weilai dg laoshi Mandarin Chinese
future LNK teacher
‘future teacher’ (Ortmann 208 ex 61b)
(98) moallemfe gabli] Persian

teachereNk former

‘former teacher’ (ex 60a)

Moreover, we have seen that, if the phonologicaperties of the linker permit it, the linker can
be used in combination with a regular coordinatingjunction (cf. examples (42), (48), (50),
and (52)).

%] do not mention possessors here or in the digmussf Den Dikken and Singhapreecha (2004) and
Den Dikken (2006), as it is not entirely clear wiet the possessive relationship can involve the
intersection of two sets, or whether the possasmobe predicative.
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Den Dikken and Singhapreecha (2004) and Den DikR666), by studying a variety linkers in

a broad range of languages, brought to light tleesslinguistic pervasiveness of linkers in the
complex noun phrase, recognising a single phenomend therefore the need for a uniform
analysis. They propose that the linker is a fofmaminal copula used in predicate inversion.
By their theory, the Dependent has a predicatidatiomship with its NP subject, encoded
through a small clause. The Dependent predicatrtmround the NP subject. This is possible
only where a functional head F, hosting the linkeerges with the small clause, creating a
specifier position for the Dependent predicatedise to. The linker therefore is analogous to
the copula in examples of predicate inversion | ¢fause. This derives the word order for

languages with prenominal modification, such an€se, Japanese and Hindi-Urdu:

(99) [rr DependentdLNK [sc NP tpependedd]

For languages with postnominal Dependents, funih@vement takes place, actually restoring
the original order of Head NP and Dependent, poinversion. This movement is possible
where the extended noun phrase includes a claspifigection (CIfP)*’ the remnant of the
small clause moves to [Spec, CIfP], while the linkaises to CIfP. This movement is
‘arguably’ motivated by the need for CIf to checkfemture against NP (Den Dikken and
Singhapreecha 2004:22)

(100) [cie [sc NP tpepended [cir LNK [gp Dependentdt . tsd]l]

This theory essentially faces the same problemetsugthi’'s (2002, 2005); it only offers an
analysis of examples where the Dependent is prigicdeaving examples with complements

of verbal nouns, demonstratives, quantifiers anelguattributive adjectivéd unaccounted-for.

More seriously, Den Dikken and Singhapreecha’srthewakes incorrect predictions regarding
constituency. The representations in (99) and)(p@€dict that in languages with prenominal
Dependents, the linker will form a constituent wite Head NP, but in languages with
postnominal Dependents, the linker will form a ddgoent with the Dependent. However, the
constituency tests we conducted in section 2.4catdd that the linker always forms a
constituent with the Dependent, irrespective aédinorder; we saw from fronting, coordination,

pro-drop and ellipsis data that in at least three daggs with prenominal Dependents —

" In examples with multiple Dependents, CIf will leaw recur.
“8 CIf does not seem to have this need in languagfesprenominal modification (cf. (35), (38)).

49 Den Dikken and Singhapreecha (2004:13, fn 9) aslenne that the fact that non-predicative
adjectives can be used with the linlrin Mandarin Chinese and the Persian ezafe is enodtic for
their analysis. They suggest that the ban on thdigative use of these adjectives is ‘not a dagpab
surface one’. Even if this speculation is corr¢lag use of linkers with complements of verbal rqun
demonstratives and quantifiers remains unexplained.
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Mandarin Chinese, Japanese and Hindi-Urdu — thkediforms a constituent with the
Dependent.(See also Paul 2007 for a more detailed critiqnd, @nsequent rejection, of Den

Dikken and Singhapreecha’s analysis for Mandarimé&xe.)

The same problems are faced by Simpson’s (20012)2&80alysis of Mandarin Chinesi
Simpson proposes an antisymmetric analysgeoh Chinese, based on Kayne’s (1994: chapter
8) model of relativisation and possession, wherglgeterminer in D takes a CP complement
containing the NP to be relativised or possessé&tlis NP then raises to [Spec, CP]. In
Mandarin Chinese, Simpson considéedo be the determiner. Sindedoes not contribute any
definiteness, or indeed any semantics at all, Simgonsiders it to be a semantically empty
determiner. The word order in Mandarin Chinesattisbuted to the phonological properties of
de Under this analysis, sincde is a phonological enclitic, it attracts Depend&nts its
specifier for phonological support, with the redhiatde forms a surface constituent with the

noun (in [Spec, CP]). The resulting structuresigalows:

(101) li)p[|p Dependenth] [D‘ de [cpNPt|p]]]

Besides making incorrect predictions regarding tency, this analysis again predicts tdat
should only occur with predicative categories, déimerefore cannot account for its use with

purely attributive adjectives, as in (37).

At the conclusion of our analysis of previous thesrof linkers, we have found that none of
them encompasses the full range of data for linkershe noun phrase captured by the
alternative proposal presented in this chapter.reldeer, unlike the analysis of linkers in the
noun phrase as Dependent-markers, none of theopeproposals is able to generalise over all
occurrences of syntactically independent, semdtica@cuous, relationship-marking heads.
Therefore, it now seems meaningful to consider van@ader implications the more empirically

attractive proposal presented here has regardaayitds of morphosyntax.

2.5.2 Theories of Morphosyntax

Firstly, the findings of this chapter have implicat for theories of functional heads, and more
particularly those that are purely relational ituna. Whether or not syntactic theory allows for

semantically vacuous functional heads that serke totnmark a relationship is a contentious

* Simpson (2001:147, fn 14; 2002:21, fn 14) suggtsis the encliticde selects exclusively for IP as
phonological support, explaining why the Head ndaas not instead raise to [Spec, DP].

Of coursedeis only present when the noun is modified in samag. Simpson (2002:84.1) argues that
determiners frequently may appear only when thesmime modification present, as below:

ix) the sweater of John’s *(that you showed me ihaght) English
(Simpson 2002:20, ex 58-59)
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issue, and one that is generally argued, not obdkes of empirical evidence, but purely from a
theoretical standpoint. Thus, while the Minimaksbgram in its earliest form made use of such
heads with the label Agr (Chomsky 1995b, followigllock 1988"), Chomsky (1995b:§4.10)
later speculates that these heads might, and perbhpuld, be dispensed with. Later
developments in the theory, such that a head witliguown interpretable features will
ultimately delete, forced the conclusion that shelads cannot exist, since following deletion
the merger of this head with any other syntactigabwill be left without a label (Chomsky
2000:138-139). According to this reasoning, a seioally vacuous marker of a relationship
can never project in its own right in the syntaither to dominate a head internal to the
extended projection or to dominate the Dependetanebed projection as a whole. Chomsky
(2000) therefore predicts that marking of a granitahtiependency can never occur by means
of an independent syntactic word. We have showmeler by the data in section 2.4 that
Chomsky’s proposal is too strong; linkers providédence that there are indeed independent
morphemes lacking features referring to semanties serve only to mark a relationship.
Moreover, we have seen that these morphemes musgrivactic objects; that is, Chomsky's
theory cannot be saved by arguing that linkersrareduced into the derivation only at PF (see

discussion in subsection 2.5.1).

On the other hand, when we take into account thecipies of extended projection, and
continued percolation of the features of the comglet of a functional head, deletionlofk at

LF is not in fact problematic. This can be seerldoking at the trees in (17): evenLifK is
deleted, every node still has a label, since thufes ofiLNK’s complement continue to project.
(This deletion must take place after Spell-Out¢csimnK can be realised phonologically.) When
we combine this possibility for the presence of aetically vacuous functional heads with the
structural intervention requirement of section 28, arrive at the desired conclusion that such

functional heads can only occur as Dependent-marker

While the conclusions reached by Chomsky’s (200@goty of syntax are too strong,
approaches to locus of marking as a typologicahphenon are too weak, because they fail to
maintain a consistent distinction between locust &s realised affixally and by syntactically
independent words. Typological surveys such ahidlec(1986, 1992) concentrate purely on
the affixal expression of locus in terms of datajlevyet stating as theoretical background that
locus may be realised either affixally or by anepdndent word. Nichols’ contribution
regarding the expression of locus by means of iadéent syntactic words is limited to the

following: ‘Languages of the isolating type will beft out of the discussion entirely — although

L While Pollock (1989) does in fact make his argutrfen AgrP on the basis of empirical evidence, this
argument is only for the need of two distinct fuocal heads within the clause; the empirical eviden
does not provide an argument for the presence s#naantically vacuous, relational, functional head.
Indeed even this argument for AgrP has been caitedquestion (latridou 1990).
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their “grammatical words”, “function words”, “emptwords” etc. presumably also exhibit
Head-marking and Dependent-marking tendencies’ hiplec 1986:59). According to the
evidence we have seen, however, this presumptionady permissive; independent function

words donot exhibit Head-marking tendenci&s.

Given this distinction between marking by affixeslanarking by independent syntactic words,
there are wider implications for theories of morgyrdax in general, and not just specifically as
regards the marking of grammatical dependenciese theory presented here, for which we
have seen the empirical evidence, is based onsthargtion that independent syntactic words
project in the syntax in their own right, where#f&xas do not. Before concluding, it is worth
mentioning that such an assumption is more in fiv@ ®f theories that assign morphology and
syntax to separate modules, as proposed for exalyptbeories such as Lexical Functional
Grammar and by Di Sciullo and Williams (1987), amdjued convincingly on independent
grounds for example by Spencer (1992), Joseph amdhi®topoulos (1993) and Ackema and
Neeleman (2002t se),.

Therefore any theory of syntax will have to alloev purely relational functional heads, whilst
restricting their role to that of Dependent-markinguch a theory was sketched in section 2.3.
Moreover, in order to maintain this restriction@ependent-marking for independent syntactic
words, whilst still permitting both head- and Degent-marking and marking between heads
for affixes, our theory of morphosyntax should fismime means of differentiating affixes and

independent syntactic words.

*2 Bickel and Nichols (2008b) offer the following,ofn the Australian language isolate Tiwi, as an
example of Head-marking by an independent syntagticd, with the b) example showing that the
independent pronouyara (‘he’) forms a constituent with the head:

X) a) jorokopai (para)tuwaa Tiwi
crocodile he tail
b) para tuwaa jorokspai
he tail crocodile

‘crocodile’s tail’ (Bickel & Nichols 2008kexx 6, 8, citing Osborne 1974:74-75)

The constituency however is immaterial for our usgs here, sinogara is a pronoun, and therefore the
Dependent itself, rather than a semantically emplgtional marker. The optionality g@ara in a), and
the free distribution oforakopai (‘crocodile’) whengpara is present, indicate that the pronoiara is the
Dependent, which is coreferential wjthiokapal, which is dislocated as an adjunct.

Similarly, Ansaldo and Matthews (2000) attempt @dgtof Head- and Dependent-marking in isolating
languages, using data from comparatives in Sifatiguages. They conclude by means of constituency
tests that both Head-marking and Dependent-mar&arg and do occur by means of an independent
syntactic word. However, in all their examples #ileged Head-marking independent syntactic words
are actually the comparative morphology. By thé#eda used in this chapter these comparative
independent syntactic words do not constitute mrarle a relationship. Firstly, the comparative
morphology is present irrespective of whether therea standard of comparison. Secondly, the
comparative morphology serves to introduce a matip (Cresswell 1976, Heim 2001, Kennedy 2005,
2009, among others), rather than to mark the poesehan existing relationship.
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2.6 Conclusion

In this chapter | have argued that, if we wantnderstand the place within syntactic theory of
semantically empty, relationship-marking functiohalads, we need to approach the question
not only from a theoretical standpoint, but alsmsider relevant data where grammatical
dependencies are marked by such heads. Convdfsedywish to further our understanding of
how grammatical dependencies are expressed byahenar, we need to take into account the
expression of such relationships by means of béfikea and independent syntactic words.
Doing so not only gives us a broader typologicaidb&or any generalisations, but also allows

us to explore the factors distinguishing morpholégyn syntax.

A study of locus of marking as realised by linkkes enabled us to shed some light on some of
the issues outlined above. Specifically, | prodigvidence that linkers serve as independent
syntactic words marking Dependents. | argued thigt is part of a wider pattern, whereby
Dependent-marking is the only option available #wdependent syntactic words as regards
marking a grammatical dependency. Independenasyotwords have such a restriction placed
on them due to their syntactic status; | propodeat tndependent syntactic words, unlike
affixes, head their own projection, and are theesfeubject to a structural intervention

requirement.
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3.1 Introduction

The presence of harmonic, or optimal, word ordarstints ihter alia Greenberg 1963; W.
Lehmann 1973; Hawkins 1983; Dryer 1992) presentmiat of interest to both generative
grammarians and typologists. One feature thatah@est invariably been common to such
constraints is that they constitute preferencdbhgrahan universal, absolute principles; that is,
orders termed disharmonic earn this title genenadlyy because they do not exist, but because
they are cross-linguistically dispreferred. In tmadar, much attention has been paid to
directionality of headedness, with the consistenégd-initial and consistently head-final orders
— shown here in (1)a) and b) respectively — comsati@armonic, while those displaying mixed

headedness, as in (1)c) and d), are regardedfasmiignic:

D Harmonic orders Disharmonic orders

a) Initial-over-initial  b) Final-over-final  c¢) Itial-over-final d) Final-over-initial

B B B B
o o o
a v Y o v o o Y

Latterly attention has turned to a subset of ttdisearmonic orders, which, more than being
simply cross-linguistically dispreferred, appeat twsurface at all (Holmberg 2000; Biberauer,
Holmberg and Roberts 20@ seq. Research in this area is concerned with twostpes:

firstly, which are the disharmonic orders that dm exist? Secondly, why are such orders

absent?

This chapter attempts to answer both questions loyivating the following empirical

generalisations:

(2) a) Whereu is a linker, the disharmonic orders in (1)c) andace ungrammatical as base-

generated structures.

b) Whereu is any other head, the disharmonic orders in @)d)d) are simply cross-
linguistically dispreferred as base-generated 8ires (as long as any requirement over

linkers can otherwise be satisfied).

It will be shown that the difference between the tlasses, and hence the difference in the two

generalisations, is determined by semantics.
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An alternative generalisation over absent dishaimonders is provided by the Final-Over-
Final Constraint (henceforth FOFC, Holmberg 200iseBauer, Holmberg and Roberts 2G&7

seq:

(3) The Final-Over-Final Constraint (FOFC)
If a is a head-initial phrase arfidis a phrase immediately dominatingthenf must be
head-initial. Ifa is a head-final phrase, afids a phrase immediately dominatiagthenf
can be head-initial or head-final, where:
() o andp are in the same Extended Projection [categoriadig-distinct, andiP is a
complement t@]*
(i) oP has not been A’-moved to Spéc
(Biberauer, Holmberg & Roberts 2010:53, ex 1)

FOFC makes a very different prediction to the gelations in (2). The prediction made by

FOFC can be paraphrased as follows (leaving as&lguestion of A’-movement):

(4) WherevenP is a categorially non-distinct complementpthe final-over-initial order in

(1)d) is ungrammatical.

If, as | shall propose here, the generalisatior®)rare correct, the Final-Over-Final Constraint
fails empirically as a universal by being both ve@ak and too strong (cf. Hawkins 2010, 2011):
too weak, because it fails to predict the ungrarcabty of (1)c) (the initial-over-final order)
wherea is a linker (see (2)a)); too strong, becausedobiirectly predicts the ungrammaticality
of (1)d) (the final-over-initial order) where is any other headyP being a categorially non-

distinct complement g (see (2)b)).

The main empirical contribution of this chapterluiierefore be to provide evidence for a new
generalisation over the presence or absence ddrdiglny cross-linguistically, showing that for
linkers (as defined in chapter 2), disharmony igrammatical, while for any other head
disharmony is simply dispreferred. In particulamill be shown that linkers in their base-
generated position invariably intervene linearlytween the Head and Dependent of the

relationship that they mark.

In terms of theoretical contributions, this chagiesposes that ordering occurs at two levels of
the grammar (assuming Chomsky’'s 19@%lseqY-model of the grammar). Firstly, the linear
order may be fixed between a relevant lexical haad its nominal complement within the

narrow syntax due to a parameter determining dimecof structural Case assignment

! Note that Biberaueet als definition of extended projection differs fronri@shaw’'s (1991/2005), a
matter we return to in section 3.6.1.
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(following Travis 1983, 1984; Y.-H. Li 1990; cf. kpman 1984:84.4). Linearisation of the
remaining material takes place at PF, determinedhley Optimality Theoretic (Prince and

Smolensky 1993/2004) ranking of violable word ordenstraints. Assuming the copy theory
of movement (Chomsky 1993, 1995b), it is shown thase constraints apply (i.e. linearisation
takes place) prior to deletion of any lower copégonstituents. These violable linearisation
constraints are of two types, with the generalisetiin (2) obtaining as a result of their
interactions. Firstly, there are general orderogstraints relating to harmony — these are
universal, and always interact in the same wag, ifarmonic Word Order Ranking. Secondly,
there are alignment constraints referring to speayntactic features: either relevant lexical
features or features encoding semantics. Contsrafrthis kind require heads bearing specific
syntactic features to appear either initially orafly to their (partial) projection, which may

result in disharmony. The set of constraints @ tatter kind that is active within a given

language is subject to cross-linguistic variatidhis possible for these specific constraints to
override the general rules of harmony, giving tisedisharmony; however, we will see that,

given any possible interaction between the twogreeralisation in (2)a) will always hold.

Crucially, 1 will propose, following the findingsf @hapter 2, that there is a class of functional
heads — ‘linkers’ — which are entirely lacking yngactic features encoding semantics; that is,
they do not add to the compositional semantich@if extended projection, but serve only as a
syntactic means of marking a relationship. Givéeirt status as semantically vacuous
functional heads, there is only one kind of lineation constraint that is applicable — the

universal violable constraints determining harmom@rd order. Constraints referring to either

lexical heads or syntactic features encoding sepsatnnot apply, since there are no such
features available in linkers. It is this contrestween the type of constraint that can apply to
linkers and the wider set of constraints that cpplyato any other head that leads to the

generalisations in (2).

As we established in the previous chapter, a liker syntactically independent, semantically
vacuous word serving only to mark the presencenoindependently existing relationship —
modification orf-role assignment — between a Head in one extendgecfiorf and a distinct
Dependent extended projection, the Dependent bsgtgr to (a projection of) the Head. As
such, the linker makes no contribution to the cositimal semantics of its extended projection
and so only appears where the relevant relationskipts. Examples of linkers include
subordinating complementisers, sucttlea in English, specialised relative clause markers, or

relativisers, such aso in Czech ((5) below), purely functional, as opposed to dexi

2 Throughout this thesis, | use the term extendegeption in the conventional sense, as first defihg
Grimshaw (1991/2005), as opposed to Biberauer, Hetmand Roberts’ (2010) redefinition.

% Relative operators, on the other hand, will noirtméuded, since these make a semantic contribution
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adpositions, such agf in English, general linkers or syntactically indegent markers of
subordination in the complex noun phrase, sucth@stafe/izafe(t) in Indo-lranian axeé in
Mandarin Chinese ((6) and (7) below; see also @napf Rubin 2002; Den Dikken and
Singhapreecha 2004)and purely structural syntactically independeasesmarkers. All of
these occur only in the context of marking a Heagpé&hdent relationship. For example,
subordinating complementisers and relative clauggkens do not appear in matrix clauses; the
linkers in (6) and (7) do not occur where the atilyecor PP is predicative.

(5) dopisu fo Véam poslali] Czech
letter LNK YOUPL.DAT sent
‘the letter that they sent you’ riéd 2010:20, ex 5a)
(6) [haodg shu Mandarin Chinese
good.NK book
‘good books’ (Den Dikken & Singhapree@®®4:34, ex 46)

(7) [guanyu Chomskglg shu
about ChomskyNK book
‘book about Chomsky’ (Paul 20Q#&% 22a)

Similarly, the linker does not initiate the relatship between Head and Dependent; it simply
marks its presence. For example, consider a Heeldas the verknow This assigns é-role

to its complement, which may be either clausalamimal in category, as shown in (8) below.
In the former case, (8)a), the finite clausal canmnt is optionally marked by the overt linker
that Although in (8)b) the relationship between therbsand its complement — this time
nominal — is identical in terms df-assignment, here there is no linker. The fact tha
relationship remains the same whether or not tieeeelinker indicates that the linker has no
role in initiating the relationship; it is simplysed to mark the presence of the relationship
where the complement is both clausal and fihitdore generally, the statement that linkers do
not initiate the relationship they mark is confidndy the fact that the subordination

relationships marked by linkers such as subordigatcomplementisers, syntactically

* In some languages, such as Tagalog (Malayo-Pdhmesa single morphemend/-ngin Tagalog) is
used as subordinating complementiser, relativeselanarker and linker in the complex noun phrase,
confirming that they form a natural class.

® Note that while in this case finiteness is markedthe linker, it is not the linker itself, but hat the
lower head T, that introduces the finite featuhe; linker does not introduce any semantics.

Similarly, it may be that the heafl which appears in complementary distribution whhat does not
introduce, but simply marks the presence eftefeature introduced lower in the clause. (Note that
many languages subordination and interrogation exgressed by separate heads; see for example
Biberauer, Holmberg and Roberts 2010:34-35 and pla(b7) below.)
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independent relativisers, other linkers in the nphinase and syntactically independent case-
markers occur with no marking at all in many lamgem (Compare for example (6) and (7)

with their English translations.)

(8) a) I know [that) it's Rupert]. English

b) I know [(*thaf) your middle name].

It is important to note that this definition of kiers, while it encompasses purely subordinating
complementisers, excludes semantically contentfldeebial conjunctions such dsecause
Although becauselike that, only appears in the presence of a relationshifikaithat, it does
not mark an independently existing relationshipt initiates the relationship; a causal

relationship cannot occur in the relevant structitbout it.

The remainder of this chapter is organised as valo The next section provides a broad
typological overview of harmonic and disharmonic rdvoorders, and their comparative
frequency of occurrence. It will be seen thatdgkeeral picture supports the generalisations in
(2). Section 3.3 introduces the notion of harmasya universal phenomenon, operating on any
basic order determined in the syntax. SectionsBaws how disharmony may come about for
certain heads, due to the language-specific rantdrgpnstraints referring to specific syntactic
features. Section 3.5 presents the results whemmadny and disharmony interact. In section
3.6 the results are compared with the predictidnS@FC, arguing that the latter are both too

weak and too strong.

3.2 Word Order and Typology
3.2.1 Linkers and Harmony

Part a) of the generalisations in (2) states ih&efts are always harmonic, displaying only the
orders in (1)a) and (1)b), such that the linkerimtnes linearly between the Head and
Dependent of the relationship it marks. We seectlisupport for this in the cross-linguistic
distribution of subordinating complementisers (hefath simply ‘complementiser(s)’), where a
complementiser C heads a clausal complement toba Viéhis is shown in (9) below: the orders
in (1)a) and b) are both attested, while (1)c) dhdare ungrammatical (see also Hawkins
1988:346, 1994:85.6.1; Kayne 2000:320, ex 36, p32412; Bayer 1996et seq Cinque
2005h:53-54):

9 a=C

a) Initial-over-initial: [V [C TP]] 157 languages (93%)

b) Final-over-final:  [[TP C] V]

12 languages (7%)
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¢) *Initial-over-final: [V [TP C]] = Olanguages (0%)
d) *Final-over-initial: [[C TP] V] = 0 languages (0%)
(Data taken from Dryer 2009a:199-2p0

Precisely the same distribution is found wherelatike clause is marked by an independent
syntactic word of some kindREL), whether a complementiser (suchthat in English), a
general marker of subordination in the noun phfaseh asde in Mandarin Chinese, see (96)
below), or a specialised relative clause markerrétativiser, such aso in Czech, see (5)
above): syntactically independent relative clausekers are initial in postnominal relative
clauses, and final in prenominal relative claus€his is shown by data in (10) below from C.
Lehmann’s (1984) seminal work on relative clausesl confirmed as a universal by De Vries
(2005:148, see also Andrews 1975/1985:26; DownBifSl Keenan 1985:160; Hawkins 1988
et seq De Vries 2002:37 Cinque 2005b:53-54):

(10) o =REL
a) Initial-over-initial: [N [REL TP]] = 21 languages (88%)
b) Final-over-final: [[TP REL] N] = 3languages (14%)
c) *Initial-over-final: [N [TP REL]] = Olanguages  (0%)
d) *Final-over-initial: [[REL TP] N] = Olanguages (0%)
(Data taken from C. Lehmann 194

To these two better-known sets of data, | woulé lit add a third set showing precisely the
same restriction. This concerns the distributibririkkers in the noun phrase of the type we

studied in some detail in the previous chapter ¢Wwhialso encompasses syntactically

® | have removed from Dryer's data the languagesyi®North Volta-Congo), Khoekhoe (Kwadi-
Khoe), and Harar Oromo (East Cushitic) since ttesenot true instances of C-headed complements to
verbs. In Dryer’s Supyire example, the C-headads® is an adjunct doubled by a pronominal argument
in complement position. In Khoekhoe and Harar Gypthe alleged ‘complementiser’ is in fact a noun.
See fn 25 and section 3.4 respectively.

" De Vries (2002) shows the same absence of dislrgrmsing a larger data set. However, he specifies
that statistical tendencies in the data shouldbeotaken as representative, as the data is biasedds
Indo-European (where postnominal relative clauseste norm) (p366):

i) o=REL
a) Initial-over-initial: [N [RELTP]] =56 languages (95%)
b) Final-over-final: [[TP REL N]
c) “*Initial-over-final: [N [TP REL]]

3 languages (5%)

0 languages (0%)

d) *Final-over-initial: [RELTP]N]] = 0 languages (0%)
(Data taken from De Vries 2002:376-384, table 2)

8 | have not included languages where the relatigeker is an affix on the verb, since the affix @stpof
the verbal head, rather than being a functionallhimats own right. See chapter 2 and section13.5.
below.
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independent relative clause markers). There werahited that, in terms of constituency,
linkers in the noun phrase always form a constitweith the Dependent they introduce. In
terms of their distribution, the data in (11) belstwows that linkers in the noun phrase, like
subordinating complementisers and relative clauaekens, conform to the generalisation in

(2)a). (The languages used in this sample and ¢hessification are given in the Appendix.)

(11) a =LNK
a) Initial-over-initial: [N [LNK XP]] =50 languages (59-60%)
b) Final-over-final:  [[XP LNK] N] = 34 languages (40%)

c) *Initial-over-final: [N [XP LNK]] = potentially 1 language (0-1%)

d) *Final-over-initial: [[LNK XP] N] = 0 languages (0%)

We have therefore now seen three types of linkemfaich the generalisation in (2)a) holds
(with some intersection between the sets): comphtisers (marking the relationship between a
verb and its clausal Dependent), relative clausekena (marking the relationship between a
noun and its clausal Dependent), and linkers inrtben phrase (marking the relationship
between a noun and any kind of Dependent). Ciydialeach case the linker does not make
any contribution to the compositional semanticg, $imply marks an independently existing

relationship.

3.2.2 Disharmony

Where we are not dealing with linkers, however, $iteation is different. Part b) of the
generalisations in (2) predicts that for any othead, any of the word orders in (1) will be
possible, but the disharmonic orders in ¢) and il)b& cross-linguistically dispreferred. The
findings of broad typological studies provide aitiah indication that this is indeed the case.
This can be seen in the data below, dealing withetttended projection of the verb. The data
in (12) is concerned with the relative orderingttid verb and an auxiliary (independent tense,

aspect or mood marker), and that in (13) with theand an interrogative particle:

12)a=V
a) Initial-over-initial: [Aux [V O]] =79 language (55%)
b) Final-over-final:  [[O V] Aux] = 30 languages(21%)

c) Initial-over-final:  [Aux [O V]] =19 languages (13%) (39% of OV languages)

° See section 3.5.2 below.
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d) Final-over-initial:  [[V O] Aux] = 16 languages(11%) (17% of VO languages)

(Data taken from Julien 2002:330-356)
13)a=V

a) Initial-over-initial: [Q [V O]]

75 language (20%)

b) Final-over-final:  [[O V] Q]

127 languages3400)

c) Initial-over-final:  [Q [O V]] 34 languages (9%) (21% of OV languages)
d) Final-over-initial:  [[V O] Q] = 135 language36%) (64% of VO languagée$)
(Data taken from Bailey 2010:29, table 1, usingadedm Dryer 2008a,b)

Data from the nominal domain shows the same, piediiclistribution:

(14)a=N
a) Initial-over-initial: [P [N PossP]] = 134 languages (40%)
b) Final-over-final:  [[PossP N] P] =177 languages (53%)
c) Initial-over-final: [P [PossP N]] = 14 language44%) (7% of N-final Igs)
d) Final-over-initial: [[N PossP] P] = 11 languages (3%) (8% of N-atilgs)
(Hawkins 2010:1, using data from Hawkins 1983)

This kind of distribution is not limited to examplewithin a single extended projection.
Precisely the same situation holds across extepdgédctions (except where the relationship
between extended projections is marked by a linkes)can be seen where the verb takes an

adpositional complement, in (15), and a nominal gement, in (16) and (17):
A5)a=P
a) Initial-over-initial: [V [P NP]] =419 language (47%)

b) Final-over-final:  [[NP P] V] = 427 language<800)

c) Initial-over-final: [V [NP P]]

38 languages(4%) (8% of postpositional Igs)

d) Final-over-initial:  [[P NP] V] 12 languages(1%) (3% of prepositional Igs)

(Data taken from Dryer 2008c; Sheehan 2008:84ppear: table 2)

19 The high proportion of languages displaying thehdrmonic order in (13)d) is unexplained by the
theory put forward here, at least as far as thengrar alone is concerned (but see fn 22 below).rélhe
appears to be a general cross-linguistic preferdacenterrogation to be signalled at the end of a
question, that is independent of the morphosyrda®n where interrogation is not marked by a specifi

morpheme, but by intonation, this distinctive irdtian is reckoned from the end of the question
(Greenberg 1963:80, Universal 8).
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(16)a=D
a) Initial-over-initial: [V [D NP]] =37 genera (44%)
b) Final-over-final: ~ [[NP D] V] =19 genera (23
c) Initial-over-final:  [V[NP D]] =15 genera 18%) (29% of VO genera)
d) Final-over-initial:  [[D NP]V] =13 genera 1%%) (41% of OV genera)
(Data taken from Dryer 1992:104, table 34)
(17) o =N
a) Initial-over-initial: [V [N PossP]] = 63 genera (29%)
b) Final-over-final:  [[PossP N] V] =112 genera (52%)
c) Initial-over-final: [V [PossP N]] = 30 genera (14%) (21% of N-final genera)
d) Final-over-initial: [[N PossP] V] = 12 genera (6%) (16% of Ndedigenera)
(Data taken from Dryer 1992:91, table 5)

Finally, consider what may happen wheres semantically contentful head, c-commanded by a
linker (cf. (2)b). An example of this is given bel, where a verb in an embedded clause is c-
commanded by a subordinating complementiser (seeHdwkins 1990:226, 1994:263, §5.6.1;
Dryer 1991:500, 1992:102; Bayer 1996:192):

(18)a=V

a) Initial-over-initial: [C [V O]] 140 languages (75%)

b) Final-over-final:  [[O V] C] 26 languages (14%)

c) Initial-over-final: [C [O V]] 21 languages (11%) (45% of OV langea)

d) *Final-over-initial: [[V O] C] = Olanguages (0%) (0% of VO languages)
(Data taken from Dryer 2009a:199, ex34

The kind of distribution we see here does not seeoonform either to the linker data in (9)-
(11), or to the non-linker data we have just séerf12)-(17). In fact, it is the only clear left-
right asymmetry among all the data. Concerning hlhemonic orders, there is a major
preference for the consistently head-initial orflepvO]], the only order permitted for VO
languages. The final-over-initial order *[[VO]Q3 completely ungrammatical, whereas, among
OV languages, the ‘disharmonic’ initial-over-finaider [C[OV]] is scarcely less common than
the *harmonic’ consistently head-final order [[OV]C

| have removed from Dryer’s data the languagesaH@romo and Khoekhoe, since these languages do
not contain true complementisers. See discussigrétion 3.4 and fn 25.
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According to the generalisations in (2), part b)l wiot hold where it conflicts with any
requirement over linkers: a structure may be ungratical even where is a non-linker, iff
this non-linker is dominated by a linkeB)(and the structure involving the linker is
independently ruled out. In the next sectionsyitedevelop a theory of word order which not
only captures the restrictions present in the lirdaa in (9)-(11) (and hence the generalisation

in (2)a)), but also the otherwise anomalous dafa&j.

3.3 The Universal Notion of Harmony

We begin by considering the notion of harmonic worder. In the literature, a number of
cross-linguistic word order tendencies have beesemied. In this section | formulate these
tendencies in terms of violable constraints, arappse that the notion of harmony in grammar
is defined by the interaction at PF of these inddpatly motivated, violable, constraints in a
universal ranking. In addition, | argue that thésearisation constraints apply only to base-
generated structures (that is, they apply onlyé&ldwest copy of any moved constituent), these
base-generated structures showing a greater diyexsid movement being more restricted, than
under certain views of syntax. Empirical evidefmethe proposed ranking of constraints, and
its application to the base-generated structurg, amill then be provided by a more detailed

study of the restrictions placed on the cross-listiidistribution of complementisers.

Before considering the relevant constraints, werbegth the more general question of what
level of syntactic representation is relevant te tlotion of harmony. This is a matter that
depends largely on the view adopted of the mappfrayntactic structure to linear order. One
such view is expressed by Kayne's (1994) Linear&€smondence Axiom, which assumes that
there is a single base-generated order, and angnvawf this order occurs as a result of
movement. As has been shown by Abels and Neeld2@09, 2012), however, a restrictive
theory of movement cannot be maintained undertjyimthesis if we are to account for the full
range of data. Moreover, in many cases movemest beiassumed purely on the basis of the
surface word order, without any independent evidernastead, Abels and Neeleman adopt the
more traditional view, whereby there are no unigkrerdering — merely hierarchical —
restrictions on base-generation. This approachtim@dvantage of being able to maintain a
more restrictive theory of movement. Under thisayi movement is a much rarer phenomenon,
and need only be assumed where there is indepeadeence. Given that the unmarked order
is determined to a much larger extent by the basemted structure, it is not unreasonable to
assume that word order constraints refer to tmsesbase-generated order. This proposal is of
course dependent on the claim that linearisatioistraints, generally assumed to operate at PF,
apply prior to the deletion of the lower copiesarfy moved material. That this claim is
reasonable is confirmed by independent evidendectrdain other PF constraints must apply

prior to the deletion of lower copies of moved ddgosnts, such asvannacontraction and

71



Chapter 3: Linearisation and Linkers

related phenomena in English (Lakoff 1970:732; Célom1986b:162-163), contraction of a
quantifier with a following definite article in thigalo-Western language Galician (Fernandez-
Salgueiro 2001), and cliticisation of pronouns iatéh (Ackema and Neeleman 2003:712-713).
In each of these cases, the (silent) presencdafer copy of a moved constituent is sufficient
to block application of an otherwise productive pblogical rule. It is further worth noting that
the claim that linearisation constraints do nothapp orders resulting from obvious movement
is by no means unprecedented. FOFC does not &pptyuctures resulting from A’-movement
(see (3) above); while Williams’ (1982) Head-Final Filtep@ies only to base-generated

structures (see discussion below).

The violable linearisation constraints that we veitlopt concerning harmony are formulated

below:

(19) HEAD-PROXIMATE FILTER
The highest head in the extended projection of peDdent must be linearly contiguous

with the Head it is subordinate to.

(20) ANAL-CLAUSE

A clausal Dependent must follow the Head it is sdbate to.

(21) HEAD UNIFORMITY
A functional head must match the lexical head ©tittended projection in the direction of

headedness.

The Head-Proximate Filter has its correlates in ébative Grammar in the Head-Final Filter
(Williams 1982; cf. Greenberg 1963:70, Universal Einonds’ 1976, 1985 Surface Recursion
Restriction), in Functional Grammar in Rijkhoff'4984 et se{ Principle of Head Proximity,
and in the principle of Early Immediate Constiteemt Hawkins' (1990, 1994performance
theory of grammar (cf. also W. Lehmann 1973). (fee¢note 12 below for a discussion of the
differences between these constraints and the Reaximate Filter.) The Head-Proximate
Filter specifies a requirement for the Head of latienship (as defined previously in section
2.2.1) and the highest head in the extended projeof its Dependent to be linearly as close to
each other as possible. We have already seemeedé this as a cross-linguistic preference in
the data in (9)-(11) and (15)-(17). The same cphcan be used to explain a number of other

observed cross-linguistic word order preferences.

For example, Rijkhoff (2002:261-263) points outttttze data from Hawkins’ (1983:281-290)

expanded sample shows a general tendency for lgagum avoid placing adjectives and
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possessor NPs between the noun they modify argklésting verb; in more concrete terms,
there is a tendency for a noun to precede its Digrgn in VO languages and to follow its
Dependents in OV languages, such that the noumakae as possible to its selecting Head, the
verb (cf. (17) above; Greenberg 1963:85-90 andreafes cited in W. Lehmann 1973). A
similar concept is found in the Head-Final Filtevhere, in the Germanic and Romance
languages in which it applies (see Escribano 20012 for references), prenominal
modification is only possible where the modifier head-final, and therefore its head is
immediately adjacent to the noun phrase it modifidsscribano (2004:2-3) shows that the
effects of the Head-Final Filter in the languagewhich it operates extend beyond the nominal
domain to other categories. Most importantly, ¢hes evidence that the Head-Final Filter
operates exclusively over base-generated structstrestures that conform on the surface, but
contain a trace to the right of the head of the ifiex¢d such that the prenominal modifier is
head-initial (as in verbal passives), are ungranualaf{Williams 1982), while structures that
contain a surface violation as a result of leftvgantbvement of the head-initial modifier from
post-Head to pre-Head position are grammatical r{Eseo 2004:4). The Head-Proximate
Filter that | am proposing here simply extendsHead-Final Filter to include its mirror image.
Like the Head-Final Filter, it is concerned witletbase-generated structure; that is, with the
lowest copy of any moved constituéhtWe will see concrete effects of this restrictiorthe
base-generated structure in the discussion of ahgplementiser data later on in this section,

and again in section 3.5.2.

The second constraint, the Final-Clause Requirensederived from Dryer’s (1980) Sentential
NP Position Hierarchy. Looking at the cross-liraigi distribution of clausal arguments, Dryer
established the hierarchy in (22). This hierarstates that if a language allows any argument
to appear in a given position on the hierarchwilitallow clausal arguments in that position; a
position further to the left, where available, vii# preferred over any position to its right. This
is confirmed by the fact that clausal complemeatserbs are allowed in final position in both
VO and OV languages, but preverbal complement elwse not found in VO languages,
which by definition always allow arguments in finglosition (Dryer 1980; Hawkins
1994:85.6.1; see also the typology in (24) belo@). relevance to us here is the fact that the

clause-final position is preferred over any oth#om this we derive the Final-Clause

2 Here the Head-Proximate Filter differs (as farl asn see) from both Rijkhoff's Principle of Head
Proximity and Hawkins’ concept of Early Immediater@tituents. The latter relates purely to ease of
processing; therefore it is presumably concerndg with surface word order. Similarly, there is a
further fundamental difference between the HeaddRrate Filter and Rijkhoff's Principle of Head
Proximity. This principle expresses a preference Iéxical head of the Dependent to be linearly
contiguous with the Head of its superordinate domarhe Head-Proximate Filter requires thighest
head in the extended projection of the Dependehiclhwmay or may not be the lexical head, to be
linearly contiguous with the superordinate lexigalad. We will see in the remainder of this chattat

the restriction to base-generated structures arttieechighest head of the Dependent captures a wider
range of data.
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requirement as a violable constraint, formulated2@) (cf. Language Independent Preferred
Order of Constituents, Dik 1997:411).

(22) Sentential NP Position Hierarchy

clause-final position > clause-initial position fagse-internal position (Dryer 1980:126)

The first two constraints we have looked at havenbeoncerned with ordering between a Head
in a superordinate extended projection and a Degenadr subordinate, extended projection.
We move now to the final constraint, Head Unifogmithich is concerned rather with the order
within the extended projection itself. This coastt is perhaps the best known among
harmonic word order constraints. There is a pegfeg for heads in a given language or domain
to be consistent in directionality of headednegthee uniformly head-initial or head-final (cf.
Natural Serialisation Principle, Bartsch and Venaem1972:136; Head Parametater alia
Chomsky 1981; Branching Direction Theory, Dryer 298009a).

We will see that the three relevant constraintfie- Head-Proximate Filter, the Final-Clause
requirement, and Head Uniformity — are not alwaygually compatible. Where the three
compete it is invariably the Head-Proximate Filteat takes precedence; the constraints are

hierarchically ordered la Optimality Theory (OT) in the following, universalnking:

(23) Harmonic Word Order Ranking
HEAD-PROXIMATE FILTER >> HNAL -CLAUSE, HEAD UNIFORMITY

It is worthwhile at this point saying a word on §mposed universality of the Harmonic Word
Order Ranking. While OT generally allows for coasits to be ranked differently in different
languages, language-independent, fixed rankingalacefound where there are pressures from
some grammar-external system — Chomsky’s (200H] factor — (e.g. the sonority hierarchy).
In this case research has shown that constraintseofype that make up the Harmonic Word
Order Ranking are motivated by ease and efficiemfcyprocessing (Hawkins 1996t seg.
Given that principles of processing do not vanyirtanguage to language, it is to be expected

that the ranking of these constraints should remaiform across languages.

The application of this ranking can be seen maosarty in the cross-linguistic distribution of
complementisers heading clausal complements tosvérbln the typological data in the

previous section we observed two phenomena relatnthe distribution of subordinating

3 There is a particular reason for this, which wel séle later on (§3.5.1): because we are dealing her
with a Head and Dependent of the same categorg theno interference from the second kind of word
order constraint (which we will look at in secti8rt), which can lead to disharmony.
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complementisers: firstly, they always intervenensstn the complement clause they head and
its selecting verb (9% secondly, while OV languages allow both initial darinal
complementisers, in VO languages only initial coenpéntisers are permitted (18). This leads

to a single grammatical order for VO languages, taredpossible orders for OV languages:

(24) VO languages: OV languages:
V[CVO] 140 languages (100% of VO) V[COV] 21 languages (45% of OV)
*[VOC|V 0 languages [OVC]V 26 languages (55% of OV)
*V[VOC] 0 languages *V[OVC] 0 languages
*[CVOlV 0 languages *[COV]V 0 languages

The tableaux in (25) and (26) below show that thflogical pattern is precisely captured by
the Harmonic Word Order Ranking, operating on thgidorder of VO or OV. This distinction
between VO and OV is established within the narsywtax due to a parameter determining
direction of structural Case assignment, of the tgmpposed by Travis (1983, 1984) and Y.-H.
Li (1990; cf. Koopman 1984:84'3. In VO languages the parameter is set to chesle@o the
right of the verb, in OV languages to the left o tverb. If a nominal complement should be
merged to the left of a verb in a VO language ahtoright in an OV language, the conditions
for Case checking will not be met, such that thevddon will not be licensed at LF and will
consequently crash. The PF constraints in the BlaicriVord Order Ranking then operate on
this partially determined word order to give theléaux in (25) and (26). It is important to note
that, since the parameter is concerned exclusmly direction of Case assignment, it will
apply only where the verb or other relevant lexttedd has a nominal complement, and not a
clausal complement. (The fact that clausal argusnare not, for example, subject to adjacency
requirements in languages such as English, in w@ase adjacency applies, confirms that they
are not subject to the same kind of licensing meguents as their nominal counterparts.) The
order between a verb and its clausal complemetheesfore free to be determined by the
constraints of the Harmonic Word Order Ranking apieg at PF, as in the tableaux in (25) and
(26). Similarly, since of the lexical categoriedyoV and P assign structural Case (Chomsky
1981, 1986b), the direction of headedness of thé&cdk heads N and A will likewise be

determined at PF, a matter which we return to énctbming sections.

1% The fact that complementisers liteat do not intervene between their complement andrthgix verb
when they head a clausal subject (&liat John was lazy, was common knowlgdgenproblematic: the
clausal ‘subject’ is generally considered to bepid associated with a null pronoun — the true ecthj
(see Koster 1978; Alrenga 2005).

!> The approach taken here is stricter than thatasfnan. Unlike Koopman, | assume that the relevant
nominal argument must be in complement positionsiach Case assignment by a lexical head to take
place. Koopman allows such Case assignment toptake following movement out of the complement
position.
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In VO languages (that is, languages in which thameter is set to check structural Case to the
right of the verb), shown in (25), it is possibbedbey all three constraints, resulting in a single
optimal order — the consistently head-initial ordepresented by candidate a). The dominant
constraint, the Head-Proximate Filter, requireshiginest head in the extended projection of the
Dependent — that is the complementiser — to beatipecontiguous with the Head it is in a
relationship with — the selecting verb. Candidagsind b) both obey this constraint. This
constraint applies only to the complementiser hei, to either verb, because the Head-
Proximate Filter only applies where we are dealiity heads in separate extended projections,
and then only to the highest head in the completieneled projection of the Dependent. Of the
candidates that obey the Head-Proximate Filteis ahosen over b), because a) also obeys
Final-Clause and Head Uniformity, both of which gi@ated by b): the Dependent clause in a)
follows the superordinate Head it is in relatiopshith, the matrix verb (thereby obeying Final-
Clause), and the complementiser matches the leléd of its extended projection — the lower

verb — in direction of headedness, both being hieitid} (thereby obeying Head Uniformity):

(25)| VO language | HEAD-PROXIMATE FINAL-CLAUSE | HEAD UNIFORMITY
a. = V[CVO] '
b.  [VOCV g !
c.  V[VOC] 1 g *
d. [CVOV * * |

In OV languages, on the other hand, (those in whiiehparameter is set to assign structural
Case to the left of the verb), shown in (26), thiexyeno single order that obeys all three
constraints. Therefore, in order to obey the damirnconstraint, the Head-Proximate Filter,
either Final-Clause or Head Uniformity must be a&tet, resulting in two possible orders: the
consistently head-final order (26)b) — where FiGkluse dominates Head Uniformity — and the
supposedly ‘disharmonic’ initial-over-final orde2)a) — where Head Uniformity dominates
Final-Clause. In languages in which Final-Clausd &lead Uniformity are equally ranked,
both orders should be possible. It is importantdte that, since the order between the verb and
its nominal object has been fixed in the syntagamdidate of the kind [V[CVO]], which would
violate none of the constraints, is not availabes. explained above, such a derivation in an OV
language, though seemingly well-formed at PF, waunésh at LF, since the nominal object of
the embedded verb would not be properly licendaatthermore, notice that if, as | argue here,
harmony is defined by the ranking in (23), we haweexplanation for why the supposedly
‘harmonic’ [[OV]C] and ‘disharmonic’ [C[OV]] are mme-or-less equally common among OV

languages (see (24)); according to the rankin@3), both are equally harmonic:

76



Chapter 3: Linearisation and Linkers

(26)] OVlanguage | HEAD-PROXIMATE FINAL-CLAUSE | HEAD UNIFORMITY
a. = V[COV] :
b. @ [OVC]V * '
c.  V[ovC] g |
d.  [COVIV * * *

The proposal here, at least in regard to the BaGIOV parameter, bears some similarity to
Gazdar and Pullum’s (1981) Exhaustive Constantid?adrdering (ECPO) property. ECPO
requires that the linear order of sister constitsierf a particular category, once established,
should remain constant throughout the languagespective of the category of any dominating
nodes. In the same way, once the direction of @asgnment parameter has been set for a
particular lexical head (V or P), the linear ordmtween this Case-assigning head and its
nominal object will necessarily remain constanptiyhout the language, at least at the base-
generated level. The difference between the tvpoagehes is that ECPO can in principle apply
to any set of sister constituents, regardless eir thategory or Case-assigning/receiving
properties. The approach proposed here, on thex bind, does not extend to all sets of sister
constituents. Where either one sister is not a&@asigning lexical head, or the other is not a
structural Case bearer, the order between the @wvo anly be determined at PF, by the
application of ranked, violable linearisation coasits. In this sense therefore the present
approach, while it adheres to ECPO, is more reisteic The restriction placed by the direction
of Case-assignment parameter is important in i&liptions. Under ECPO alone, there is
nothing either to prohibit a fixed order betweer trerb and its clausal complement, or to
determine how this order relates to the order ef ¥brb and its nominal complement. In
principle, then, a clausal complement could predbdeverb in a VO language — a combination
which, as we have seen, appears to be unattegted@ the other hand, if the order between a
verb and its clausal complement cannot be indepelyddetermined but is dependent entirely
on the application of the Harmonic Word Order Ragkat PF, preverbal complement clauses

in VO languages are successfully ruled out.

We have seen then that, at least as regards sohtindi complementisers, the Harmonic Word
Order Ranking, operating on the basic VO/OV didtowg correctly derives both the
grammatical and the ungrammatical orders. Howedtere is a second claim to be considered
here: if it is true that the Harmonic Word OrdernRiag is concerned with base-generated
structures, it is predicted not only that the osd@{CVO]], [V[COV]] and [[OVC]V] should

be attested, but that these orders should ocduasesgenerated structures.

That the order [V[CVQ]] is base-generated | takeb&ouncontroversial. This leaves the two

orders attested in OV languages: [[OVC]V] and [V]€P Given that the complement clause
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can appear on either side of the verb, one migty@se that one order is derived from the other
through movement. However, data from a numberanflages suggests that this is not the
case. In both cases, the complement clause, whptbe or postverbal, is not an island for
extraction; that is, we do not find freezing effe@ssociated with moved constituents (the
Freezing Principle, Wexler and Culicover 1980; XfRoss 1967/1986). The validity of this
criterion is confirmed by data which follows latewhere extraction is impossible from a
complement clause which has undergone movemeni34¢€35)). The lack of island effects
for the orders [[OVC]V] and [V[COV]] is demonstratdelow by examples from the Southern
Dravidian language Malayalam, displaying the of@@VC]V], and Persian (or Farsi), which
has [V[COV]]. (Note that the complementiser, ainker, is simply glossedNK.) In the
Malayalam example an adjunct PP, and in the Peestample the direct object, is extracted
from the complement clause to sentence-initial tiwsi Analogous evidence from Japanese,
Afrikaans, Dutch, German, Hindi-Urdu, and Turkisaincbe found in Bennis (1987), Bayer
(1999:256), Karimi (2001), Aghaei (2006), Bibergudewton and Sheehan (2009), Biberauer
and Sheehan (2012:89.4.2) and references citége tworks.

(27) [aa kuLaTil]; ayaal [valiya miia-kaLt uNTs enm] paafifiu. Malayalam
that pondeoc he big fishPL have LNK  said
‘In that pond, he said that there are big fish.’
(Bayer 1999:256, ex 35, citing p.c. from Hany Babu)

(28) [Un ketab-a=rq] man mi-dun-am Ke Kimiyat xar-id-e]. Persian
that bookpL=LNK.ACC | IMPF-know-1SG LNK Kimea  bUyPERF3SG
‘As for those books, | know that Kimea has boudghei().’ (Karimi 2001:84, ex 69)

In all the above languages, data of this kind @stsrwith examples where the postverbal clause
is coreferential with a preverbal nominal. In seelses, extraction from the postverbal clause is
impossible (see Karimi 2001; Aghaei 2006; Biberaudewton and Sheehan 2009 and
references cited in these works). This is expedeate it is the preverbal nominal that is the
complement of the verb, while the clause assocaiddit is an adjunct, and hence an island.

This is shown below in an example from Persian:

(29) * Tehrappesar-e’ iro ne-mi-don-e ke baba=5 raft-§] Persian
Tehran boysEF this=.NK.ACC NEG-IMPF-know-35G LNKfather=hisgones
(Aghaei 2006:40, ex 9)

The fact that the complement clause may be basergied on either side of the verb in OV
languages — as long as the complementiser is adjézehe verb — is particularly striking in
certain OV languages that allow both head-initiad ehead-final complementisers. This

phenomenon is found mainly in Indo-Aryan languageth close geographical or historical
78



Chapter 3: Linearisation and Linkers

contact with Dravidian, such as Assamese, BengalB@ngla), Oriya, Marathi, Gujarati and
Nepali, and also the Turkic language Uzbek and\tbiga-Congo language Vata (or Didd)

(Bayer 1996et seq Cinque 2005h:55; Davison 2007). In such langsags predicted by the
Harmonic Word Order Ranking and the consequene#abin (26), all complementiser-initial
clauses obligatorily follow their selecting verb,hile complementiser-final clauses are

uniformly preverbal.

Bengali is a head-final language allowing both styBng/topicalisation to the left and
rightwards extraposition of arguments, the lateing marked. Where it is the finite embedded
clause that follows the verb, however, no markeatlireg results. Bengali has two optional
complementisershole which is clause-final, ange, which is clause-initial. (See Bayer
1996:87.3.1 for evidence tha in Bengali and related Indo-Aryan languages of ¢astern
zone is a genuine complementiserThe complementisebole is only possible where the
embedded clause is preverbal, whieonly appears where the embedded clause is poatverb

In other words, the complementiser always intergepetween the verb and the Dependent it

introduces:
(30) a) chele-ta [or baba aS-be bol@] Sune-che. Bengali
boy-cL his father comeuT.3 LNK  hearPERF3

b) [or baba aS-be bgle)] chele-ta Sune-che.

his father comeuT.3LNK boyCF hearPERF3

c) chele-ta Sune-che [or baba aS-be bdig).
boycL hearPERE3 his father comeuT.3 LNK

‘The boy has heard that his father will come.’ (Bayer 1996:255, ex 9)

(31) a) chele-ta [(®) or baba aS-be] Sune-che
boy-cL LNK his father come&uT.3 hearPERE3

b) [(*je) or baba aS-be] chele-ta Sune-chg.
LNK his father come&uT.3 boy€F hearPERE3

'8 1t is debatable whether Vata genuinely has analnibmplementiser. Koopman (1984) argues that
only the final subordinatdta is a true complementiser.

" The ungrammaticality of this example does notikaca direct explanation under my account. Bayer
(1999:259) and Bayeet al (2005:32, fn 10) state that overt movement of tlstyerbal clause is
impossible throughout Indo-Aryan, as well as ind®ar and Turkish. A possible explanation is that t
fronting operation is only available for preverlpadterial, as the trace of postverbal material nat be
properly governed.
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c) chele-ta Sune-che j¢f or baba aS-be].

boy-cL hearPERE3 LNK his father come&uT.3

‘The boy has heard that his father will come.’ (ex 11)

Again, there is evidence that both the preverbalisg, headed byole and the postverbal

clause, headed hyg, are base-generated; neither is an island foaetion:

Bengali
(32) [bas thekelamar didi [Otogulo duronto bacct laphi-ye

frombus my sister so.many uncontrollablddrtbn jumpPSTPRT

nam-be bolg bhabe ni.

descend~UT.3LNK think.3NEG.PST

‘From the bus, my sister didn't think that so mauycontrollable children would jump
off. (Bayer 1999:255-25%# 34b)

(33) kriSno  meEleria-te bhab-che je ramt; mara gE-che].
Krishna malaria-ocC think-PERE3LNK Ram die Qg@ERF3
‘Krishna thinks that Ram died of malaria.’
(Simpson & Bhattacharya 2000:587, ex 13, 2003:23®)

We have seen then that not only does the Harmomi\@rder Ranking successfully capture
the attested cross-linguistic distribution of coeméntisers, but also the prediction that the
three optimal candidates in (25) and (26) should&se-generated as such is borne out. One
final consequence remains to be explored: whilautisiccessful candidates are predicted not to
occur as base-generated structures, the possilsiligft open that they may occur as surface
structures following movement. If we do therefooene across any of the orders found among

the unsuccessful candidates, we expect to findeegiel of movement.

Certain rigid OV languages, such as Japanese atal/dlam, allow the surface order V[OVC]
as a marked variant of the consistently head-farder [[OVC]V].*® This is exemplified in
(34)a) below for Malayalam and in (35)a) for Japsnehe postverbal clause being deaccented.
Since this order is ruled out as a base-generatectigre by the Harmonic Word Order Ranking
(see (26)), it is predicted that the complementiised postverbal clause in (34)-(35) has moved
from preverbal position, and will consequently beisland for extraction. The b) examples

show that this prediction is borne out:

18 Other languages allowing this order as a marketntof [[OVC]V] include Telugu (also Southern
Dravidian) and the Ge-Kaingang language Canela-#(abe Krishnamurti and Gwynn 1985; Popjes and
Popjes 1986; Cinque 2005b). While | have no infation on the extraction possibilities for these
languages, given the marked nature of the postivedsant, it seems highly likely that, like Maldgan
and Japanese, the complement is always base-geth@raireverbal position.
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(34) a) ayaal pafifiu [ valiya miie-kaL aa kuLa'-il uNTo enm]. Malayalam
he said big fiskrL that pond-ochave LNK
‘He said that there are big fish in that pond.’

b)* [aa kuLaT-il]; ayaalL paafifiu[ valiya miin-kalLt; uNTa enmn]

that pond-oc he said big fisht have LNK
(35) a) % Mary=wa it=ta, [John=ga Zibunzigin aisiteiru to]. Japanese
Mary=ToP say-PST John+NK.NOM self2.NK.ACC love LNK

‘Mary said that John loves himself.’

b)* [Zibunzisin=0] Mary=wa it=ta, [John=ga t; aisiteiru to]

self*NK.AcC  Mary=TOP say- ST John+NK.NOM love LNK

This clearly contrasts firstly with the parallel Mgalam example in (27) and the Bengali
example in (32), and secondly with the Persian Begali examples in (28) and (33), where
extraction from either a complementiser-final clairspreverbalposition or from a postverbal
complement clause with anitial complementiser poses no problem — both these stasct

being permitted by the Harmonic Word Order Ranking the consequent tableau in (26).

The above complement clause data both providesostipg evidence for the validity of the
proposed Harmonic Word Order Ranking and confirims proposed restriction to base-
generated structures. Essentially, we are dealitiya case of opacity (Kiparsky 1973b:82):
we have counter-feeding in that movement cannat teathe satisfaction of the linearisation
constraints (the harmonic orders in (27)-(28) 88#)+(33) must be base-generated as such); and
counter-bleeding in that movement cannot undofaatisn of the constraints (as demonstrated
by (34)-(35)).

| have argued here that the ordering propertiesaohplementisers are determined by the
Harmonic Word Order Ranking in (23) operating oa basic orders of VO and OV, and the
resulting tableaux in (25)-(26). This is not ty $@wever that a complementiser as a lexical
item can never have its own ordering statementledd, we have already seen evidence to the
contrary for Bengali (as well as the other OV laages with a hybrid complementiser system).
Examples (30)-(31) show that in Bengali the comg@etiserje can only appear in initial
position, selecting a complement to its right, wihible must be final, selecting a complement

to its left’® What is important is that any specialisation witktfie lexicon must remain within

19 Note thafie andbole are not simply different phonological realisatimighe same linker. The choice
of complementiser is partly determined by both agtit and semantic environmefg:is used to mark
any finite clausal Dependent, whether complemerd teerb, or a relative clauskole is used for both
finite and non-finite clauses, but can only be uskére its selecting verb is associated with soime &f
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the confines of the principles of the grammar. Haemonic Word Order Ranking defines what
is a possible grammar in terms of the position oimplementisers. An individual

complementiser may therefore have its own ordestafement, as long as the result is
congruous with the Harmonic Word Order Ranking. efBfore, by (26), it is possible for a
complementiser in an OV language to have eitheénitial or a final ordering statement. On the
other hand, (25) shows us that a complementisér avifinal ordering statement will not be

allowed in a VO language.

Before leaving this section, it is worth notingtttize other linker data in (10)-(11) give at least
an initial indication that the scope of the prombs¢armonic Word Order Ranking extends
beyond the complementiser data: the typology shibvasthe dominant constraint, the Head-
Proximate Filter, is unviolated; the linker, as thedi the Dependent, or subordinate domain, is
always adjacent to its superordinate Head. (Setore3.5 for a more detailed discussion of

how the Harmonic Word Order Ranking interacts witner factors in such constructions.)

3.4 Disharmony

In the previous section, | suggested that the natficharmonic word order is determined by the
ranking of independently motivated harmonic wordesrconstraints in a universal Harmonic
Word Order Ranking (23) operating on any basic oed¢ablished in the syntax by the direction
of structural-Case-assignment parameter. In #isian, | will propose that there is a second
type of word order constraint made available by ¢inemmar, that is not concerned with
harmony. Constraints of this kind refer to specsiyntactic features of a head, and require them
to appear either initially or finally to any leved the projection of this head; that is, they beglon
to the class of alignment constraints originallpgwsed by McCarthy and Prince (1993), and
exploited in terms of accounting for the mappingwfhtactic structure to linear order in works
such as Legendre (1996, 1999) and Grimshaw (20013 jrere are two types of features that
can be mentioned by these ordering constrainteerithe categorial features of a relevant
lexical head or features encoding semantics. énctise of the lexical head, constraints of this
kind will apply at PF only if the direction of headhess for this head has not been
predetermined in the syntax — that is, the lexizaiegory does not have the property of
checking structural Case. In principle these angeconstraints can therefore refer to any head
as long as it is either lexical and non-Case-assjgror has syntactic features pertaining to
semantics. There is however no expectation thestime lexical or semantic features should
appear in the same position cross-linguisticallyre ranking of constraints referring to specific

syntactic features therefore freely varies fronglaage to language both with respect to the

speech act (Singh 1980; Bayer 2001). Note thatptioperties of finiteness and of the semantics of
speech are not introduced by the linker itself, ijthe heads T and V respectively. The semalhtical
vacuous linker simply marks these properties.
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constraints of the Harmonic Word Order Ranking ymed it maintains its own internal
ranking) and with respect to other constrainthefdgame kind. Where these constraints conflict
with, and override, any constraints of the HarmomMard Order Ranking in (23), disharmony
arises. Since different languages each have their ranking, we expect cross-linguistic

diversity in terms of the extent of disharmony witindividual languages.

We take the syntactic feature of negation by wayllestration, though what follows should
apply to any relevant lexical head (N or A) or toydunctional head with syntactic features
referring to semantics. For example, disharmonselatively common for negative markers.
As operators, negative markers certainly have stiotafeatures referring to semantics.
Therefore it is possible for ordering rules of thype described above to refer to the negative
semantics of the negation head within a given lagguand require it to appear in a given
position?® The cross-linguistic situation confirms this. €f@ is a tendency to place negative
markers in one of two prominent positions (see DA@88): initially to their projection, with
the result that negation will be expressed as smopossible, preventing a ‘semantic garden
path’ (Jespersen 1917; Dryer 1988:102); or findtyg position reserved for new or significant
information, often the locus of sentence stressz@dda 2004:5). Now, if an OV language has a
dominant ordering rule such that a head expressdggition must appear initially to its merger
with the verb phrase, disharmony of the kind see(il)c) will be found: the initial-over-final
order [Neg[OV]]. In the same way, a VO languageyrhave a dominant rule requiring the
negative head to appear finally to its merger wghcomplement, resulting in the disharmonic
order in (1)d): the final-over-initial order [[VOl&g].

The following tableaux illustrate this using G'T. Suppose that Universal Grammar makes
available, in addition to the Harmonic Word OrdeanRing, the competing sets of constraints
Neg-Initial and Neg-Final. Constraints in the femset require the negation head to appear
initially to its (partial) projection, the lattemfally. There will be equivalent sets of initiaich

final constraints for every relevant lexical heau dor every head with syntactic features

% Some languages (e.g. Formal French) have two ivegatarkers yielding a single negation reading.
This suggests that one of them does not contrifoutiee compositional semantics at LF. This siturats
easily explained by Zeijlstra’s (2004) theory ofyjaon. The negative head enters the derivatidh an
uninterpretable [Neg] feature, which is deletedoptio LF by the interpretable [Neg] feature on the
negative operator in its specifier. This mean$boarkers have syntactic features referring to tiega
semantics, and hence it is possible for specifieong rules to refer to these features. On therdtand,
only the features of the negative operator in [SpgP] will be available for interpretation at LF.

2L While OT provides a useful means of illustratihg proposals put forward here, it is not necessary
adopt all the assumptions of the Theory in ordeadoept the broader ideas put forward in this thesi
Crucial to my proposals is the concept inherer®ioof competition between violable constraints,hwit
obedience to higher-ranked constraints outweighimg violations of lower-ranked constraints. On the
other hand, | am not committed to the relevancalbtonstraints in all languages. For instance, we
might safely conclude that in a language invariatigplaying the order [[OV]Neg] the constraint Neg-
Initial, though presumably available to the chifdpart of UG, is absent in the adult grammar.
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encoding semantics. Note that these are sets roftraints applying to different levels or
domains of projection. For example, there couldbbe Neg-Initial constraint applying to the
domain of Neg and its complement and another apglio the maximal projection. In the case
where we are dealing with a VO language, the dmbaic order [[VO]Neg] will arise
whenever any Neg-Final constraint dominates botadHéniformity and Neg-Initial. This is
shown in the tableau below. Head Uniformity (2&yuires that a functional head match the
lexical head of extended projection in directionhefadedness. In a VO language, therefore,
Head Uniformity will be satisfied where the relevamojection of Neg is head-initial (as in
(36)b)), and violated where it is head-final (ag36)a). The Head-Proximate Filter does not

apply here, since we are dealing with word ordehiwia single extended projection (cf. (19)):

(36)| VO language HEAD- . NEG FINAL- :  HEAD | NEG
PROXIMATE |  FINAL CLAUSE | UNIFORMITY | INITIAL
a. # [VO]Neg ! : * ! *
b.  Neg[VO] o | |

However, for any ranking whereby Neg-Final is rahkewer than either one of Head
Uniformity or Neg-Initial, the optimal output wilbe the harmonic order [Neg[VO]]. This is
illustrated by the tableaux in (37)-(38). In (3Reg-Final is dominated by Head Uniformity.
The candidate displaying the harmonic order in ioJates Neg-Final, but the disharmonic
candidate in a), which obeys this constraint, katgblates the higher ranked Head Uniformity.
In (38) we see a similar situation, except thaehieis Neg-Initial that dominates Neg-Final,

thereby ruling out the disharmonic candidate.

(37)| VO language HEAD- FINAL- | HEAD NEG- | NEG
PROXIMATE | CLAUSE | UNIFORMITY | FINAL | INITIAL

a. [VO]Neg *| *
b. = Neg[VO] ]

(38)| VO language HEAD- | NEG NEG- | FINAL- |  HEAD

PROXIMATE | INITIAL FINAL | CLAUSE | UNIFORMITY

a. [VO]Neg *| &
b. = Neg[VO] = ' '

Of course, precisely the same results obtain wkéher Head Uniformity or Neg-Initial is
ranked any higher, or Neg-Final is ranked any lowkr OV languages, we will expect the
inverse results: the disharmonic order [Neg[OV]llwbtain only where Neg-Initial dominates
both Head Uniformity and Neg-Final; for any othanking, the harmonic order [[OV]Neg] will
be optimal. We expect exactly the same resultsevNeg is replaced by any other head with

syntactic features encoding semantics.
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Under this theory of constraints relating to sgegf/ntactic features, the following predictions
arise: firstly, disharmony is predicted to be pblkescross-linguistically for any head, as long as
this head is either lexical or has syntactic fesglencoding semantics (that is, for any head that
is not a linker, cf. section 3.1); secondly, foy @iven such head, disharmony is predicted to be
comparatively infrequent, or cross-linguisticallyispteferred. The conditions allowing
disharmony to arise are such that there are magedily possible rankings resulting in
harmony than those resulting in disharmony (cf. dm@ntitative interpretation of language-
internal variation of Kiparsky 1993; Anttila 1992002)% (For example, of the six logically
possible total rankings of the relevant constrakhéad Uniformity, Neg-Initial and Neg-Final,
two invariably result in harmony as regards theeorof the negative head in relation to the
verb; two result in harmony for OV languages arghdirmony for VO languages; two result in
harmony for VO languages and disharmony for OV lexggs.) These predictions in fact lead
to the generalisation in (2)b). We have alreadynda section 3.2.2 that the findings of broad
typological studies provide an initial indicatiomat these predictions, and hence the
generalisation in (2)b), are borne out: in thera) d) examples in (12)-(13), Head Uniformity is
violated, while in (15)-(17) it is the Head-Proxitadrilter that is violated.

Consider now the situation with linkers. As dissmts in section 3.1, these are distinguished
from other heads by their semantic vacuity. | haraposed here that disharmonic word orders
arise as a result of ordering constraints withia gnammar requiring a head with specified
syntactic features encoding either lexicality omaatics to appear either initially or finally to

some level of its projection. As we saw in thevjias section, it is possible for a linker to have
some kind of ordering statement as part of itscixproperties; however, this lexical ordering

statement is strictly constrained by what is peagdiin the grammar. What we do not expect to
see applying to linkers are ordering constraintthiwithe grammar of the type we have seen
above, since these constraints refer exclusivelgititer lexical heads or features relating to
semantics. The linker, however, by its very défm does not have such features. This
explains why in the previous section, the posit@nsubordinating complementisers (as a
member of the class of linkers), and any possikbachl ordering statement, is always

determined purely by the Harmonic Word Order Ragkm(23).

For example, we saw in the previous section thatcthmplementisere and bole in Bengali
must obey the dominant constraint, the Head-PraerRter: complement clauses headed by

initial je must be postverbal; those headed by fimae must be preverbal (cf. (30) and (31)

2 This explains the tendency we would expect as$athe grammar alone is concerned. The empirical
situation tells us there is indeed a general teeyldowards harmony, but the extent of this varies
considerably for different heads (see §3.2.2 abowéfer variation of this kind need not necesgari
explained by the grammar, but may be the resufunétional considerations of the kind proposed by
Hawkins (1994et se{.
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above). Interestingly, it is possible for a clalmaded bybole to appear postverbally — so
violating the Head-Proximate Filter and hence ttenkbnic Word Order Ranking — where it
functions not as a subordinating complementiser,heads a reason adverbial clause; in this
case,bole does not mark the presence of an existing relstiipn(i.e. it is not a linker), but

rather introduces its own relationship:

(39) ami ekhane eSe-chi [tomar SONge kOthabbol bole]. Bengali
I here comersTl you with  speechsauT.l because

‘I have come here in order to talk with you.’ (Bayer 1996:255, ex 10)

This shows that there is ho ban on postvebodd-clausesper se but simply those where the

subordinatingoleis semantically vacuous.

Similarly, a brief look at the diachronic developmef the subordinating complementis&in
the now extinct East Semitic language Akkadian joles direct support that it is indeed the
lack of semantics in linkers that prohibits dishanic word order. Akkadian was an SOV
language spoken in ancient Mesopotamia. The sirtadidg complementisée developed over
time from the adverbial conjunctidima This morpheméima occurred in initial position
within the adverbial clause, which itself overwhelgly appeared in preverbal position
(usually, but not always, in sentence-initial piosif preceding the subject). An example

containingkimafrom the Old Babylonian period is given below:

(40) [kma udammigak-kursi] dummiki-nim. Akkadian
as Bado.favouresTto.youpL do.favourampP.pPL-to.me

‘As | have done you favours, do me favours.’ (Deutscher 2007:40, ex 27)

Deutscher (2007:84) documents in detail a changhisnmorpheme’s semantics of the kind
comparative > causal/purpose > factive, leadingriceventual complete semantic bleaching;
that is, a semantically contentful conjunction @diucing an adverbial clauskirGa eventually
became a subordinating complementiser heading gleament clausekf). Crucial to the
theory put forward here, however — and its preoini— is the result of this change on word
order. Throughout the diachronic change, the margki(ma) remains consistently initial to
the clause it introduces. However, the semangadiling of the morpheme is accompanied by

a shift in position of the clause it heads: by khieddle Babylonian period complement clauses
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headed by the subordinating complementiser havéiedhito postverbal position, while

adverbial clauses remain preverbal:

(41) kel-1 ide ki ultu ela dilipt-u mahratan-ni].  Akkadian
lord-my 3Gknow LNK  sincebG.arrivePST troubleNOM 3FSGcontrontSTATIVE-me
‘My lord knows that since | arrived, trouble haddilen me.” (Deutscher 2007:51, ex 57)

In terms of the theory proposed in this chapteg, ghift of position for clauses headed by a
subordinating complementiser, but not for thoseoohiced by a semantically contentful
adverbial conjunction, is easily understood. Wharelause is headed by a semantically
vacuous subordinating complementiser, its positiodetermined uniquely by the Harmonic
Word Order Ranking in (23) (since no ordering caaiat referring to either lexical features or
semantics can apply). The tableau in (26) shovthatsthe only grammatical option for an OV
language with an initial subordinating complemesttisnvolves a postverbal complement
clause, giving the order attested in Akkadian, [@\]]. The final-over-initial order [[COV]V]
that would result if the subordinating complemesttisetained the position of its semantically
contentful predecessor would be disharmonic, amtd@ingrammatical. On the other hand,
examples such as (40) are unproblematic for therghput forward here, sincema in this
example is semantically contentful and therefore imave its own ordering constraints such

that disharmony is possible.

A similar argument can be used for the East CusHdhguage Harar Oromo. Cinque
(2005b:54, fn 12), Dryer (2007:100, 2009a:200, &% @203, table 4) and Biberauer and
Sheehan (2012:229, fn 31) point out that in exam@ach as (42) below, it appears to

instantiate the disharmonic order *[[COV]V]:

(42) innii [ akka deem-u] good’-&m-é. Harar Oromo
he that gmEP orderPASSPST
‘He was ordered to go.’ (Owens 3:985, ex 49)

As was the case in Akkadian, it seems that th@iretement of the preverbal clausdksa is

not in fact semantically vacuous, and thereforesda® belong to the class of linkers; it is free
to have its own (disharmonic) ordering rule. Therpmeme is used for a variety of purposes,
and is translated by reference grammars as ‘acwpial, just as, like, how, manner, way, (in
order) to/that, (the fact) that’ (Hodson and Walké22; Owens 1985). It is moreover worth

noting however that Owens (1985:114) refers to dlaaise introduced bykka as a ‘noun

% There is an intervening period in whidima is used sometimes as a factive complementiser,
sometimes as an adverbial conjunction. In botles#sekimaclause precedes the verb. The diachronic
situation therefore leaves a few questions opere [Butscher (2007:84) for fuller details.
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clause’. It seems that the clause is indeed ndmditece, where it expresses purpose, it can

optionally be marked with dative case (Owens 1985;1*

(43) [akkana érk-aniiF d’uf-an. Harar Oromo
that me se@L=LNK.DAT camePL

‘They came to see me.’ (OwenB5L946, ex 54)

Elsewhere, there is no overt case-marking on thaptement clause, but this is entirely
expected, as the direct object always appears enatbsolutive case, which is unmarked

morphologically?®

We have seen then both the theoretical motivatorpért b) of the generalisations in (2), and
some empirical indications supporting the predidiofirstly statistical evidence from broad

typological studies (as in section 3.2.2 abovel, secondly by comparing semantically vacuous
linkers with their semantically contentful synchioor diachronic counterparts. The rest of this

section will be devoted to studying some of thevaht disharmonic structures in greater detalil.

We begin by considering markers of verbal propgrsigch as tense, aspect and mood. Cross-
linguistic studies such as Cinque (1999, 2009).anien (2002) argue firstly that these markers
are functional heads in the extended verbal prigjecand secondly show that these heads obey
a strict, universal, hierarchy, or functional setes (see also Grimshaw 1991/2005, 2000;
Svenonius 2008 and references cited in the abovksyvo These findings, which appear to be
without exception, are based on the properties giadement of such markers both in head-

initial and head-final languages.

Given then that markers of tense, aspect and mobdtk- initial and final — bear syntactic
features encoding semantics, it is predicted thderang constraints referring to these features
should be able to target these heads, resultidgsharmony. We have already seen typological
evidence suggesting this prediction is borne outl®). Concrete examples given below in
(44)-(46) support this evidence. The example #) emonstrates the initial-over-final order in
the North Volta-Congo language Supyire: the headHVP is c-commanded by an initial
aspect markemq. (See also examples from the Ge-Kaingang langGagela-Krahé in (55) and
(94) below, where a head-initial TP dominates alFewl VP.)

% Since the dative case marker is syntactically pedeent, it is in fact a linker (see §3.5.3). As
predicted, it obeys the Head-Proximate Filter.

%5 Cinque (2005b) claims that the languages D(h)iyktsiular Indo-Aryan), Lak(h)ota (Siouan) and Ngiti
(Central Sudanic) instantiate the disharmonic otfigiOVC]], as does Dryer (2009:14, ex 27, p17,l@ab
4) for the Kwadi-Khoe language Khoekhoe. Like HaPaomo, the alleged ‘complementiser’ here is in
fact a noun (see Cain and Gair 2000; Rood 1973sdfut.ojenga 1994:395 and Gildemann 2006:29
respectively). The disharmonic order thereforespas problem.
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(44) Yi [a [yi-yé  kangd]]. Supyire
they PERF theyRFL be.close.by
‘They are (too) close to each other.’ Cailson 1991:215, ex 30)

The inverse, final-over-initial, construction, whby final tense or aspect markers are found in
VO constructions, is also relatively common (Biheneet al 2007et seq Dryer 2009b). This is
shown in examples from the Central Sudanic languBagirmi and the North Volta-Congo
language Mumuye: the Bagirmi example in (45) shaavdinal aspect markerga, c-
commanding a head-initial VP, while the final temsarker,ni, in the Mumuye example in (46)

c-commands a head-initial AspP:

(45) bs [sa ja tebbe] oga. Bagirmi
dog eat meat yesterdapmpL
‘The dog ate the meat yesterday.’ (Stevens@®:B%, gloss Dryer 2009b:344, ex 104)

(46) Znas [dé baasé Ranti] ni. Mumuye
Znaso PERF mimic Ranti IMMED.FUT
‘Znaso is about to mimic Ranti.’ (Dryer 200845, ex 106D, citing Shimizu 1983:112)

The same results can be shown for the negation, lieadgh the situation here is less
straightforward. Firstly, negative particles am always heads, but in many languages are
adverbs. Secondly, where the negative marker iadmerb in a double negation language,
NegP is usually not projected (Zeijlstra 2004). rbtaver, where it is present, the position of
NegP within the functional sequence varies fromglege to language (Laka 1990/1994;
Ouhalla 1991; Zanuttini 1991, 1997; Cinque 1999%jedu2002; Svenonius 2007:83). It
therefore does not necessarily follow that anys&tth sequence of either [Neg[OV]] or
[[VO]Neg] exemplifies the predicted disharmonicustiure; further investigation is required.
Since NegP is generally not projected in doubleatieg languages, we restrict our discussion
to negative concord languages, which under mogirighe of negative concord must project
NegP (nter alia Zanuttini 1991; Haegeman and Zanuttini 1991, 19%&egeman 1995, 1997,
Brown 1999; Zeijlstra 2004; Ruff 2007). Our goaillwherefore be to find negative concord
languages in which the negative marker is a head, this head differs in direction of
headedness from the verb.

An example of the disharmonic initial-over-finalder is found in the Northern Tungusic
language Evenki, an OV language. This is demotestrsn example (47)b) below. It is clear
here that the negative markeris a head in the extended verbal projection, sihitdlects for

subject agreement and tense. Comparing the negati&mple in (47)b) with its affirmative
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counterpart in (47)a), we see that these markirmddwtherwise appear on the lexical verb; in
the negative example this latter has a particijpiah. This confirms not only that the negative

marker is a head, but also that the constructioncisoclausal (see Payne 1985:212-7$4).

(47) a) Bi [dukuwin-ma duku-g&-w]. Evenki
| letter-oBJ writePST-1SG

‘| wrote a letter.’

b) Bi [s-c3-w [ dukuwin-ma  duku-ra]].
| NEG-PST1SG letteroBJ writePART
‘| didn’t write a letter.’ (Payri985:213, ex 31)

Turning now to the inverse disharmonic order, thaeo [[VO]Neq] is relatively common in
central Africa (Dryer 2009b) and the Pacific reg{@&iberauer, Holmberg and Roberts 2010:56,
citing Reesink 2002). Here again it can be shdva, @t least in some cases, this final negative
marker is a head, and thus instantiates the disivaenfinal-over-initial order. Firstly, like
Evenki, the Central Sudanic language Ma’'di markgatien by means of a negative auxiliary.
This is shown in (48), where the final negationchesamarked for tense, while the lexical verb
remains unmarked. On the other hand, in the absehmegation, the same past/non-past

distinction is marked on the lexical verb, as if){(4

(48) a) [mawi d36t] ko. Ma'di
1sGopen door NEG.NONPST
‘I won't open/am not opening the door/don’t operodn’
(Blackings & Fabb 2003:14, ex 8)
b) [m™awi dsot] kors.
1sG-open door NEG.PST

‘I did not open the door.’ X(&)

(49) ka gbanda-a.
3SG cassavalONPSTeat

‘He is eating/eats cassava.’ 13(pex 1)

% |t is also possible for the object to precede rikgative marker, as in the example below. This is
presumably the result of object-shift.

i) Bidukuwiin-ma s-c3-w duku-ra. Evenki
| letter-oBJ  NEG-PST1SG write-PART
‘| didn’t write a letter.’ (Pagnl985:213, ex 31b)
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In languages where the negative marker is an @atgft particle, there may still be evidence
that this particle heads NegP. An example of sutéinguage is Lagwan (or Logone, Central
Chadic), which exhibits the order T[VO]Neg:

(50) [Sa dagir kasku diyas;] sa. Lagwan
FUT 3FSGgo market tomorrow NEG

‘She won't go to the market tomorrow.’

A number of factors indicate that the negation reatkere heads the projection NegP (Ruff
2007:83.1.2), and therefore exemplifies the dislaim final-over-initial order. Firstly,

example (51) below provides evidence that Lagwara isegative concord language, and
therefore projects a NegP: the negative masieis required to license the negative concord

item (or n-word):

(51) Bile =a shima [[a lo] *(sd)]. Lagwan
manLNK.M n-M 3VSG.PERF come NEG

‘Nobody came.’

Secondly, it is clear that NegP has a fixed pasifio the Lagwan clause, dominating head-
initial TP. This evidence comes from prohibitivesLagwan finite indicative clauses,

demonstrated in (50) and (51), are marked for temseaspect and subject agreement.
Imperatives, on the other hand, lack any marking temse, aspect or subject agreement,
conforming to Kayne’s (1992/2000) conclusion thatetimperatives are truncated structures

lacking TP and any higher functional projections:

(52) Sla a! Lagwan
pushivP up
‘Get up?l’

However, as is the case in many languages (sedtdmrii991 et seq Kayne 1992/2000; Rivero
and Terzi 1995; Zeijlstra 2004; Van der Auwefal 2008), true negative imperatives are
banned in Lagwan: as shown in (53)a), it is notsjide to attach the negative marker to an
imperative clause. Instead, a surrogate is usild tiae future tense head projected and marked

for second person, as in (53)b):

(53) a) * Sla a sa! Lagwan

pushiMP UpPNEG
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b) [Sa @sla al sa!
FUT 2SGpush UPNEG
‘Don’t get up!’

Zanuttini (1994, 1996) argues that in languagesiimgntrue negative imperatives, NegP must
dominate TP, thereby rendering a structure in wiNelgP is present but TP is absent (such as
(53)a)) ungrammatical. The fact that in Lagwan timgrammatical structure is repaired by

projecting TP seems to confirm this hypothesis.

Finally, there is evidence not only that NegP igjguted, and that this NegP dominates head-
initial TP and VP, but also that the final negatimarker heads this projection, as opposed to
being an adverb in its specifier. This evidencegognd by applying the ‘why not’ test
developed by Merchant (2006). The ‘why not’ coustion is analysed as a form of phrasal
adjunction, and hence only permitted where the timanarker is a maximal projection. In

Lagwan, no such construction is possible:

(54) a)* [Age ghwani] sa? Lagwan

because what NEG

b)* Sa [age ghwani] ?

NEG because what

We have seen then that heads marking tense, aapeéctegation can all, as predicted, violate
Head Uniformity, resulting in disharmony. The tigmical data in (13) above indicates that the
same is true of interrogative heads. This is exXdiexgbfirstly in Canela-Krah6 (Ge-Kaingang),

an OV language with an initial interrogative markex

(55) xa capi te [po curan]? Canela-Krahé
Q Capi psT deer Kkill
‘Did Capi kill a deer?’ (Popjes & Pepj1986:157, ex 186)

The inverse disharmonic order, whereby a VO langulags a final interrogative marker, is
exhibited, among very many other languages, in laagwLagwan has a final interrogative head
(d4a), c-commanding an initial TP and VP. It occurdoth matrix and subordinate clauses, as

shown in (56) and (57) respectively:

(56) [G-a mma | gha] da ? Lagwan
2SG-PERFleave hemrcc house Q

‘Did you leave it at home?’
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(57) Ndalu  ngwa ihe, ki [[bile =a shi a S-0 gha] da].
1sG.PrROGlooOk.at outsideNK manLNK.M some 3GM.PERF entervVENT house Q

‘I'm looking outside, (to see) whether someone éraered the house.’

(Aaron Shryock, p.c.)

As regards interrogative markers and other diseo@sparticles, notice that the semantic
explanation for disharmony accounts for an othexvaisomalous situation. We have seen in the
previous section that for subordinating complensems, the disharmonic final-over-initial order
is ungrammatical (see (18)). However, this ordereilatively common for other discourse-
related heads assumed to belong to the CP-domailyding, as we have seen, question
particles (see Julien 2002:83.6.1; Biberauer, Helmtand Roberts 2003t seq Paul to appear
a,b). If the presence or absence of disharmomngléged not directly to category, but rather to
the presence or absence of syntactic features mwcagbmantics, the apparent anomaly

disappears.

So far we have considered examples within a siegtended projection — that is, examples
where Head Uniformity is violated due to some higtamked, specific, constraint. Before
concluding this section we will take a brief look ssome more complex examples from the
nominal domain, spanning more than one extendgégiion, where the Head-Proximate Filter

also comes into play.

We consider firstly Greek and Russian. In thesmuages the definite article in D occurs
initially to its projection, while the noun followiss adjectival Dependent. Since the definite
article has features encoding definiteness sengrimstraints of the type D-Initial/-Final will
be relevant here. Since N does not assign staloiase to its complement (Chomsky 1981,
1986b), no parameter determining direction of stnad-Case-assignment can apply, and so the
noun and its Dependents are linearised at PF, sdth of constraints N-Initial and N-Final
applying. The other constraint that may be relewametermining the direction of headedness
of D and N is Head Uniformity (21). This constttaia not concerned with the direction of
headedness of D and N as individual projections rélative to each other. Head Uniformity
requires that functional heads and the lexical hefdheir extended projection match in
direction of headedness, but is otherwise not @ddr as to whether they are both head-initial
or both head-final. Since D differs in directioh leeadedness from the lexical head of its
extended projection (the noun), this means thatémstraints D-Initial and N-Final (applying
to the domain of the noun and its adjectival Depatdmust both dominate Head Uniformity,

as shown in the tableau in (58)-(59). In additiNA-inal must dominate the Head-Proximate

93



Chapter 3: Linearisation and Linkers

Filter?” This is shown by the sub-tableau in (59), whéee AP modifying the noun is head-

initial,”® so violating the Head-Proximate Filter, since algective (the head of the subordinate
domain, or Dependent) is not linearly contiguouthwits superordinate Head, the noun. (The
constraints N-Initial and D-Final, which are assdnte be present, but ranked too low to be

active, are not shown for space reasons in theaaklhere and in (60)-(61).)

Grrussan [ e o | 00 | B B0
(58)| @ = D[AN] *

b.  D[NA] I

c.  [AND A |
(59)| @ = DI[A XPIN] * =

b.  DINAXP]] T

c.  [AXPINDD i >

This contrasts with Germanic languages, where abairconstraints D-Initial and N-Final must
both dominate Head Uniformity, but this time N-Hing ranked below the Head-Proximate
Filter. Where the noun is modified by a simpleeatlve, as in (60), (or indeed by any head-
final AP) we have the same results as in GreekRargsian: the higher-ranked D-Initial and N-
Final require a violation of Head Uniformity. Howex, where the noun is modified by a head-
initial AP, as in (61), the results are differentorder to obey the undominated Head-Proximate

Filter, N-Final must be violated, resulting in dlytharmonic, consistently head-initial structure:

Germanic PR';;AN?ATE D-INITIAL | N-FINAL (|::|I_|2‘3LSE UN::?;EA”Y
60) & = DIAN] i .

b.  D[NA] | B

c. [ANID K '
(61)] a D[[A XP]N] *| ’

b. = DINJA XP]] | ’

c. [[A XP]N]D *| *l

2" The ranking of D-Initial with respect to N-Finahd the Head-Proximate Filter in both Greek and
Russian and Germanic languages is not importaimceowever it is never violated in these langsage
I have kept it undominated in the tableaux in (6&)).

% Here and in (61) and (72) below, it is assumed the AP is head-initial due to the high ranking of
some A-Initial constraint applying to the relevdetel of projection of the adjective (dominating A-
Final). Since our primary concern is to demonstiabw the direction of headedness of the noun is
determined (and in (72) of the linker), the A-laltiFinal constraints are not included in the tahbe to
reduce complexity.
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3.5 Harmony meets Dishar mony

In the previous two sections we established firattiieory of harmony, consisting of a universal
ranking of harmonic word order constraints (23y aacondly a theory of disharmony, allowing
divergence from the order determined by the Harmdviord Order Ranking by higher-ranked
specific ordering constraints within individual tarages. We determined that this latter type of
constraint cannot apply to linkers, due to theitist as semantically vacuous functional heads.
We have already seen the effects of this with alibating complementisers, where the position
of the complementiser within a given language itehined purely by the Harmonic Word
Order Ranking operating on the basic input providgdhe syntax (section 3.3). In this section
we return to two further types of linker: syntaatlg independent relative clause markers and
more general linkers in the complex noun phradeesé cases are of particular interest because
the Head of the relationship marked by the linkeat #s Dependent are of different categories,
thereby enabling us to consider the outcome whemndnic and disharmonic structures
interact. We will see that, even where the Headnnbas a specific ordering constraint
conflicting with the constraints of the Harmonic WoOrder Ranking, irrespective of the
ranking of this specific ordering constraint, thekér will always obey the Head-Proximate
Filter, hence the generalisation in (2)a). Thaultesof this study will not only add empirical
support to the theories put forward in sectionse®i@ 3.4, but also shed some light on the well-
observed near parallels between the distributiaelative clauses and complement clauses, and

why such parallels fail to be realised completely.

3.5.1 Relative Clause Markers

We have already observed in section 3.2.1 onelpbbd@tween subordinating complementisers
and relative clause markers (see (9) and (100pth cases the linker (C 8EL) is required to
intervene between the lexical Head (V or N) anclésisal Dependent; moreover, in both cases

there is a marked preference for the clausal Degertd follow the lexical Head.

In the case of complement clauses, we observecet dink between this CP-Final requirement
and the order of object and verb: in VO languades complement clausmust appear in
postverbal position, while in OV languages completnglauses are found with near equal
frequency in both preverbal and postverbal posisae (18), (24), (25), (26)).

As regards the distribution of relative clauses,dider of object and verb in the language again
plays a significant role. This is shown below gsitata from Dryer (2008d, see also Greenberg
1963:90, table 10; Downing 1977:164, 1978; Mallimsmd Blake 1981:85.2.1; Hawkins 1983
et seq C. Lehmann 1984; Keenan 1985:82.1; Foster andindt1987:486, 494; Dryer 1994t
seq De Vries 2001:235-236, 2005:136-137; Rijkhoff 28D7; Andrews 2007):
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(62) a) Postnominal and VO: [NdV O]] = 370 languages (64%)
b) Prenominal and OV: {EO V] N] = 111 languages (19%)
¢) Postnominal and OV: [N O V]] = 95 languages (16%) (46% of OV languages)
d) Prenominal and VO: {EV O] N] = 5languages (1%) (1% of VO langusige
(Data taken from Dryer 2008d)

We see that in OV languages, relative clauses &tibdited relatively evenly between
prenominal and postnominal position. This mirrthre distribution of complement clauses in
relation to the verb in this same set of languades/0 languages, on the other hand, there is a
marked preference for relative clauses to followtlbun. While this preference again seems to
run parallel to the distribution of complement das in VO languages, there is an important
difference. In the case of complement clauses,avee dealing with a strict requirement:
preverbal complement clauses in these languagasngrammatical. With relative clauses, on
the other hand, we are dealing with a simple stzdispreference: prenominal relative clauses
in VO languages are possible, but very rare. Teradl crosslinguistic distribution of relative
clauses and their markers is therefore as foll@iusypology of complementiser distribution in
(24) above):

(63) VO languages: QV languages:
N[REL VO] N[REL OV]
[VO REL]N (rare) [OV REL]N
*N[VO REL] *N[OV REL]
*[ RELVO]N *[ REL OV]N

We saw in section 3.3 that the crosslinguistic ritigtion of complementisers and the
complement clauses they head is exactly capturatidoydarmonic Word Order Ranking (23),
both in terms of attested distribution and its tireéafrequency. This section will show that,
despite a small, but significant, difference, thiested distribution of relative clause markers
and the relative clauses they head is again pigqgisedicted by theories put forward in this
chapter: not by the Harmonic Word Order Rankingn@ldout in combination with the theory of

disharmony proposed in section 3.4.

We begin by considering the more simple case ofi@\guages. The relative clause marker, as
a linker, cannot have its own ordering constraamtd therefore must obey the Harmonic Word
Order Ranking. This can be seen in (64) below,revfiee attested orders for OV languages are
precisely those predicted by this ranking. Moreptiee relative frequency of the two orders is
predicted: since neither is more marked than therpboth appear with near equal frequency
(see (62)):
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(64) OV language HEAD-PROXIMATE FINAL-CLAUSE | HEAD UNIFORMITY
a. = N[RELOV] *
b. = [OV REL]N * |
C. N[OV REL] * ;
d. RELOVI]N * * *

Turning now to VO languages, it may seem initialy if, like complement clauses (cf. (25)),

the Harmonic Word Order Ranking allows only oneiropt order, the consistently head-initial

order:
(65) VO language HEAD-PROXIMATE FINAL-CLAUSE ' HEAD UNIFORMITY
a. ¥ N[RELVO] .
b.  [VORELN I !
N[VOREL] * *
d. RELVOIN ] * |

However, recall that while the only constraintsttben apply to linkers are those making up the
Harmonic Word Order Ranking, this is not necesgdhk case with lexical heads. At least
where the lexical head is not a structural-Casgpasgs these may have their own ordering
rules, requiring them to appear initially or finatb any level of their projection. In the case of
relative clauses, the phrase headed by the liskenmediately dominated by a projection of the
noun. We must therefore also consider the resdiere the constraints N-Initial and N-Final

applying to this (partial) projection of the noure antroduced into the ranking.

We find very similar results to those discussethim previous section for the constraints Neg-
Initial and Neg-Final. Due to Final-Clause and éi&miformity, the optimal order for relative
clauses in VO languages determined by the Harmftcd Order Ranking alone requires the
noun to appear in initial position. The constraitnitial (applying at least to the level of
projection of N encompassing the relative clausdls dor the same result. However, it is
possible for the noun to appear in final positibrali three constraints Final-Clause, Head
Uniformity and N-Initial are dominated by N-Finals in the tableau in (66). Because of the
high ranking of N-Final, the a) and c¢) candidatesiemmediately ruled out, and a violation of
both Final-Clause and N-Initial is inevitable. Thiead-Proximate Filter ensures that the b)
candidate, [[VOREL]N], is chosen, also incurring a violation of Helddiformity. On the other
hand, if any one of Final-Clause, Head Uniformity\sInitial is ranked either equally with, or
higher than, N-Final, the a) candidate, REL VVOI] will be optimal. This explains firstly why

there are two possible orders for relative clausegO languages, and secondly gives some
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indication why [[VOREL]N] is much rarer: there are fewer possible rankiteading to this as

the optimal order.

o Voo [ FEE " | S
a.  NRELVO] A | j
b. < [VORELN * * *
c.  N[VOREL] ] o *
d. RELVON T ] -

As regards OV languages, the Harmonic Word OrdeikiRg in any case allows one N-initial
order, one N-final order (see (64)). So the formirbe chosen wherever N-Initial dominates
N-Final, and the latter where N-Final dominatesniidl. Where both constraints are equally

ranked, either order will be possible.

Consider now why a parallel situation does noteawith clausal complements to verbs — that
is, why we do not find complement clauses in preakmposition in VO languages. The
situation where a clausal Dependent in a VO langymgcedes its superordinate Head (thereby
violating both Head Uniformity and the Final-Clausequirement) will only arise if the
superordinate Head has a final ordering constrapplying to the domain of projection
encompassing the superordinate Head and its cl@eg@ndent, this constraint being ranked
sufficiently high to be active in determining thénwing candidate. As we have already
discussed, the direction of headedness of the wailke that of the noun, is established in the
narrow syntax, as a result of a parameter detengitiie direction of assignment of structural
Case. As a result of this parameter, the ordevdsi the verb and its nominal complement is
fixed prior to PF, providing the input for the tallx in (25), (26) and (64)-(66). The
difference between the case of the complement elaughe verb and the relative clause to the
noun arises when it comes to linearising the embeddause with respect to its superordinate
Head. In the case of V, the syntactic paramet#érdetermine the order between the verb and
its nominal complement, but have no effect on ttteoof the verb and its clausal complement.
As we saw in section 3.3, this leads to the pd#sibdf both preverbal and postverbal
complement clauses in OV languages, but excludegdssibility of preverbal complement
clauses in VO languages. N, on the other handjsasissed in the previous section, is not a
structural-Case-assigner and so no syntactic paeana@plies. In this case, therefore, the
direction of headedness of N within its projectimn determined exclusively at PF, with
constraints of the kind N-Initial and N-Final amalble. Since these constraints are PF
constraints, and unconcerned with syntactic pragseisuch as Case, they apply to any and
every kind of Dependent within the relevant domaiirprojection. Therefore the order of the

verb and its nominal object will be fixed withinetinelative clause in the input, but it is possible
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for constraints of the type N-Initial/-Final, subje¢o their ranking, to determine the order of the
relative clause and its Head noun (as in the tabileg63)). The difference in behaviour of
complement clauses to verbs and relative clausesuns is therefore an indirect consequence

of the fact that verbs, but not nouns, assign siratCase.

Returning now to the order [[V@EL]N], the explanation offered above makes a verygigee
prediction. The languages exhibiting this ordesudti be exactly those VO languages that have
an active N-Final constraint applying at least e tevel of projection of N encompassing
relative clauses. That is to say that in thesguages we expect N to be final not only with
respect to relative clauses, but also with respeciny other kind of Dependent within the
domain of the merger of the noun and the relatlaese: we expect any Dependent that sits
lower in the noun phrase than the relative clagserecede the noun in its base-generated
position. Typological evidence from Hawkins (19922, table 5.8) shows that, in languages
where an adjective and a relative clause appetiveosame side of the noun (either preceding or
following), the unmarked order invariably has tldjeative intervening between the noun and
the relative clause. This strongly suggests thatadjective is universally merged below the
relative clause. Another kind of Dependent thay tma merged below the relative clause in the
noun phrase is the possessor, since it is genexaliymed that Universal Grammar has two
available positions for possessors: one mergedididian NP, and one high, in [Spec, DP]. We
therefore expect firstly adjectives to precederthen in [[VOREL]N] languages, and secondly

any low possessor, if present in the langufdge.

The five VO languages listed by Dryer as havingtpaminal relative clauses are the Chinese
languages Mandarin, Cantonese and Hakka, the TBugtman language Bai and the Central
East Formosan language Amis. To this list we adth Razih (or Pazeh), a North Formosan
language (Comrie 2008). In all these languagegterominal relative clause is marked by an

overt linker.

Firstly, the Chinese languages are well known teeha consistently N-final noun phrase,

thereby bearing out the prediction (see (6) anda§well as numerous examples in chapter 2).

Bai is a more complex case. According to DryerO@€84), possessors, like relative clauses,
precede the noun, while adjectives may appeartbereside. While at first sight the Bai data

seems problematic, a more detailed study reveatsltke the Chinese languages, Bai perfectly

29 Note that this is not a two-way implication. Lamages with prenominal adjectives will not necesgari
have prenominal relative clauses, since the domgadjectives within the noun phrase is smallentha
the domain of relative clauses. Therefore it isgilale to have an active constraint N-Final apgjyonly

to the smaller projection of N covering the domafirmdjectives, leaving the order of relative clausdth
respect to N unaffected.
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bears out the prediction concerning VO languagdh wienominal relative clauses. Recall
from section 3.3 that our theories of harmony arhatmony are concerned not with the
surface order, but with the base-generated ord@&herefore the predicted restriction to
prenominal position for Dependents of the nouraimguages like Chinese, Bai, Amis and Pazih
need apply only at the base-generated level. éncdse of Bai, there is good evidence for
movement of the noun from final position. The aad order is usually A-N-Dem-Num, with
N-Dem-Num-A also attested (Cinque 2005a:319, fn11Q,Dryer 2008e:84), though the latter
may exist only in written language as a borrowimgnf Chinese (Abels and Neeleman
2012:55). Extensive work by Abels and Neeleman09202012) on the crosslinguistic
distribution of these four elements shows thatattkers attested in Bai are not possible as base-
generated orders; they can be derived only by &ftermovement of (a projection of) the noun
from final position. Specifically, the order A-Neh-Num is derived by movement of the noun
with pied-piping of the adjective, as in (67)a),iltihe order N-Dem-Num-A would be derived

by movement of the noun alone, as in (67)b):

(67) a) [A N} [Dem Numt;]

b) N [Dem Num At;]

Turning to the Formosan languages, Amis has premanasdjectives, while possessors may
appear on either side of the noun, the postnonpiosition being preferred (Joy Wu, p.c.). The
appearance of the possessor following the noun W®we not necessarily problematic,

depending on whether this possessor is the lowegess, merged below the relative clause, or
the high possessor, in [Spec, DP]. If the postnainpossessor in Amis is associated with D,
and hence outside the domain of the relative clatseppearance in final position poses no

problem.

In the final language, Pazih, possessors and adjedboth precede the noun (see P. Li 2000; P.
Li and Tsuchida 2001). Pazih then, like the Chinlemguages and Bai, supports the proposal
that among VO languages, prenominal relative ckaase available only in those languages that
have an active N-Final constraint applying at legigtiin the domain of relative clauses, while,

on the basis of the data available, Amis is attleasipatible with this prediction.

We have seen then that the theories of word ordérf@rward in this chapter not only
successfully derive the attested cross-linguigstridution of relative clause markers, including
the presence of prenominal relative clauses in ®i@uages, but also place a restriction on

exactly which VO languages should allow this option
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Before leaving the relative clause data, it is Waaying something about relative clauses that
are marked not by a linker, but by an affix marksgpordination. It has sometimes been
claimed that, in addition to the orders given i8)(6&he order [N[OVREL]] is also attested
(Hawkins 1990:244, 1994:85; Cinque 2005b). Howgtlex languages allegedly exhibiting this
order — the Pama-Nyungan languages Dyirbal and Kaaniji® Hurrian (Hurro-Urartian),
Lushei (or Mizo, Tibeto-Burman) and Sumerian — msuwkordination in the relative clause not
by means of an independent syntactic head (thatlisker), but by a suffix on the verb (see C.
Lehmann 1984:76-78; De Vries 2002: Appendix*1l)This is demonstrated by the Dyirbal
example below. Here the verb in the relative adaissmarked by a relative suffixyu, which
replaces the tense sufffbixon 1969:37; C. Lehmann 1984:73). That it iddad a suffix,
rather than a syntactically independent cliticeviddenced by the fact that the relative marker is

followed by the ergative case marker, itself aiguff

(68) yibi [yaafgu [njahgangu djilwalmagu-ru]]bura-n. Dyirbal
woman mareRG  childERG kick-naj-REL-ERGseeT
‘The man who had kicked the child saw the woman.’ (Dixon 1969:38, ex 12)

According to Lexical Integrity, affixes in fact shld not fall under the restrictions of the
Harmonic Word Order Ranking. We argued in chapteéhat affixes do not project in the
syntax and are therefore inaccessible to the syctaxponent (see, among others, Di Sciullo
and Williams 1987; Spencer 1992; Joseph and Snhimowilos 1993; Ackema and Neeleman
2002 et seqfor further evidence supporting this view). If affix does not head its own
projection within the extended projection, it ibgct to neither the Head-Proximate Filter nor
Head Uniformity. Greater freedom for semanticallgcuous affixes than for semantically

vacuous heads (linkers) is therefore predicted.

%0 Cinque (2005b:58, 80) also claims this languadsbits the order [V[OVC]]. The ‘complementiser’
here is the same subordinating suffix as useddndhative clause. As in Dyirbal, further suffixesn be
added to this subordinating suffix. See Patz (2002

31 Cinque (2005b) also cites the Na-Dené languageeSin the Paya language Pech, and Teribe as
examples of languages displaying this order. & ¢hse of Slave the alleged relative clause marker
makes a semantic contribution, and hence is nota linker (see Rice 1989:847.2). Disharmony is
therefore predicted to be possible. In Pech, thker of subordination is transcribed as an affid also
seems to make a semantic constribution (Cinquelt28@% | have not been able to find any informatio
on Teribe.

Cinque (2005b:60-61) further gives the South Sentithguage Tigre as an example of the ordeel|[
TP]N], which is also ruled out for true linkers tiye Head-Proximate Filter. In this case the allege
relative clause marker — which is not restrictednitial position in the clause — is in fact a marlof
definiteness. See Palmer (1961) and Raz (1983).
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3.5.2 Linkers Elsewhere in the Noun Phrase

We have seen then that the Harmonic Word Order iRgnk (23), together with the theory of
disharmony presented in section 3.4 and the dmecwwf Case-assignment parameter,
successfully accounts for the distribution of twpds of linker: complementisers and relative
clause markers. We have seen that for both typdmler, the dominant constraint in the
Harmonic Word Order Ranking, the Head-ProximatéeFilremains unviolated, irrespective of
the ranking of any specific constraint targeting texical features of the superordinate Head.
At least for these two types of linker then, thagalisation in (2)a) holds true. In section 3.2.1
a third, broader, set of linkers was mentioneckdns used more generally in the complex noun
phrase, the Dependent being of any category. B#iawgise semantically vacuous functional
heads, this set of linkers is also predicted tofarom to the Harmonic Word Order Ranking.
The only difference here will be that, where thep®adent is not clausal, the Final-Clause

requirement will not come into play.

As with relative clause markers (a subset of liskarthe noun phrase), we are dealing here for
the most part with a superordinate Head — alway®uan — and a Dependent of differing
category. As with relative clauses, therefore, expect different results depending on the
ranking of the constraints N-Initial and N-Finalpfdying to the domain of the relevant
Dependent) with respect to the Harmonic Word Omdanking. Let us consider firstly the
results where either N-initial or N-Final dominatssleast part of the Harmonic Word Order
Ranking. If the Dependent marked by the linkerfedsf from the noun in direction of
headedness, violations of Head Uniformity will leguisite. We saw in the previous subsection
that in VO languages with prenominal relative césjsuch as Mandarin Chinese, N-Final must
dominate at least Final-Clause and Head Uniformifherefore, where the noun takes a head-
initial Dependent of any kind within the domaintbe N-Final constraint, the linker marking
the relationship will necessarily violate Head Wnihity in order to obey the Head-Proximate
Filter. We saw an example of this in (7) aboverfrMandarin Chinese, where the noun was
modified by a head-initial PP. This is motivated(69): as the highest head in the extended
projection of the PP Dependent, the Head-Proxirkréter requires the linker to be adjacent to
the Head noun; of the two candidates (a) and bgtimg this requirement, only a) also obeys

the undominated N-Final constraint:

(69) Head-initial HEAD- iN-FlNAL FINAL- | HEAD N-INITIAL
Dependent PROXIMATE | CLAUSE | UNIFORMITY |
a. “ [P NPLNK]N * *
b.  NENKP NP] o
c.  INKPNP|N TR -
d. N[P NANK] * o g *
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On the other hand, in a language where the conttrii-Initial and N-Final are ranked below
the Harmonic Word Order Ranking, we expect alléhrenstraints in this ranking to be obeyed
wherever applicable. An example of such a langusiffee Malayo-Polynesian language Batad
Ifugao. The linker in this language has two allopis: an enclitien, used where the preceding
word ends in a vowel, and the independent wandused immediately following a consonant.
Unmodified adjectives precede the noun, with arri@ning linker, as in (70)a). Where
however the adjective is modified — a head-int@hstruction — the AP must follow the noun it

modifies, the linker again appearing in intervenggition. This is shown in (70)b):

(70) a) nan [nappuhin] tibung Batad Ifugao
DET bad#+NK  wine.jar

‘the bad wine jar’

b) nan tibung &n napmhih pan-nig-a’]
DET wine.jar LNK bad MANNER-see-EG
‘the wine jar which is bad with reference to thepaee it (Dryer 2007:127, ex 175)

The data here can be easily explained if we asshenfollowing ranking for Batad Ifugab:

(71) HEAD-PROXIMATE FILTER >> HNAL-CLAUSE, HEAD UNIFORMITY >> N-HNAL >> N-
INITIAL

The linker must always obey the dominant constrahe Head-Proximate Filter: therefore it
will be final if the Dependent is prenominal, amdgtial if the Dependent is postnominal. We
firstly consider the case where the noun is modibg a complex head-initial AP, as in (70)b),
and motivated in the sub-tableau in (72). If tleadrinitial AP precedes the noun, the linker
will be final, so violating Head Uniformity, as candidate b). In order to obey both the Head-
Proximate Filter and Head Uniformity, the compleXP Aollows the noun, the extended
projection of which is headed by an initial linkes in candidate a). The consequent violation
of N-Final is irrelevant, since this constraintéasmked below Head Uniformity. We now turn to
the case where the adjectival Dependent of the neutself unmodified, as in (70)a), and
motivated in the sub-tableau in (73). In this chllead Uniformity is no longer relevant, since
the adjective is non-branching and hence does an¢ b direction of headedness. Here then,
N-Final does come into play: of the two candiddbed obey the Head-Proximate Filter, it is the

candidate that obeys N-Final, [IAK]N], that is optimal:

%2 See fn 28.
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el P i e L

(72)| & “ NILNK A XP] i *

b. [A XPLNK]N i *| *

c LNK A XPIN *| *

d N[A XPLNK] *1 * *
(73)| @ “[A LNKIN *

b NLNK A] "

c. LNK AIN *| *

d. N[ALNK] %I *

The above findings therefore confirm those of trevipus subsection: where a linker marks the
relationship between a superordinate Head and Dieperof differing category, we may find
otherwise unexpected violations of the Final-Clausguirement and Head Uniformity.
Irrespective of the ordering properties of the saopknate Head, however, it is predicted that
the dominant constraint in the Harmonic Word Ordanking, the Head-Proximate Filter, will
always be obeyed by a linker (hence the generasat (2)a)). With one potential exception,
to be discussed below, the results in (10) conthat this is indeed the case for linkers in the

noun phrase.

As with complementisers, there may be surface timla of the Head-Proximate Filter. The
surface violation poses no problem as long asittked obeys the Head-Proximate Filter in its
base-generated position; in other words, this eamelgarded as a counter-bleeding effect. |

know of three (sets of) languages displaying sustrtace violation.

Firstly, such examples can be found in possesgiwstauctions in the languages of the East
group of Central Sudanic. In these languages sgsssr can generally either precede or follow
its Head noun. In the former case, marking bylkeli is optional, in the latter case, obligatory.
In both cases the linker follows the possessor Beget®® The two options are demonstrated
below by examples from Mangbutu: the former option(74)a), obeys the Head-Proximate
Filter, while the latter option, in (74)b), at léam the surface does not. (See Tucker 1940:
chapter 8; Tucker and Bryan 1966:56 for furthendat

(74) a) [Km ba] tibena Mangbutu

chief LNK spear

% The form of the linker attaching to the pre- osmminal possessor is in some cases identicah (as
the Mangbutu example in (74) above), and in sorsedifferent.
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b) tikena [knt 6a]

spear chiefNK

‘the chief's spear’ (Tucker &\Bm 1966:56)

However, examples such as (74)b) will not be prolalc if the base-generated order is [[PossP
LNK]N], as in (74)a), and the order [N[PossiK]] is derived via leftwards movement of the
Head noun. That the order [[Poss&RK)]N] is in some sense more basic than [N[PassF]]

can be seen by the fact that, in certain of thasguages, including Mangbutu, *[N[PossP

LNK]] is ruled out where the possessor is pronomithal:

(75) a) mai til Mangbutu
my spear
‘my spear’
b)* tibe mai fa

spear my LNK

(76) a) [enda&a] tibe
his LNK spear

‘his spear’

b)* tibe enddsa
spear his LNK (Tucker & Bryan 1966:57)

Similarly, Tucker (1940:8265) notes that, with #gseception of the Moru languages, the order
[[PossP (NK)IN] is found more commonly in this group of langesa than the putatively

derived order [N[PossENK]]. Indeed, in Lendu this latter order is absdtugether:

(77) @) [pi dzq li Lendu
chief LNK.SG spear
‘the chief's spear’
b)* I pi dza
spear chiefNK.SG (Tucker & Bryan 1966:56)

% Moru is exceptional in that it is the order [[PBsgNK)]N] that is absent where the possessor is
pronominal.

105



Chapter 3: Linearisation and Linkers

On the other hand, only the order [N[Possi]] is productively found in a more distantly
related Nilo-Saharan language, Kanuri (Western @al¥ In this language the possessor
phrase follows its Head noun, and is marked by ritige case enclitic;ve (or -be). This

results in the surface order [N[PossE]]:

(78) [fato [ kdm karve]]=ga ruskna. Kanuri
compound man big=NK.GEN=LNK.OBJ |.saw
‘| saw the big man’s compound.’ (Dry2007:83, ex 51)

The above example demonstrates that is indeed a clitic (and hence a syntactically
independent head), as opposed to a suffix; wheeepthssessor is modifiedye attaches
phonologically not to the possessor nokénf), but to the final word of the possessor phrase as
a whole kura). Being a syntactically independent head serimmgnark the presence of a
relationship, the case clitic is a member of tresslof linkers, and therefore predicted to be
subject to the Head-Proximate Filter at the basegded level. In order to maintain
exceptionlessly the generalisation in (2)a), it ldoneed to be shown that the order given in

(78) can only obtain as the result of movement.

Cyffer (1998:51) reports that the general ordenhgomponents within the Kanuri noun phrase
is as in (79). While this order itself is not ditly indicative of movement, it is not
incompatible with it. It is possible that the gir@-marked possessor in fact underlyingly
precedes the noun (conforming to the Head-Proxinkalier), and the noun then moves
leftwards around the possessor to initial positjost as we proposed for the East group of the
Central Sudanic languages above. Since this patenbvement cannot be proven by the data
available, however, Kanuri must remain a potentibbugh not proven, counterexample.
(Though see section 4.6 for evidence from the aonatd structure that the Kanuri noun phrase

behaves as if it were underlyingly noun-final.)
(79) N - Possessor phrase — Adjectival - Relatilaigk - Dem/Det - Additive adjunct
The final language, Pashto, displaying the invexsgace order, provides direct evidence for

movement (as we have already discussed in secoR)2 This language uses the linkierto

mark a possessor phrase, exhibiting the surface {@dPossP]N, as shown below:

% Like the Central Sudanic languages, the ordergMswithout any linker can be found in Kanuri, but
is largely restricted to compound nouns (Tucker Bngin 1966:192).
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(80) [de Asad][maar] Pashto
LNK Asad car
‘Asad’s car’ (Larson 20@, 56)

Larson (2009) provides evidence suggesting thatwiird order is the result of movement of
the possessor phrase headedl@y His argument is based on the fact that wheredhevant
extended nominal projection is the complement gbreposition, the linker and possessor
precede this preposition, as exemplified in (81Upwe In order to maintain compositional
semantics, the possessor must have moved out ofotineal complement of the preposition.
Therefore, if, as the data suggests, the base-afexeorder is [NjJe PossP]], Pashto perfectly

conforms to the Head-Proximate Filter, and consetijuthe predicted pattern for linkers.

(81) a) [de Asad] [p chaqut] Pashto
LNK Asad with knife
‘with Asad’s knife’ (Larson @9, ex 58a)

b)* po [de Asad] chaqu
withLNK Asad knife (ex 57a)

3.5.3 Linkers Elsewhere

The prediction that linkers should obey the HeaaxPnate Filter at the base-generated level is
of course not restricted to linkers in the nouragker It is predicted to apply to any semantically
vacuous syntactic head that serves to mark agekitip between a superordinate Head and its
Dependent. We have already seen that this is dlse or subordinating complementisers,
relative clause markers and other linkers in thennghrase. Linkers however are not limited to

these domains.

Firstly, they may also occur in the form of synieally independent case markers — that is,
realisations of the head K (see Lamontagne andisT6887; Bittner and Hale 1996) — at least
where the case is purely structural and hence ma&esemantic contribution. Syntactically
independent case-markers of this kind are founthmguages such as Hindi-Urdu, Marathi,
Persian, Japanese, Korean, Turkish, Harar OromoudkaKhoekhoe (or Nama, Kwadi-Khoe),
Miskitu (Misumalpan), Shokleng (or Xokleng, Ge-Kgamg) and Yele (Yele-West New
Britain), all of which are OV, and in the VO langes Khasi (Northern Mon-Khmer) and
Samoan (Polynesian). In all these languages thee-warker intervenes between the
superordinate Head and its nominal Dependent; ipdstnominal in OV languages and
prenominal in VO languages. We have seen exanagbldss for the OV languages Persian in
(28) and (84), Harar Oromo in (43) and Kanuri ir8)(7 An example from Khasi, a VO

language, is given below:
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(82) Ka la vyo"ii ya 'u  khlaa]. Khasi
she PST see LNK.ACC the tiger
‘She saw the tiger.’ (Bittner & Hale 1996ek 4a, citing Rabel 1961)

Secondly, a linker may be used to mark the relatign between an adjective and its
complement. Where the complement is nominal, inyr@ses the same linker is used here as
that used between a Head noun and its nominal Diepénfor example, many languages use a
purely functional adposition, such a§in English, to mark the relationship, while thedda

Iranian languages use the ezafe/izafe(t). An elammiven below from Persian:

(83) asedte Hasan] Persian
in.love=LNK Hasan

‘in love with Hasan’ (Larson () ex 6a)

Where the complement of the adjective is claudal,linker used is frequently identical to the
subordinating complementiser — that is, the linkeed more generally to introduce clausal
Dependents. (Note that in this case, preciselystimae predictions as those regarding the
relative clause marker arise: we expect OV langsiage allow freely both pre- and
postadjectival complement clauses, as long adrkerlintervenes, while VO languages should
allow preadjectival complement clauses — with alfimker — only if the adjective has an active

final ordering constraint.) An example is giveridvefrom Persian:

(84) xoShal ke 3ah keSvara tark kard] Persian
happy LNK Shah countryeNK.ACC left did
‘happy that the Shah has left the country’ (Larson 2009, ex 27b)

While a thorough study is beyond the scope oftthesis, as far as | am aware, linkers used to
mark the relationship between an adjective andadtmplement, whether clausal or nominal,

again, as predicted, always intervene linearly betwthe two.

A third way in which linkers are used in some laages is to introduce adverbials. This is
shown below for Tagalog (Malayo-Polynesian), Bairidarin Chinese and Romanian. The
adverbial introduced by the linker may act as aiffexdvithin either the (extended) verb phrase
or the adjectival phrase (as in, for example, (9he adverbial itself may be either adjectival
(as in (85)-(88), (91)) or nominal (as in (89)-(Pb) category:

(85) a) Umalis ha bigla] ang bisita. Tagalog

left LNK sudderTop visitor
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b) [Bigle=eng] umalis ang bisita.

suddenxNK left  TOP visitor

‘The visitor left suddenly.’ (Rmb2002:6, ex 10)

(86) sPyw®® lw tsu®® xe>® [no®tui™. Bai
willow this cL grow LNK straight

‘This willow has grown straightly.’ (Dryer 2008ex 40a, citing Xu and Zhao 1984:53)

(87) xw*tsi® lw® sug>tshke™ [no™ xa>%teg™.
plum thiscL red LNK good-looking
‘The plums are red in a beautiful way.’ @ob, citing Xu and Zhao 1984:54)

(88) Ni keyi [manmandeg zou. Mandarin Chinese
you can  slow  LNK walk

‘You can walk slowly.’ (Rubin @R:25, ex 28a)

(89) Women [kexue dg yanjiu nei-ge wenti.

we sciencaNK research thatt problem
‘We will research that problem scientifically.’ (p26, ex 28d)
(90) Se cinta de obicei] acolo. Romanian

RFL sings LNK custom there

‘One usually sings there.’ (pl7, ex 18)

(91) Problem=a este [[curiode grea].
Problem=the is CUriousNK toughFr

‘The problem is curiously tough.’ p16, ex 16ai)

In all the above examples, the linker, as predictetervenes between the adverbial it
introduces and the predicate it modifies. Thigasticularly interesting in the Tagalog, Bai and
Romanian examples. Firstly, Tagalog is interessinge it allows modifiers to appear on either
side of the Head they modify (Schachter and Ota8&®; Kroeger 1993). The linker however
remains in intervening position, preceding the etilje in (85)a) and following it in (85)b).
Note that the phonological difference in the linkarthe two examples is purely due to
phonological environment: if the preceding word €edther in a vowel, or in /n/, /h/ ci// the
linker has the enclitic forrmg, becoming the syllable coda of the preceding welskwhere, it

occurs as an independent woral(Schachter and Otanes 1972).
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A similar situation occurs in Romanian: the nomiadverbial follows the verb in (90), while in
(91) the adverbial precedes the adjective it mesdlifi The linkerde, correspondingly precedes

its complement in (90) and follows it in (91).

Finally, in the Bai examples in (86)-(87), the adbial follows the predicate it modifies, hence
the linker, no®, precedes its complement. However, the followexgmple shows that this
same linker, when marking the relationship betwaemun and a relative clause, must follow

its complement:

(92) [[&* ts€'tsa® no® sx*° xa> yo* Bai
write tidy LNK word read easy
‘Words that are written tidily are easy to read.’
(Dryer 2008e, ex 39, citing Xu & Zhao 1984:73)

The different ordering possibilities for the linkier fact acts as confirmation to our analysis of
the order [[VOREL]N], at least in Bai. It was argued in subsect8ob.1 that this order comes
about due to the high ranking of an N-Final ordgronstraint. The fact that the linkeo®
clearly does not have an ordering rule, while weehseen that the noun in Bai does, confirms
that the order [[VOnc®]N] must be the result of an ordering constrairtoasated with the

semantically contentful noun, as opposed to theaséinally vacuous linker.

The Tagalog, Romanian and Bai data therefore djreapport the proposal put forward in this
paper: the position of the linker, being semaniycabcuous, is determined not by its own
ordering constraint, but its choice of positiorsigject to the optimal position in terms of the
Harmonic Word Order Ranking, with the dominant ¢omist, the Head-Proximate Filter,

always obeyed at the base-generated level.

We have seen then that the generalisations in ri@)saccessfully derived by the possible
interactions of the Harmonic Word Order Rankingspreed in section 3.3 with the feature-
specific ordering constraints presented in secidn for linkers (with the possible exception of
the gentive-case-marker in Kanuri), the dominamist@int in the Harmonic Word Order
Ranking, the Head-Proximate Filter, will alwaysdizeyed at the base-generated level; for any
other head, while there is a cross-linguistic pexiee for harmony, disharmony will always be
possible, either through violation of Head Unifatynjas in (12)c),d), (13)c),d), (36), (44)-(46),
(47)b)-(50) and (55)-(57)), or through violation thie Head-Proximate Filter (as in (15)c),d),
(16)c),d), (17)c),d), (39), (40), (59) and (61Moreover, when coupled with the direction of
Case-assignment parameter, this approach alsorgsdou certain left-right asymmetries in the

cross-linguistic distribution of clausal Dependdiatyerbs and nouns in VO and OV languages,
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as well as the comparative frequency of distributidn particular, it makes a very precise

prediction about exactly which VO languages sh@édnit prenominal relative clauses.

Before concluding our study, we return to the altive generalisation over disharmonic word
orders mentioned in the introduction: FOFC. | aiigue, following Hawkins (2010, 2011), that
FOFC is both too weak and too strong, permittingaie unattested orders for linkers, and

incorrectly ruling out the final-over-initial ordéor a number of other heads.

3.6 Harmony, Disharmony, and FOFC
3.6.1 FOFC and Linkers

We begin by considering the predictions of FOFCeamgmrds the distribution of subordinating
complementisers, relative clause markers, anddinkethe noun phrase. FOFC, as formulated
in (3), predicts that, where the two are categgriabn-distinct, a head-final phrase cannot take
a head-initial phrase as its complement. Thiseisamly true of the complementiser data (see
(24) above): VO languages cross-linguistically @ Imave clause-final complementisers, while
OV languages allow both clause-initial and clausaHcomplementisers. This is precisely the
prediction made by FOFC, irrespective of the hendssl of intervening heads, as has been
widely documented in the FOFC literature (Biberageal 2007 et seq: either the head-final
CP itself immediately dominates an initial TP, ag§93)a), or a head-final TP (or some other
intermediate projection) immediately dominates thétial VP, as in (93)b). Both
configurations are ruled out by FOFC: the ungrantabhbrders *[V[VOC]] and *[[VOC]V]

are therefore ruled out.

(93) a) [[T VPIC]

b) [VO TIC]

Section 3.3 highlighted a second curiosity in tla¢ad although OV languages allow clause-
initial complementisers, a clause headed by sudomplementiser must always appear in
postverbal position, never in canonical object paisi This requirement is also captured by
FOFC as it is formulated in (3). According to tifesmulation, the domain of FOFC extends
across both clauses since both allegedly formglesiaxtended Projection: matrix V and C both
bear the feature [+V], such that CP is a catedgrian-distinct complement of V. As pointed

out by Sheehan (2008:2, 14), Biberauer, Newton $imeehan (2009:85.1) and Biberauer and
Sheehan (2012), it is therefore predicted thatraptementiser-initial CP cannot be dominated
by a head-final VP. Therefore complementiserdhitlauses are only possible postverbally,
ruling out the ungrammatical orders *[[CVO]V] and[GOV]V]. Note however that this

explanation comes at some theoretical cost. Ieraxinclude this data within the explanatory
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scope of FOFC, Biberauer, Holmberg and Roberts(QR@te forced to add a stipulation to
Grimshaw’s (1991/2005, 2000) notion of extendedgmtion, allowing an extended projection
to include the complement of its lexical head, @ylas the two are categorially non-distinct.
This added stipulation has serious consequencesmsiaw (1991/2005, 2000) provides a
wealth of convincing evidence that features withim extended projection cannot contradict
each other. This however is not the case betwednxmand complement clauses: for example,
in the Malayalam and Bengali examples in (27) 88),(the two clauses have different tenses,
while in the Persian example in (28) they differ aspect. If the definition of extended
projection is to be extended in the manner Bibaradelmberg and Roberts suggest, the claim
that features within an extended projection cacoatradict each other will therefore have to be
given up, thereby losing much of the explanatorywgoof the original notion of extended
projection.

This leaves one more unattested order: *[V[OVC]FFOFC does not provide a direct
explanation for the ungrammaticality of this ordefr Hawkins 2011). Biberauer and Sheehan
(2012:229) however posit that the absence of ttdsracan be explained indirectly by FOFC: if
complement clauses in OV languages appear in pbstvposition purely to avoid violating
FOFC, there is no reason for a clause that wouldotiterwise violate FOFC in preverbal
position to appear in this postverbal position.isTéxplanation is therefore dependent on the
assumption that the process resulting in postverbaiplement clauses in OV languages is a
more costly operation than that used for prevedmss. However, we have already seen in
section 3.3 that in both cases the complement elsusase-generated; neither operation is more
costly than the other. Therefore attributing th@ngmaticality of [[OVC]V] versus the

ungrammaticality of *[V[OVC]] to economy seems dobs*

On the face of it, then, it seems that FOFC, like Harmonic Word Order Ranking,

successfully allows the grammatical orders in (24)d unequivocally rules out at least the
majority of the ungrammatical orders. When we labkhe data in more detail, however, the
situation is not quite so simple. The explanafmrthe absence of final complementisers in VO
languages is based on the assumption that FOFG lelel all heads in the extended verbal
projection. The typology in (24) shows that FOH@ays holds as a descriptive observation
regarding the order of the complementiser relativehe verb it c-commands. However,

examples such as the following from Canela-Kraldsthat FOFC does not necessarily hold

between CP and TP: here a CP with a final complé&sema immediately dominates a TP

% Indeed, under an LCA-based analysis such as tugited by Biberauegt al, all complement clauses
must be base-generated in postverbal position, Gard only appear in preverbal position due to
movement.
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with an initial tense-heade. Canela-Kraho thereby instantiates the orde®8)d), predicted

by FOFC to be ungrammatical:

(94) i=te
1=PsST 2=PST there

[a=te ihmutri, capiijkwa ri,a=kra cahhyna] a=pupun. Canela-Krahd
Capihouse at 2=child beatNKk 2=see

‘| saw you beat your child there, at Capi's house.” (Popjes & Popjes 1986:138, ex 73)

On the other hand, the theories of word order pawdrd in this chapter can account for the
Canela-Krah6 data by assuming that in this langulagesonstraint T-Initial dominates both T-
Final and Head Uniformity, and Head Uniformity domies Final-Clause, as in the tableau in
(95). The constraints T-Initial and T-Final areagable since the head T has syntactic features
referring to semantics. Since we are dealing aitlOV language, the optimal candidate must
violate both T-Final and Head Uniformity, in order obey the higher-ranked T-Initial (as in
candidates a), b) and d)). In addition, as we Isan is invariably the case in OV languages
(section 3.3), either a second violation of Headfd/mity by C or a violation of Final-Clause
will be requisite in order to obey the Head-Proxiengilter. This leaves candidates a) and b).
Since in this language Head Uniformity dominatesaFClause, candidate a), in which the C-

final complement clause precedes the verb, is @btim

(95)| Canela-Krano PRgiﬁv?/;TE T-ANITIAL | T-FINAL UNIEEQII\D/IITY (l::ll_NAﬁLSE
a. = [TOVCV | " * *
b.  V[CTOV] > i
c. [OVTC]V *| *
d.  V[TOVC] * * *
e. V[OVTC] *1 *1

The order in (93)b), on the other hand, does indeedn to be ungrammatical (see (24)). Here
the FOFC violation is incurred not by C, but by Fiowever, we have already seen evidence in
from the typology in (12) and the data in (46) ssjmg that, contrary to previous claims, T
and other intermediate heads in the extended verbgdction by no means always comply with
FOFC; the order [[VOI]T] certainly seems to exiSthe explanation for the absence of the order

*[VOC], where there are intermediate functional d&aherefore cannot lie with FOFC.

Given the empirical facts, then, the grammaticatifythe order [[T VP]C] as manifested by
Canela-Krah6, and, | would argue, the ungrammaiycaf both *[VOC] and *[V[OVC]] all

fall outside the explanatory scope of FOFC. Moggpthe presence of the FOFC-violating
order [VOC] where C is not a semantically vacuoubosdinating complementiser, but a

semantically contentful discourse particle, suchaasinterrogative marker, as in (13)d) and
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(56)-(57), remains problematic (see subsectior2élow for further discussion). On the other
hand, the account proposed in this chapter not satgessfully derives both the attested and
unattested orders for semantically vacuous subatidip complementisers, as well as their
frequency of occurrence, but also permits the dmbaic order [VOC] wherever C is

semantically contentful.

While FOFC at least partially accounts for the ctamgentiser data, the data for relative clause
markers and more general linkers in the noun phaasstudied in the previous section falls
outside the scope of FOFC, since both disharmordere are absent, and not just the final-
over-initial order (cf. Hawkins 2010, 2011). Givdre provisos in the most recent formulation
of FOFC, as in (3), even the ungrammaticality & fimal-over-initial order (*[REL TP]N] and

*[[ LNK XP]N]) in (10)d) and (11)d) is not predicted by FOFsince the relative clause and the
majority of other Dependents introduced by linkémsthe noun phrase are adjuncts, not
complements, and are arguably of different categdfgre seriously, FOFC appears to rule out
certain attested orders: under FOFC instanceseobitther [[VOREL]N] and [[P NPLNK]N] are
counterexamples that require explanation, sinceaalfinal linkerphrase dominates an initial
VP or PP. See examples in (7) and (92) above @)doelow:

(96) [zuotian chi yuroudg ren Mandarin Chinese
yesterday eat fish LNK person

‘the people who ate fish yesterday’ Payl to appear b: 4, ex 8a)

3.6.2 FOFC Elsewhere

We have seen then that in terms of linkers, FOR@atcapture the full range of unattested
orders, and in a few cases disallows grammatiagrsr As regards non-linkers, FOFC again
cannot fully capture the data. It is predicted théead-final phrase cannot take a categorially
non-distinct head-initial phrase as its complemeHbwever, the data we studied in sections
3.2.2 and 3.4 (see (12)-(14), (45), (46), (48),) @ad (56)) suggests that this prediction is too
strong; the final-over-initial order is cross-lirigtically dispreferred, but not ungrammatical.
Moreover, in general the FOFC-violating final-oveitial order, where head and complement
are categorially non-distinct, does not seem toabg rarer than other disharmonic orders
permitted by FOFC: either the initial-over-finalder, as in the c) examples in (12)-(17), or the
final-over-initial order where head and complemené categorially distinct, as in the d)
examples in (15)-(17) (cf. Hawkins 2010, 2011).

In section 3.4 we looked in some detail at the gmes of disharmony for tense, aspect, negative
and interrogative markers. As predicted by thethef specific constraints targeting heads

with syntactic features encoding semantics, we doewidence for both initial-over-final and
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final-over-initial structures. For FOFC, howevehese final-over-initial structures are
counterexamples that require explanation. Herevildake a brief look the explanation of the
counterexamples offered by Biberauer, HolmbergRblerts (2010), and why, at the very least

in the case of the Lagwan data, it appears to dderuate.

In the case of final tense and aspect markers inl|a@uages, Biberauer, Holmberg and
Roberts (2002t seq propose that a distinction should be made betwsenflected particles
and inflected auxiliaries. They claim that, whilee order [[VO]T/Asp] is widely attested for
the former, it is strikingly absent where the téaspect marker is an inflected auxiliary. One
seemingly strong piece of evidence for making thiinction is taken from Bwe Karen, a
Tibeto-Burman language with VO order. In exam@é)(below, an uninflected aspect particle,
lo, appears in final position. Example (98) showat,tlon the other hand, the tense marker,
which appears to be inflected with subject agred¢npmecedes the verb. Biberauer, Holmberg
and Roberts use this to argue that the particke gdpect marker in (97)) and the auxiliary (the
tense marker in (98)) differ in distribution; moweo, it is the auxiliary that avoids a FOFC-

violation.

(97) yo=ca  @yo . Bwe Karen
1sG=see picturasp

‘I'm looking at a picture.’ (Dryer 2008ex €4, citing Henderson 1997:39)

(98) @=d> nmv jo=kh5 pht méa m?
3=say LNK 3=FUT take what
‘What did he say he would take?’ (ex 2¢ing Henderson 1997:187)

However, closer inspection of the language strorsiiggests that the alleged ‘agreement
inflection’ attached to the verb in (97) and to fhure tense marker in (98) is in fact a proclitic
pronoun, since it appears in complementary digiobuwith full NPs, in canonical subject
position. This is shown in example (99), whgré€trap’) is the subject, and in (100), where the
subject of the embedded clause is the fullys& fenu(‘my book’); in both cases the alleged

‘agreement’ is absent:
99) fe ni dokhi 4-do Bwe Karen

trap catch barking.deer orme-
‘The trap catches a barking deer.’ (Dryer 2008e, ex 2a, citing Henderson 1997:258)
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(100)p=bdda nv ys=ce be-nu Eme tho.
1sG=think LNK 1sG=bookcL-that lost PERF
‘| thought that my book was lost.’ (ex, 2ing Henderson 1997:379)

While the order [[VO]Aux] does largely appear toddesent for inflected auxiliaries (though see
Sheehan 2008:8 and Biberauer, Holmberg and Rol2&1€:8-9, fn 4 for some potential
counterexamplesy, this result is actually not so surprising. losh be noted that for many of
the VO languages exhibiting final uninflected tenseaspect particles, there is simply no verbal
inflection in the language at all (Matthew Dryerc.p. This can be seen in (45)-(46) above,
where not only are the final tense and aspect matkanflected, but also the verb itself and the
initial aspect marker. In such a case we wouldllgagxpect inflection to turn up on the final
markers. Moreover, even in languages that do alyispbme subject agreement, the results are
not altogether unexpected, as pointed out by Jk&02:52-3, fn 32). Julien suggests that
uninflected tense particles are T heads to whieh wbrb has not moved, while inflected
auxiliaries are often V+T combinations. The latshiare the distribution of any other finite

verb.

Moreover, in order to legitimately exclude uninfled tense and aspect particles from the
predictions of FOFC, it would need to be provent ttheey are not heads in the extended
projection of the verb. For example, many tensagmpect markers may have semantic (near)
equivalents in adverbs. If, however, the finalseeand aspect particles were phrasal it would
need to be shown: for example, we might expecety frstly, evidence for internal structure
through the possibility of modification; secondlygssible focus-movement of the patrticle;
thirdly, possible coordination of the particle widmother phrase, but not with another head.
Moreover, in order for FOFC to hold, the final pelg would have to be phrasal all the
languages exhibiting the order [[VO]T/Asp].

As regards negative and interrogative markers, liber, Holmberg and Roberts (2010:81-85)
claim that they are syncategorematic; that is, tiether c-select nor are c-selected, and hence
are in some sense outside the verb’s extendedctimmje Such an analysis is incompatible with
the examples we looked at from Lagwan in (50)-@&dd (56)-(57). Firstly, the comparison of
the imperative and the prohibitive (cf. (52) an@®)j5strongly suggested tha§ the negative
head in Lagwan, must select TP, not VP, and henagvolved in c-selection. Secondly, if an

interrogative marker is syncategorematic and cabeat-selected, it is predicted that it should

7 Svenonius (2000:21, fn 5), citing Dryer's (1998tabase, lists two Central Sudanic languages
displaying the order [[VO]Aux], where Aux is infle — Mbay and Ngambay, both of the Sara group.
However, my own research into these two languabased on Vandame 1963; Fortier 1971; Thayer
1978) has found no evidence for this order. (Thae both inflected auxiliaries and final aspectual
markers, but not the desired combination of finflected auxiliary.)
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only be able to appear as the highest head inquedtions; it should not appear in subordinate
clauses (Biberauer, Holmberg and Roberts 2010:83pwever, example (57) above shows
directly that the final interrogative marker in lvean, 4a, can indeed appear in subordinate

clauses.

Bailey (2010) and Biberauer, Holmberg and Robef810Q:81) also offer an alternative
explanation for the presence of final interrogativarkers in VO languages. Jayaseelan (2008)
and Bailey (2010) point out that in many languadles so-called question particle and
disjunctive connective are homophonous. Baileyi(@@&nd Biberauer, Holmberg and Roberts
(2010:81) use this to suggest that the appareimty} interrogative marker may in fact be an
initial disjunctive connective with an elided sedaronjunct, in a structure of the kind [TP [or
FH|] (cf. Jespersen 1924:323; Katz 1972: chaptereésndhi 2003; Aldridge 2011 on Mandarin
Chinese). It should be noted, however, that thisat the conclusion Jayaseelan (2001, 2008)
draws. (Note, in particular, that in Malayalam,which Jayaseelan’s studies are largely based,
the disjunctive connectiveo, although homophonous with the interrogative mar&annot be
used to coordinate tensed clauses, Jayaseelan630®1:1.) In any case, this analysis cannot
account for the presence of the final interrogativarkerda in Lagwan. The coordination
example in (101) below shows that the disjunctiverzctive is an entirely different morpheme,
ndi:

(101) [G gir] ndi[gi gir sa]. Lagwan
2SG go or &G g0 NEG

‘You leave or you don't leave.”  (Aboukar 2003;%jfoss and English translation mine)

That the final interrogative marker in Lagwan ig adalisjunctive connective is confirmed by its
optional appearance imh-questions. This is exemplified in (102). Thisuléss incongruous

with an analysis whereby there is an elided seamjunct®
(2008:5; cf. also Katz 1972: chapter 2), under tlaaalysis we would expect the

as pointed out by Jayaseelan

interrogative/disjunctive marker to appear onlyhapblar questions.

(202) [ Mk ghin dikimi] (da) ? Lagwan
1PL do how Q
‘What do we do?’

3 Except perhaps with the reading ‘What do we deleat don’t we do?’ This is clearly not the intedde
reading in (102).
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We have seen then that, at the very least in the ohthe Lagwan data, Biberauer, Holmberg
and Roberts’ rationalisation of the counterexampeSOFC is inadequaf®. (See also Paul (to

appear b) for arguments that sentence-final pagiah Chinese are fully-fledged functional
heads, and hence cannot be excluded from the poedicof FOFC.) On the other hand, these
same examples pose no problem under the theorgadfire-specific word order constraints
presented in section 3.4, which allows disharmohgn& a head is either lexical or a functional
head with syntactic features encoding semanties &ny non-linker). Because this theory of
disharmony excludes linkers, these being semalytigatuous functional heads, for these we
are still able to maintain the stronger predictioighe dominant constraint in the Harmonic

Word Order Ranking, the Head-Proximate Filter, iegdo the generalisations in (2).

3.7 Conclusion

| have proposed here that the notion of harmonicdwarder, operating on any basic order
required by Case-assigning properties of the syriaxdefined by the ranking of the Head-
Proximate Filter, Head Uniformity and the Final-@a requirement, with the Head-Proximate
Filter universally taking precedence. Evidencepsufing this ranking has been given by
various types of linker, in particular complemeetss relative clause markers, and linkers in the
complex noun phrase. | have shown that deviatiomfthe optimal order is possible only
where specific ordering constraints target eitheelavant lexical head or syntactic features
encoding semantics. The possible presence or ebdseindisharmony is therefore directly
related to the presence or absence of certainré=atn a head. The combination of these
theories of harmony and disharmony results in #neegalisations in (2). These generalisations
have been shown to be empirically superior to FORGerms of both what is permitted and

what is disallowed.

Furthermore, our study has shown that harmony mee@med not with the surface linear order,
but with the base-generated, or first-merged, orddris suggests that linearisation takes place

prior to the deletion of any lower copies of mowvedterial.

% In addition to the orders discussed above, Bilmtatiolmberg and Roberts (2010:21-25) claim
somewhat controversially (contra extensive workQiyque 2005a and Abels and Neeleman 2009, 2012)
that there are no true examples of the order [[NMNR]Dem]. In order to rule out apparent
counterexamples they are forced to conclude thestetltontain demonstrative positions both above and
below the numeral. In allowing a demonstrativeifms below the numeral, however, they lose any
explanation for the ungrammaticality of the ordBiui-Dem-NP (cf. Abels and Neeleman 2009, 2012).

Secondly, they claim that FOFC holds in morphol¢Biberauer, Holmberg and Roberts 2010:81.1.4),
ignoring clear counterexamples such gls, be[y head]led]. While FOFC does hold as a descriptive
observation over synthetic compounds, the ungraiaidinal-over-initial structures are ruled out on
independent grounds (see Ackema and Neeleman 2.1 Moreover, FOFC as formulated in (3)
only accounts for a subset of these ungrammatical-bver-initial structures: those where the categs

are non-distinct.
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Chapter 4: Coordination and Linkers
4.1 Introduction

In the previous chapters, we defined linkers asasgigally vacuous, syntactically independent
functional heads serving to mark the presence ofndependently existing relationship by
means of structural intervention, and found thattage cross-linguistic generalisations
concerning their structural and linear distributimiowed from these properties. So far, we
have been concerned only with linkers marking ati@hship of subordination, otherwise
known as the Head-Dependent relationship. Inc¢hepter we will explore the evidence that
syntactically independent coordinators, equivaleftend andor in English, likewise meet this
definition and hence belong to the class of linketswill propose that the difference in the
behaviour of subordinating and coordinating linkeisuld be attributed to the difference in the
syntax of the subordination and coordination refehips, rather than to any inherent difference
in the linkers themselves. (Indeed, since linkars proposed not to have any inherent
properties, it follows that their behaviour musvays be attributed to independently motivated
syntax-internal, or phonological, pressures, asafestnated in the previous chapters for their

structural and linear positioning.)

Our first objective will therefore be to establishiether or not coordinators share the defining
properties of, and hence belong to the classrifets (section 4.2). Secondly, we will need to
address the true syntactic nature of the coordinatelationship, both for binary, and for

multitermed, coordination (sections 4.3 and 4.%hese two points established, we will be in a
position to consider the structural and linearritistion of coordinators as linkers in the light of

the findings of the previous two chapters and dscaleries about the syntax of the coordinate
structure (sections 4.5 and 4.6 respectively).cabrdinators are genuine linkers, these two
properties concerning their distribution shoulddal from the assumptions made in chapters 2

and 3 applied to the coordinate structure.

The main empirical contribution of this chapter sists in providing a typology of the cross-

linguistic distribution of coordinators, both inadlinate structures with two Coordinands and
those with multiple Coordinands. It will be showmat there are a number of asymmetries
between the distribution of coordinators where @ownds are head-initial and where they are
head-final. More importantly for the central hylpesis of this chapter, we will see that, as for

subordinating linkers, there are certain disharmpaitterns that are universally absent.

The principal theoretical contribution provided thys chapter consists in providing evidence
that syntactically independent coordinators shheegroperties of, and hence form a unified
class with, the subordinating linkers that we sddin the previous two chapters. It will be

argued that any difference in behaviour betweenwioeresults purely from the different syntax
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of coordinate and subordinate, or Head-Dependénitctares. In making the case for this
central hypothesis, evidence will be provided simgvthat the syntax of coordinate structures is

fundamentally different from that of subordinatistnuctures.

4.2 CoordinatorsasLinkers

We begin by considering the initial evidence thatnfactically independent) coordinators are
linkers — that is, semantically vacuous functiohalds serving to mark an independently

existing relationship.

In the first place, there is evidence that coordirg like subordinating linkers, belong to the
class of functional heads. Grootveld (1992:82)erder (1995:81.4.1) and Johannessen
(1998:83.3) show that coordinators exhibit the \ragjority of Abney’s (1987:43-44) criteria
for functional heads: they constitute a closeddaixclass; they are frequently phonologically
dependent; the coordinator cannot be separatedifsocomplement; finally, coordinators lack
‘descriptive content’. The second and third ofstheproperties are demonstrated by the
examples in (1)-(3) and (4)-(5) respectively. He Kanuri (Western Saharan), Persian (or Farsi)
and Latin examples in (1)-(3), the coordinating joantion is an enclitic, and therefore
phonologically dependent. Extraposition examptegh as those in (4) and (5), are used to
demonstrate that the coordinator always forms astdoent with one or other Coordinand,
presumed to be its complement (cf. Munn 1992:1%rd@er 1995:81.4.2; Haspelmath 2007:8).
In the case of English and Hindi-Urdu, the b) exe®pcontrasted with the ungrammaticality of
the c¢) examples, show that the coordinator forneerestituent with the Conjunct to its right.
While the b) examples show that it is possiblextmagose this rightmost Conjunct, stranding of
the coordinator, as in the d) examples, is probihieven though the extraposed Conjunct is a
constituent in its own right, and even if this ditagnt is rendered sufficiently heavy to justify
Heavy XP-Shift (see section 4.4 below). The onglanation for the ungrammaticality of the
d) examples can therefore be that the coordinatra functional head, cannot be separated

from its complement.

(1) [kém &d=a] [k&mua tadéa] Kanuri

man this=and woman that=and

‘this man and that woman’ (Haspelmath 200&x924a, citing Cyffer 1991:70)
(2) ali[=0 ahmadJfo mohammad] Persian

Ali=and Ahmad=and Mohammad

‘Ali and Ahmad and Mohammad’ (StR004:285, ex 23)
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(3) senat-us [popul-ague roman-us] Latin
senateNOM peopleNoM=and romarMSG.NOM
‘the senate and the Roman people’ (Blasgth 2004:6, ex 11c)

(4) a) John bought [[a bookhid a newspaper]] yesterday. English
b) John bought [a book] yesterdagnfla newspaper].
c) * John bought [a newspaper] yesterday, [a beaoki (Munn 1992:18, ex 39)

d) * John bought [a bookjndyesterday, [a newspaper (with a cricket supple)itent

(5) a)John=ne kal [[ek kitaab]ayr ek maegziin]] khariid-ii. Hindi-Urdu
JohnERG yesterday one book and one magazineARRFF

‘John bought a book and a magazine yesterday.’

b) John=ne kal [ek kitaab] khariid-ii,afir ek maegziin].
John=ERG yesterday one book buwERFF and one magazine

‘John bought a book yesterday, and a magazine.’

¢) * John=ne Kkal [ek maegziin] khariid-ii,ek kitaabJaur
John=ERG yesterday one magazine begRFEF one book and
(Benmamouret al 2010:73, ex 17)
d) * John=ne kal [ek kitaallur khariid-ii, [ek (maheng-ii cricket k-ii)

John=ERG yesterday one book and begRFF one expensive-cricket LNK-F

maegziin]

magazine

The coordinator therefore meets four of Abney's foriteria for functional heads. The only
property that does not fit in with Abney’s criteitathat coordinators in many languages — such
as Englishand andor — allow complements of a variety of different gpitees. Note however
that this seems to be a general property of linkera subclass of functional heads (witness for
example the behaviour dein Mandarin Chinese and the ezafe in Persian apten 2). Given
that the linker does not contribute any featurésrreg to semantics to the extended projection,
it is in principle free to combine with a complemenh any featural make-up or semantic type.
In summary then, we see that not only do coordmsdib the properties of functional heads in

general, but also share the specific charactesisfitinkers as a subset of this class.

! This is ungrammatical under the intended extrajpwsieading, whereby both Conjuncts are within the
scope ofyesterday
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Secondly, while a linker is by definition an indegent syntactic word — a functional head — we
have seen in the previous chapters that the rekdtip-marking function of a linker may also be
served by an affix, or alternatively the relatiopsimay simply remain unmarked. The same is
true of the coordination relationship. Evidencenadrking coordination by means of an affix
can be seen below from noun phrase conjunctioneriPama-Nyungan languages Djabugay and

Kalkatungu (or Kalkutung):

(6) [yabambg-nggu) nyumbembg-nggu)] djama du:-ny Djabugay
brother-and=RG father-and=RG snake killPsT
‘Brother and father (the pair of them) killed aaka.’ (Patz 1991:293, ex 86)
(7) npataai-li- pin [ maa-ci-ka atpci-jana-ka] Kalkatungu

we eatANTIPASS-PART foodDAT-@ meatbAT-and®

‘We are eating vegetable food and meat.’ (Blake 1979:95, ex 5.60)

In Djabugay, coordination is marked on both Conjanby the coordinatormbé, which
follows the noun. In Kalkatungu the coordinatorjana, again follows the noun, but here it
appears only on the second Conjunct. In both laggs, each Conjunct is also marked by a
further morpheme: in Djabugay optionally by the ainge case markernggy and in
Kalkatungu by the morphemka’. The appearance afiggu and-kaon both Conjuncts, rather
than following the coordinate structure as a whivldicates that they are within the scope of the
coordination. Wherenggu and -ka co-occur with the coordinator, however, they inably
follow the coordinator, such that the coordinatacws internally to the Conjunct. This
selective behaviour of the coordinator in both lzamges is best explained-hbaand-jana are
suffixes; if they were syntactic words in theirhigtheir linear position would need to reflect

structural scope over the entire Conjunct, inclgdilgguand-ka.*

Again, like the Head-Dependent relationship, liso possible for the coordination relationship
to occur without any morphosyntactic marking, atstgy known as asyndeton, juxtaposition or
zero-marking. Marking conjunction by asyndetonwiglely, perhaps universally, available
(Payne 1985:25; Haspelmath 2007:82.1), being pdatiy common in Australia and South

2 According to Patz;mbais a comitative marker. However, this analysiense incompatible with its
appearance on both Conjuncts. Rather, it seemghbaelationship in (6) is one of coordinationda
that mbais a coordination marker.

® The precise function okais not clear. See Blake (1979:95).

* It is difficult to judge exactly how widespreadtre affixal strategy for marking coordination. ualy

the only means of distinguishing a suffix from antl@ic in a consistently head-final language isotigh
coordination (cf. §2.2.2). This test however cdnm® used when the morpheme in question is itself a
coordinator. Note however that Haspelmath (200f:2) states that coordinators never show suppieti
suggesting the affixal marking strategy is not \sjgkead.
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America (Haspelmath 2008), though its use as thearailable means of marking conjunction
IS increasingly rare (Payne 1985:82.1.2; Mithun8 3Btassen 2008), a trend that may well be
attributed to the spread of literacy (Mithun 1988357). Examples are given in (8)-(9) below
from the Chon language Ona-Selknam, the Daly laggdaranungku (or Maranunggu) and
Abun (a language isolate of Indonesia). (See @ecti.3.1 below for evidence that the
coordinate structure in such examples has the i@#nsyntactic characteristics of overtly

marked coordination.)

(8) [Kaeran, Kormeen] viek-an. Ona-Selknam
Kaceran Korm&en RFL-chase
‘Kaceran and Kormen chased one another.’
(Stassen 2000:8, ex 14, citing Tonelli 1926:72)

(9) [[mereni kalaniyeni]kili-nya awa. Maranungku
brotheruncle my eatF2 meat
‘My brother and uncle ate the meat.’ (Stas€p0B, ex 11, citing Tryon 1970:83)

(10) Ye ma [[kagitPef] [kagitBamogwerkagitBikar]]. Abun
people come fromPef fromBamogwem from Bikar
‘They came from Pef, from Bamogwem and from Bikar.’
(Berry & Berry 1999:94, ex 5.164)

While asyndeton is more commonly used to mark cwmijan, examples of unmarked
disjunction are also attested, as demonstratedwbéts English, Malayalam (Southern
Dravidian), Dutch and Mandarin Chinese (see alsk 1¥68:32; Payne 1985:82.4; Ohori

2004:56-58, and references cited there). (Wemdtuthese examples in section 4.3.4 below.)

(11) [Five, six] minutes later the bomb exploded. English
(Dik 1968:32, ex 13a)

(12) [aNc-ag]peer vann-irunnu. Malayalam
five-six person COMEERFPST
‘Five (or) six people had come.’ (Ashelk&mari 1997:366, ex 1739)

(13) [Morgen, overmorgen,] het maakt mij nigt. Dutch

tomorrow the.day.after.tomorrow it makes me nait o

‘Tomorrow, the day after tomorrow, | don’t care.’ (Dik 1968:32, ex 13b)
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(14) Welke tekening kies je? [[De zijne,deg hare,][de mijne]?]
which drawing prefer you the his the hers thenami

‘Which drawing do you prefer? His, hers, mine?’ (Bos 1962:47, ex d)

(15) Nii chy fann chy miann? Mandarin Chinese
you eat rice eat noodles
‘Will you eat rice or (eat) noodles?’ (Dik 1988, ex 13d, citing Chao 1961:58)

The fact that coordination can remain unmarked igidher significance: it provides evidence
that the coordination relationship occurs indepetigeof the coordinator (cf. Ohori 2004).

That is, the coordinator does not initiate thetreteship, nor contribute to the compositional
semantics of either Coordinand, but simply marlesphesence of the relationship. In previous
chapters we established that the same was trubeofitker marking the Head-Dependent

relationship.

Similarly, given that the coordinator, as a linkeerves only to mark the presence of a
relationship — coordination — it cannot occur usleach a relationship exists; while there are
examples of coordinate structures without an oseordinator, coordinators do not occur in the

absence of a coordination relationship.

Finally, we saw in the last chapter that, due &irtkack of semantics, linkers form a distinct
class from other syntactic heads in terms of ongerestrictions: they must always intervene
linearly between the members of the relationshigt tthey mark. For any other head,
disharmony is possible. Typological studies shbat the harmony requirement is also true of
syntactically independent coordinators: the coattin invariably intervenes between the
Coordinands whose relationship it marks (MaxwelB4:275; Dik 1997:406; Johannessen
1998:109; te Velde 2000:66; Zwart 2005, 2008pdulo the additional coordinator in

polysyndetic coordination, itself subject to spieciestrictions, which we return to in section
4.6). Therefore subordinating linkers and syntatty independent coordinators are the only
heads for which disharmony is ruled out, a matteictv will be discussed in greater detail in

section 4.6.

There is therefore substantial evidence suppottiaglaim that coordinators belong to the class
of linkers, as a subclass of functional headshdtuld be noted that the claim that subordinating
linkers and coordinators are members of the sarassdcis not a new one. Dik’'s (1983)

Functional Grammar likewise classes subordinatimikels and coordinators together as

® Even in the highly restricted examples of Conjenictp that we will encounter in section 4.3.1, the
dropped Conjunct, and hence the coordination mlakiip, must be present in the pragmatic context.
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‘relators®: ‘Relators may mark a relation of coordinationarelation of dependency’ (Dik
1997:398). Zwart (2009:1599) likewise suggests ttadrdinators are a type of linker, a

morpheme serving to mark a syntactic relationskigvben two elements.

Likewise, the view that coordinators are semariticgacuous, or lack inherent features
referring to semantics, is by no means unprecedeintehe literature. Hockett (1958:153)
states that coordinators ‘serve not directly asiea of meaning, but only as markers of the
structural relationships between other forms’. iirty, Zoerner (1999:323, 339) describes the
coordinator as ‘a completely feature-neutral syttabead’ having ‘noa priori syntactic

features’. Blumel (1914:52, cited in Zhang 200vgre declares, ‘Strictly speaking, ... such

words should be excluded from dictionaries.’

If then the coordinator has no features referrimgémantics, we must conclude that it is the
syntax of the coordinate structure itself that givése to a relationship of coordination or
equivalence, this relationship being interpretedeéker conjunction or disjunction. This

suggests that the syntax of the coordinate stregturst be in some way distinct from that of

constructions giving rise to a relationship of degency.

4.3 The Coordination Relationship

In the previous section, | proposed that coordirsatike the subordinating linkers we studied in
chapters 2 and 3, are functional heads essentadking in features referring to semantics,
serving only to mark an independently existing agtit relationship. This proposal has two
consequences: firstly, if coordinators do not dbote any relevant features, the unique
relationship of equivalence found in coordinatiand the distinctive syntactic properties that
accompany it, cannot be attributed to any propeftythe coordinator, but rather point to
something unique in the syntactic structure of domtion; secondly, if coordinators and
subordinating linkers have no inherent differenees; differences in their behaviour can only
be attributed to a syntactic difference in the sdimation and coordination relationships.
Before proceeding further, it is therefore crudialunderstand correctly the syntax of the

coordination relationship.

In this section, | will argue, following Neelema?0Q6), that the coordinate structure is formed
by mutual adjunction of two or more Coordinandss tstructure of mutual adjunction, being
essentially adjunction, is perfectly compatible hwihe principles of phrase-structure, but
distinguishes itself from other syntactic structune that it is syntactically a symmetric

relationship of equivalence, rather than an asymmeglationship of subordination. | will

® Linkers are in fact a subclass of Dik’s relatavbjch also includes non-linker adpositions, andsdioet
have any requirement that the relator be syntdisticalependent.
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propose that the coordinator is a semantically @asuunctional head within the structure of
mutual adjunction, in the same way that subordigatinkers are semantically vacuous

functional heads within the asymmetric subordimastructure.

We will then compare the structure of mutual adfiomcwith two other views of coordination
that are prevalent in the literature — the Boolparase, headed by the coordinator, and Munn’s
adjoined variant. Both these alternatives cordistsymmetric structures that, in terms of their
syntax, are essentially subordination structuréde will see that the structure of mutual
adjunction is able to capture a number of empinte@@nomena that either remain inaccessible
to, or are incompatible with, the predictions ofe tlasymmetric proposals, while being

conceptually no less attractive.

Adjunction is a familiar mechanism in syntax. Chadmn(1986a) defines adjunction in terms of
multisegmented categories. Neeleman (20p&poses a structure for coordination in which
the Coordinands are mutually adjoined to each ptherin other words, the top node of a
coordinate structure is a segment shared by twoa®r shall propose in section 4, more)
categories — the Coordinands (cf. Munn 1992, 1¥98govac 199&t seqwhere it is argued

that the Coordinands have properties of adjunct$je conditions under which adjacent nodes
in a tree can be interpreted as segments of the sategory in any adjunction structure are

defined as follows:

(16) Two structurally adjacent nodes can be intgat as segments of the same category iff
a) they do not have contradictory categorial fesguand
b) they are identical in arity information.
(Neeleman 2006:3, ex 7; cf. Neeleman & Van de KXifii?)

The restrictions imposed by (16) on the proposeddinate, or mutual adjunction, structure can
be restated as follows. Any unsatisfied selectioeguirements introduced by, or within, a
Coordinand, such as unassigngédoles, movement dependencies, or c-selectionattifums
must percolate to the top node of the coordinatesire (condition (16)b); see also Neeleman
and Van de Koot 2002). Categorial and other syiatéeatures may project to the top node, but
do not necessarily have to (unless the coordinatetare is involved in c-selection or there are
0-roles to be discharged; see subsections 4.3.1.@18). Given the condition in (16)a), it will
be possible for categorial features to project amhere the Coordinands are of like category
(cf. Williams 1994:16). This is represented in )(b&low, where both Coordinands are of
category X:

" The concept of mutual adjunction as a structurefwrdination was originally the result of joinbuk
by Ad Neeleman and Hans van de Koot, which wasmevigen up.
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(a7) X
X X

If the Coordinands are of differing category, hoagwneither can project, as this would result in
a violation of condition (16)a) (illustrated by (b3 and c)). The top node of the coordinate
structure is therefore left unspecified, as in & §f. Saget al 1985; Pollard and Sag 1994:202-
205):

(18) a) : b) * X c) * Y

X Y X Y X Y

Consider now how the coordinator fits into thisusture. We have already seen evidence in
(4)-(5) that the coordinator forms a constituenthwa single Coordinand. For English and
Hindi-Urdu, this gives us structures such as thieviang (where the coordinator, as a linker, is

represented asK):

(19) a) X b) :
X LNK, X X LNK,Y
LNK X LNK Y

In these examples, the coordinator takes the fiwirdinand as its complement. Since the
coordinator is a functional head, the featuresso€domplement (here represented by X in (19)a)
and by Y in (19)b)) percolate up to head the Cowdd as a whole (cf. section 2.3; Grimshaw
1991/2005, 2000; Williams 1994:16). These featuihes optionally percolate up to head the
coordinate structure as a whole, an option possiblg where all Coordinands are marked by
the same features, as in (19)a). The coordin&telf idoes not continue to project, in keeping

with the structural intervention requirement of jgtea 2 (see discussion in section 4.5 below.)

The trees in (19) represent the situation in Ehglisd Hindi-Urdu. This is not to say however
that there is any requirement that the coordinsitauld attach to the final Coordinand. Since
we are dealing with a relationship of equivalenioeth syntactically and semantically, the
coordinator, all else being equal, is in princifsle to attach to any or to every Coordinand (cf.
Lakoff and Peters 1969; Progovac 1997, 1999a). Hhbis possibility is played out

typologically is a matter we will return to in siext 4.6; see also subsection 4.3.1 below.

The structure of mutual adjunction provides anl(adll argue, more attractive) alternative to

another proposal for the coordinate structure ih@revalent in the literature: the asymmetric
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Boolean phrase. It has been proposed in variouksatbiat the coordinate structure is Headed
by the coordinator, taking the Coordinands as asgusin its complement and specifier
(Munn 1987; Woolford 1987:169; Larson 1990; Kollarhiersch 1991:277, fn 60, following
Thiersch 1985; Rothstein 1991:82.1; Grootveld 12@Prannessen 1993, 1998; Kayne 1994 and
Zoerner 1995, 1999). According to analyses of kimsl, the structure of coordination, termed
the Boolean phrase, is therefore as follows, wia#rés the coordinator head (with &, B, Conj
and K also used variously as labels in differentrses), as in (20) below. Note however that
this analysis of coordination has not gone unchgiel (see, for example, Munn 1992; Borsley
1994, 2005; Sag 2000:6; Neeleman 2006 and discusssubsections 4.3.1-4.3.4 below).

(20) CoP
N
XP Co’
N
Co YP

A variant to this structure, shown in (21) below,suggested by Munn (1992 se, who
proposes that, as in the more standard Boolears@hi&ory, the coordinator takes one of the
Coordinands as its complement (the second in lagepibike English and Hindi-Urdu). Unlike
the standard Boolean phrase theory, however, tbeditmtor head does not project further;
instead the merger of the coordinator and the skdooordinand is adjoined to the first
Coordinand. In this way the Head of the coordirsitacture as a whole is the (Head of the)

first Coordinand, rather than the coordinator:

(22) XP

N

XP CoP

N

Co YP

The two variants of the Boolean phrase and thectstre of mutual adjunction present very
different means of accounting for the coordinateicttire within the confines of standard
assumptions of phrase-structure. In the same h&yhiave very different consequences for the
hypothesis we are exploring in this chapter — slyatactically independent coordinators belong
to the class of linkers as defined in the previciapters. Since both asymmetric structures —
the standard Boolean phrase and Munn’'s adjoinethntar are essentially subordination

structures, it will be difficult to uphold the hyihesis essential to the linker theory that the

8 Since these accounts usually assume that the inatodis a functional head (as indeed the evidence
suggests, see section 4.2 above), this seems m@athedd proposal, as it is a defining characteristi
functional heads that they cannot take argumentisesscomplement (cf. Abney 1987:38, 44).
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coordination relationship and the unique propertifs the coordinate structure occur
independently of the coordinator. On the otherdhdme structure of mutual adjunction, which
is unique to the coordinate structure, seemingtwigies an elegant means of allowing us to
maintain this hypothesis. It is therefore crutabur central aim here to distinguish empirically
between the different accounts. In doing so tleeethree important issues to be addressed:
Firstly, does the coordinator Head the coordintatectire as a whole? Secondly, is the structure
symmetric or asymmetric? Thirdly, is the structdependent in any way on the coordinator to
explain properties unique to the coordinate stmaculn the following subsections we therefore
examine the predictions of the different approacheterms of the Head of the coordinate
structure as a whole (4.3.1), the c-command relatietween Coordinands (4.3.2), the
coordination of non-maximal projections (4.3.3),dathe semantics of conjunction and
disjunction (4.3.4). Finally, in section 4 we wiee that, by assigning coordination a unique
structure within phrase-structure we are able tmaet for certain unique properties of multi-

termed coordination.

4.3.1 The Head of the Coordinate Structure

Firstly, the three accounts make very differentdmtions about what is the Head of the

coordinate structure as a whole. For the Booldaage in (20), it is of course the coordinator
that projects to Head the structure as a whole.nf4uadjoined Boolean phrase, on the other
hand, is Headed by Coordinand with which the cowidir does not form a constituent (the first
in languages like English). Finally, in the mutadjunction account, while the coordinator may
appear as a functional head within the internaicstire of one or other Coordinand, it does not
project further and the Head of the structure aghale is determined by properties of both

Coordinands (see also Gaz@aral 1985: chapter 8; Sagt al 1985; Pollard and Sag 1994:202-

205; Williams 1994:81.2.3).

Johannessen (1998:83) conducts a number of diffezsts to determine what is the Head of the
coordinate structure. While the results of manyheftests are inconclusive, she concludes that
the overall picture that emerges supports the Wi@wit is the coordinator, rather than either of
the Coordinands, that Heads the coordinate streictifowever, the tests that Johannessen is
using here actually fall into two different cateigsr tests for syntactic headship — that is,
whether or not a given item is arf ¥lement that projects within its extended projsgtiand
tests to determine which member of a grammatidatiomship is syntactically the Head of this
relationship (for example, the Head in a Head-Ddpeah relationship, also known as ‘ruler’,
Zwicky 1985:14, or ‘centre’, Dik 1997:397, fn 7)We have already established in the previous
section that the coordinator has the properties fainctional head, forming a constituent with
one or other Coordinand. What remains to be demmever, is whether it is the coordinator (as

predicted by the standard Boolean phrase), or aseredicted by Munn) or all (as predicted by
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mutual adjunction) Coordinands that serve as théasyic Head of the coordinate structure as a
whole. Once we acknowledge the difference betwkeriwo types of head/Head and apply the
tests accordingly, a very different picture emergdsen we conduct tests based on projection
of features, distributional equivalence, obligatess, control of agreement and uniqueness, the
evidence points to Headship being shared by therdiwands, exactly as predicted by the

theory of mutual adjunction.

Firstly, if the coordinator were the Head of the@mbnate structure as a whole, we would expect
it to project some features to the coordinatiorjgmiion as a whole. In turn, we would expect
those features to be available for selection. H@wecontrary to this prediction, it is pointed

out by Munn (1992:18, fn 16, 1993:21-22) and Neeler{2006) that there does not appear to

be any head that selects specifically for the doatd structuré.

On the other hand, Borsley (1994:226; 2005:463-4pb)nts out that the selectional
requirements of a head can be satisfied by a coatelistructure, as long as all the Coordinands
meet these selectional requirements (see also Marle2006). The English and Dutch

examples in (22)-(26) below illustrate this:

(22) a) Hobbs turned out [to like Rhodes]. English

b) * Hobbs turned out [liking Rhodes]

(23) a) Hobbs ended up [liking Rhodes].

b) * Hobbs ended up [to like Rhodes] (Bey 2005:464, exx 5-6)

(24) a) Hobbs turned out [[to like Rhodeahfito hate Barnes]].
b) * Hobbs turned out [[to like Rhodesrid hating Barnes]]

¢) * Hobbs turned out [[liking Rhodesiiidto hate Barnes]] (ex 8)

(25) a) Hobbs ended up [[liking Rhodeahf hating Barnes]].

b) * Hobbs ended up [[liking Rhodesridto hate Barnes]]

® Johannessen (1998:95-96) argues against this elaiming that the advertespectivelycan only co-
occur with a coordinate structure. This claim hegredoes not concur with the findings of Dalrymple
and Kehler (1995), and references cited theespectivelyestablishes a pairing between elements of two
sets having the same cardinality. However, ... tlsments are semantic entities in the discourse, n
syntactic Conjuncts of a coordinated constituepB36; see also Munn 1993:81.2.3). Note in pasicul
the following example, containing no coordinateisture:

i) The first two variations refer to the last twespectively. English
(Munn 1993:9, ex 1.7b)
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¢) * Hobbs ended up [[to like Rhodesgindhating Barnes]] (ex 7)

(26) a)Jan is te [oud]voor die baan. Dutch
Jan is too old for that job
‘Jan is too old for that job.’ (Nestan 2006:1, ex 2a)

b)*Jan iste [aan de drank] voor die baan

Jan istoo on the drink for that job (ex 2b)

c)*Jan iste [[aan de drank]erq oud]] voordie baan

Jan istoo on the drink and old for that job (p2, ex 3b)

d)*Jan iste [oud efp aan de drank]]voordie baan

Jan is too old and on the drink for that job (ex 3c)

e)Jan iste [oud ern alkoholistisch]] voordie baan.
Jan is too old and alcoholic for that job

‘Jan is too old and alcoholic for that job.’ (p1, ex 2c)

The English examples compare the selectional reouants of the particle verldgrn outand
end up While sharing semantic selectional requirementsy ttiffer syntactically in that the
verbal complement ofurn out must be infinitival (22), whereas that ehd upmust be
participial (23). Where the complement of thesebseis a coordinate structure, these
requirements apply to both Coordinands:tion out both must be infinitival (24); foend up
both must be participigR5). The Dutch examples show a similar case. The dexxgeession
te (‘too’) selects for an adjectival complement (Needa et al 2004): therefore (26)a), which
meets these requirements, is grammatical, whe@®)( in whichte is merged with a PP
complement, is disallowed. Examples (26)c)-e) skimat wherde takes a coordinate structure
as its complement, both Conjuncts must be adjdctivasummary, then, the English and Dutch
data show that the distributional equivalent of ¢berdinate structure as a whole is determined
by both Coordinands, in compliance with Wasow’s &atisation (Pullum and Zwicky 1986;
see also Sag 2000:8).

19 Saget al (1985:165) point out that the following examplgpear to pose a problem for the claim that
all Coordinands must meet the selectional requirgsnef the head selecting the coordinate struciare:
these examples a clause may serve as the secofuhCoof the complement to a preposition, but may
not appear alone as sole complement, nor as finsju@ct:

i) a) We talked about [[Mr Colsonphdthat he had worked at the White House]]. English
(Saget al 1985:165, ex 124a)
b) * We talked about [that he had worked at the té&/kiouse] (ex 125a)

c) * We talked about [[that Mr Colson had workedlz¢ White House]dnd his general political
experiences]]

iii) a) You can depend on [[my assistarghfithat he will be on time]]. (ex 124b)
b) * You can depend on [that he will be on time] (ex 125b)
c) * You can depend on [[that my assistant willdsetime] and his general performance]]
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These facts directly follow from the theory of maitwadjunction. According to this theory,
projection of categorial and other grammatical dest from the Coordinands to the coordinate
structure is possible, but, all else being equal,abligatory. What is prohibited, however, is
projection of the features of only one Coordinawtgther the first or the second (or at least
where this would result in a contradiction of feagibetween mother and daughter) (see earlier
discussion of the illustrative trees in (18); aaget al 1985; Pollard and Sag 1994:202-205).
In the English and Dutch examples in (24), (25) &f)c)-e), the coordinate structure is sister
to a head that selects for specific features: itnfed, participial and adjectival features,
respectively. In order to satisfy these seleclisaguirements, the relevant features must be
present in the top node of the coordinate structhet is, they must project from the respective
Coordinands to the top node of the coordinate &trac This is what occurs in the grammatical
examples in (24)a), (25)a) and (26)e), where botmj@hcts share the relevant features.
Examples (24)b)-c), (25)b)-c) and (26)c)-d) arerangmatical: the relevant features only occur
on one Conjunct. As such they cannot percolathawit resulting in some illicit contradiction
of features. Since the required features canngrdjected to Head the coordinate structure, the
selectional requirements ofurn out end up and te remain unsatisfied, resulting in
ungrammaticality. Note that the following exampliéisistrate that the coordination of
Coordinands of differing category is not in itseligrammatical (see also Peterson 1981;
Gazdaret al 1985:174-175; Sagt al 1985):

(27) a)Jan is oud. Dutch
Jan is old

‘Janis old.’

b) Jan is [aan de drank].
Jan is on the drink

‘Jan is on the drink.’

c)Jan is [oud eph aan de drank]].
Jan is old and on the drink
‘Jan is old and on the drink.’ @=man 2006:1, ex 3a)

In example (27)c), like the ungrammatical examg@8)c) and d), the coordinate structure

consists of two Coordinands of differing categorgidiectival and prepositional. As explained

However, Munn (1993:81) points out that, while 16® cannot appear alone as complement to the
preposition in its base position, it can in factdassivised or topicalised from this position:
English
iv) a) [That Mr Colson had worked at the White Heps/as talked about, among other things.
b) [That Mr Colson had worked at the White Hoyseleryone was talking about

v) a) [That Bill would arrive]was crucially depended @n
b) [That Bill will arrive], we're really depending dan (Munn 1993:81, ex 2.90)
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in the initial discussion of mutual adjunction atdstrated by the tree in (18)a), in such cases
neither category projects and so the top nodeettiordinate structure is left unspecified as to
category. This means that the coordinate structimoeigh well-formed in its own right, will not
be able to satisfy any c-selectional requiremehits gelecting head. The examples in (27)a)-b)
show that the copulia, unlike the degree heaelin (26), is not selective as to the category of its
complement, taking an adjectival complement in §27nd a prepositional complement in
(27)b). Because of this, it is able to take a dowte structure of unspecified category as its
complement (27)c) — that is, where the Conjunaschdiffering category and hence there is no

projection of categorial features to the mother.

On the other hand, the fact that the c-selectirzgittern out end uporte (‘toQ’)) is sensitive to
the category of both Coordinands poses a problerivitmn’s adjoined Boolean phrase theory.
According to this theory, the features of the figtordinand (in languages like English and
Dutch™) alone should be available for c-selection. Tfeeewhile this analysis successfully
accounts for the ungrammaticality of (24)c), (25))d (26)c), it cannot exclude the
ungrammatical examples in (24)b), (25)b) and (26)here it is features of the second
Conjunct that do not meet the relevant selectiopglirements. As Borsley (2005:465) makes
clear, there is no possibility of circumventingsberoblems by proposing that the Coordinands
must share certain features: we have seen in (#Ygt)oordination of unlike categories is not
in itself problematic. Notably, the kind of suboration structure given by Munn’s asymmetric
adjunction structure is exactly what is ruled oytpoinciples of mutual adjunction, in that only
one Coordinand projects. The fact that such aire is ungrammatical in examples such as
(24)b), (25)b) and (26)d) is suggestive that sir@bmrdinand projection of this kind is indeed

prohibited in a coordinate structure.

Similarly, the coordinator-Headed Boolean phrasei is unable to handle data of the kind in
(24)-(26), or at least without makiragl hocstipulations. A common assumption of the Boolean
phrase theory is that the coordinate structure af@e inherits features of its specifier, by

spec-head agreement, but not those of its comple(amn 1987; Johannessen 1988)In

! The following extraposition examples provide evide that the coordinating conjunctien forms a
constituent with the final Conjunct:

vi) a) |k zag Marie gisteren efi Piet]. Dutch
| saw Marie yesterday and Piet
‘| saw Marie yesterday, and Piet.’

b) * lkzag Marie en gisteren Piet
| saw Marie and yesterday Piet

c) * |lkzag Piet gisteren Marieen
| saw Piet yesterday Marie and (Mekleman, p.c.)

2 The assumption made by Munn (1987) and Johann¢$868) is an odd one. Since the coordinator is
proposed to be a functional head — and indeed skowry indication of being one — it is difficult see
why the putative CoP should inherit the categdiattures of its specifier, rather than its completme
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this case the predictions are exactly the same Bhihn’'s adjoined theory: the theory with this
assumption therefore incorrectly predicts that otilg Coordinand proposed to be in the
specifier — in the English and Dutch case the fCsinjunct — need meet the selectional
requirements of the head selecting the coordin@atetsre as a whole; in other words, there
does not appear to be any reason to rule out theanmmatical examples in (24)b), (25)b) and
(26)d). Zoerner (1995), on the hand, proposesttieafeatures of all Coordinands percolate to
CoP. While this proposal makes the correct pramistconcerning the data in (24)-(26), it does
so at the cost of setting a theoretical precedentpointed out by Progovac (1998c:3-4) and
Camacho (2000:27), it is not usual for a head heiith properties of both its complement and its

specifier.

Further evidence that it is the Coordinands, rattiemn the coordinator, that act as the
distributional equivalent of, and hence Head, therdinate structure can be taken from the fact
that, where there is a coordinate structure, therdinands are obligatory (see Grosu’'s 1981:56
Null Conjunct Constraint). On the other hand, a&shave already seen in section 4.2, not every
coordinate structure in every language requireg\aart coordinator. Examples are given in
(28)-(31) below (with examples (8) and (9) repedterk as (28) and (31)):

(28) [Kaeran, Kormeen] viek-an. Ona-Selknam
Kaceran Korms&en RFL-chase
‘Kacerdn and Kormen chased one another.’
(Stassen 2000:8, ex 14, citing Tonelli 1926:72)

(29) [ Nalpet Kamlakw] yakruk ti-n-iy-m-e. Awtuw
Nalpet Kamlakw once DU-REC-ShOOtPL-PST
‘Nalpet and Kamlakw once had a war (i.e. shot edhbbr).” (Feldman 1986:67, ex 54a)

(30) [Awtiy yaw-re d-iy-e,] [ Mimpel komkorareg,] [ Yawur kewyaene-rej.
Awtly pig-OBJFACT-shootPST Mimpel batoBy Yawur cassowargsl
‘Awtiy shot a pig, Mimpel a bat, (and) Yawur a sawary.’ (p169, ex 68)
(31) [[mereni kalanipeni]kili-nya awa. Maranungku

brotheruncle my eatF2 meat
‘My brother and uncle ate the meat.’ (Stasx@®0:8, ex 11, citing Tryon 1970:83)

This proposal seems to run counter to the prinsipleExtended Projection (cf. Grimshaw 1991/2005,
2000; Williams 1994:16). Supposing the putativdPGeere to inherit the properties of its complement
rather than its specifier, the wrong predictions atill made: there should be no restrictions om th
category of the putative specifier — the first Glinand in these examples — incorrectly allowing the
ungrammatical examples in (24)c), (25)c) and (26)c)
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A number of properties in these examples indidaat the coordinate structure without an overt
coordinator is syntactically identical to coordioat occurring with a coordinator. Firstly, the
Ona-Selknam (Chon) example in (28) and the AwtuaniiR example in (29) show that the
subject, a conjunction of two singular nouns, camdba reciprocal. The second Awtuw
example, in (30), demonstrates gapping. Finaflythe Maranungku (or Maranunggu, Daly)
example in (31), the possessgeni (‘'my’), has scope over both Conjuncts; furthermadre

conjunction of two singular nouns as subject triggeural agreement on the verb.

If the structure of coordination is as in (20) - Boolean phrase — the examples in (8)-(15) in
the previous section and (28)-(31) above requipamation, since the coordinator is predicted

to be obligatory?

Problems arise likewise with Munn’s asymmetric clioation proposal in (21). While initially

it may seem as if the coordinator need not be atdity, a problem arises when it comes to
accounting for examples such as (28), (29) and §Bbve. As previously mentioned, these
examples provide evidence of the coordinatorlessdinate structure binding reciprocals (in
(28) and (29)) and triggering plural agreement(8h)). According to the structure in (21), the
features of only one Conjunct project to Head therdinate structure, but both Conjuncts in the
above examples are singular. Munn (1993) deal& wits issue by proposing that the
coordinator is a type of quantifier, and therefonelergoes quantifier-raising (QR, May 1977) at
LF. (There does not appear to be any independ@fgrece for this movement.) In this way the
coordinator, bearing plural semantics, scopes dler entire coordinate structure, thereby
permitting reciprocal binding and triggering pluesireement on a relevant tarifetlt seems

then that the presence of the coordinator is jasessential in Munn’s theory as in the more

standard Boolean phrase analysis.

Conversely, in the mutual adjunction structureingd7) and (18)a), there is no requirement for

coordinators at all and hence these examples ar®lblematic.

On the other hand, the coordinator cannot appeamedl Johannessen (1998:§3.2.6.1) points

out that occasionally only one Coordinand is preseuat acknowledges that this is a ‘special

3 This is by no means to say that explanation isossjble; as Johannessen (1998:§3.2.6.2) pointstout,
is perfectly conceivable that the coordinator iash examples exists in the syntax, but is phoncddlyi
null.

4 See however the more detailed discussion of exesn@?2)-(43) below regarding number agreement
with the coordinate structure for evidence thatgheal feature cannot be introduced by the coatitig
conjunction.

'3 This is perhaps not so surprising under eitheorihe Certainly it is predicted by mutual adjunctiolf
however the Coordinands in the Boolean phrasergtarents of the coordinator head, we would expect
them to be just as obligatory as the coordinatoit (lot more so). As arguments, we might however
expect them to be deletable (for examplehbydrop), but this is not the case.
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case’ (see also Zhang 2010:82 on what she termpi@drop). Examples are given below

from English and Norwegiaf?:

(32) a) [Observing lvan playing pretty good ragtipiano] English
Andhe doesn’'t even have a left hand! Haigkamer & Sag 1976:410, ex)53

b) * Listening to him, you wouldn’t suspecar[d he doesn't even have a left hand]!

(33) Og det ble lys. Norwegian
and it became light
‘And there was light.’ (Johannes4€98:83, ex 24e)

(34) a) Hanhar veerti Afrika og.
he has beenin Africa and

‘He has even been in Africa.’ ex 4c)

b) *Jeg visste [at han hadde veerti Afrika,'bg]

| knew that he had beenin Africa and

c) Jeg visste[at han hadde veerti Afrika], og.
I  knew that he had beenin Africa and

‘I even knew that he had been in Africa.’ Jarine Bondi Johannessen, p.c.)

(35) a)Har du veert bortreist,  eller?
have yowsG beenaway.gone or

‘Say, have you been away?’ (Joharere$898:83, ex 24a)

b) *Jeg lurer pa [om du har veert bortreistgller?]
I wonder on if yowG have beenaway.gone or

(Janne Bondi Johannessen, p.c.)

16 Zhang (2008:11) also gives English examples sadhefollowing, which appear to involve ellipsik o
an initial VP Conjunct:

vii) Can linguists [study negation]? Nai [and stay sane]], they can't. English

(Lawler 1974:14, ex 59)
The arguments given in Lawler (1974:14-15), Golden{i985:84) and especially Postal (1998:883.3.3-
3.3.5) show that such examples, which appear to be urtigiugnglish, are irrelevant for our concerns
here, since they do not in fact involve coordinatiout subordination.

7 Janne Bondi Johannessen (p.c.) points out thaivépan has a homographous advegy meaning
‘too’. The discourse particleg in (34) is unstressed with a falling intonatiorheseas the homographous
adverb meaning ‘too’ is stressed with a rising mattion (according to the intonation patterns oftGeast
Norway). The string in (34)b) is ungrammatical endhe intended interpretation wherebg is an
unstressed discourse particle with falling intomatiidentical to the conjunctive coordinator, atiedt to
the embedded clause.
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In (32) and (33), we have examples of what are edrrdiscourse- or utterance-initial
coordinators. As Hankamer and Sag (1976:411) explauch cases involve essentially
pragmatic omission of an understood left Conjunat’the Norwegian examples in (34)-(35), it
is the right Coordinand that appears to be missihghould be noted that both constructions —
whichever Coordinand is missing — are subject teatgr restrictions than are imposed
elsewhere on the coordinate structure, and thendecase, with the sentence-final coordinator,

arguably does not involve a coordination relationstt all.

In the first place, although Englistnd and Norwegiamg (‘and’) andeller (‘or’) can in general
coordinate heads or phrases of any category, Carjinp as in (32)-(35) is only possible in
examples with clausal Coordinands. Moreover, istigctly confined to matrix clauses (cf.
(32)b), (34)b) and (35)b)). In terms of the examsplvith final coordinators, as in (34)-(35),
both Johannessen (1998:84) and Zhang (2010:82@negx doubts that the sentence-final
particle has retained its coordinating functiondded, German data cited by Zhang (2010:205,
citing André Meinunger, p.c.) suggests this carmmthe case: final positiamder (usually ‘or’)
may serve as an interrogative tag in sentencedlgdarathat in (35) even in those dialects of
German wher@der does not occur as a disjunctive coordinator. Sirlyi] as noted in section
3.6.2, in Malayalam questions are marked by a fioal phonologically identical to the
disjunctive coordinator; however, as pointed outJayaseelan (2001:65, fn 1), this question-
final -00 cannot in fact be the disjunctive coordinator, gjnainlike interrogative-oo,

coordinators in Malayalam never attdoha finite verb.

We have seen then that in terms of the projectdeatiures, the distributional equivalent and
obligatoriness, it seems to be the Coordinanddyerathan the coordinator, or a single
Coordinand, that Head the coordinate structure. n&& turn to another criterion: which
element or elements of the coordinate structurany, is able to act as an agreement controller
on a target external to the coordinate structive. will see that the evidence points to either all,
or just one, of the Coordinands acting as agreewrmtoller: where the Coordinands differ in
o-features, agreement is established either by utsnlrules (term due to Givon 1970; also
known as dominance, Sauerland 2008), or by agrelewiéim either the first, or the nearest,
Coordinand, irrespective of any putative structymasition of this Coordinand. On the other
hand, there is no evidence that the coordinatar aciagreement controller, or even that it does

so through inheritance of the features of its pugadpecifier.

We begin by considering the resolution rules fdfedent ¢-features. For person and number
features, resolution rules are universal, deterchimethe Elsewhere Principle (Kiparsky 1973a
and subsequent work). Following Kerstens (1993)léy and Ritter (2002), Sauerland (2008)

and Zeijlstra (2011), we may assume that first aacond person are marked by the feature
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[participant], while first person is additionallyarked by the feature [speaker]. Third person
remains unmarked. Applying the Elsewhere Principle expect agreement with the most
specific set of features available. That is to #&t a third person Conjunct will only control

agreement in the absence of any Conjunct with tbheerspecific feature [participant], and a
second person Conjunct will only control agreemnianthe absence of any Conjunct with the
more specific feature [speaker] (i.e. first pers(a®e Corbett 1988t se.. This is illustrated

below in examples from Czech:
(36) [j& B ty]] zistaneme doma. Czech
I and you will.stay.eL at.home

‘You and | will stay at home.’ (hett 1983:176, ex 1)

(37) [bratr o ja]] se «&ime hrat na Klavir.

brotherand | RFL learn.PL to.play on piano
‘My brother and | are learning to play the pidno. (ex 2)
(38) [[tvij otec]  ty]] jste Si podobni.

your father and you areeR to.each.other similar

‘Your father and you are similar.’ (ex 3)

Examples (36) and (37) contain a first person Quetj§a) within the subject, triggering first
person agreement on the verb. Notice that thss fierson agreement occurs independently of
whether the first person pronoun is the left (a&8)) or the right (as in (37)) Conjunct. In (38)
neither Conjunct has the feature [speaker], arfitstgperson agreement is impossible. Instead,
agreement is with the most specific feature seilaba — the feature [participant] provided by
the second person pronotyn Note that the second person agreement is pessilg88) but not

in (36), despite both subjects containing a sequerdon pronoun, since it is only in (38) that

second person is the most specific feature seladii

Consider how the different theories provided bytihie asymmetric Boolean phrase structures
and mutual adjunction are able to deal with thimdaVe have seen clear evidence that the form
of person agreement on the target (in the Czedasdhag verb) is determined by features of the
Coordinands, rather than any inherent feature efctiordinator. Moreover, whether the more
specific agreement-controlling feature appearsherfitst or the second Conjunct is immaterial
—in (35) it is the first Conjunct that controlsragment, while in (36) and (37) it is the second.
This runs counter to the predictions of Munn’s a&wjd Boolean phrase theory, as in (21),
where only the features of the first Conjunct sboble available to control agreement.

Similarly, with regard to the more standard Boolpanase theory in (20), even if we adopt the
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assumption that the coordinator inherits the femtuwf its specifier, the appearance of first
person agreement in (37) and of second personragregdn (38) cannot be explained, since
these features are introduced by the right Conjuhetputative complement. According to the
theory of mutual adjunction, on the other hand,@oerdinands have equal status. Therefore it
is perfectly possible, indeed expected, that rémolurules should utilise features from all

Conjuncts.

A similar situation arises with resolution of numlieatures. We will see again that agreement
in terms of number is determined by features ofta@l Coordinands, rather than any feature of
the coordinator, or just one of the Coordinandsongider the English examples in (39)-(40)

below, where a coordinate structure appears irestipjosition, and hence controls agreement

on the verb:

(39) a) [[The violinist] pndthe cellist] are going to perform first. English

b) [[The violinists] pndthe cellists] are going to perform first.

(40) a) [[The violinist] pr the cellist] is going to perform first.

b) [[The violinists] pr the cellists] are going to perform first.

In the conjunction structure in (39), agreemerimvariably plural, even where neither Conjunct
has a plural feature, as in (39)a). On the bdsiki® data alone, then, we might be tempted to
conclude that the plural feature is contributedh®y coordinating conjuncticand, and hence it

is the coordinator that controls number agreem&he disjunction data in (40), however, tells a
different story: here agreement is singular whheeGoordinands are singular, and plural where
the Coordinands are plural. The disjunctive camathir or however remains identical. The
coordinator in this case appears to be transpéoerthe purposes of number agreement, with
the form of the verb determined entirely by the @amands. Even in the case of conjunction,
however, there is evidence supporting the case ith& the Conjuncts, rather than the

coordinator, that control agreement.

This evidence comes from languages that distingiigtt agreement from plural agreement, as

in Slovenian:
(41) a) [Tokek [in Igor]] sta przadevna. Slovenian

Toncek and Igor amu assiduousu
‘Toncek and Igor are assiduous.’ (Corbett3t 287, ex 5, citing Letek 1972)
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b) [[Toncek,][Igor] [in Marina]] so prikadevni.
Toncek Igor and Marina are. assiduou®L

‘Toncek, Igor and Marina are assiduous.’ X Geciting Lergek 1972)

(42) [Martafn njegova brata]] bodoprisli.
Marta and his brothersu will comepL

‘Marta and his (Igor’s) brothers will come. (ex 7, citing Lenek 1972)

In the example in (41)a), the conjunction of twogsilar noun phrases triggers dual agreement
on the copula and predicate. The conjunction ielsingular noun phrases in (41)b), however,
leads to plural agreement. The form of the coaiilig conjunctionin does not change.
Moreover, the example in (42) shows that the fofragreement has nothing to do with the
number of Conjuncts; rather it is concerned with ttumber feature of the Conjuncts taken
together. In this example plural agreement is usitd a subject consisting of one singular
Conjunct and one dual Conjunct. Therefore we changue that the form of agreement is
determined somehow by the valency of the coordigatonjunction (supposing that the
Coordinands are arguments of the coordinator, #&iBoolean phrase): the examples in (41)a)
and (42) have the same number of Coordinands, ngget different forms of number
agreement, due to the featural make-up of the Quamds themselves. Moreover, although
many languages distinguish dual and plural nunthere does not appear to be any language in
which this distinction is marked on the coordina{@azdaret al 1985:170). This again
suggests that the number feature of a coordinadetste is not introduced by the coordinator.
Additional evidence that the number feature of ardmate structure cannot be not provided by
the coordinator, but by the Coordinands, comes flamguages with asyndetic coordination, as
in Maranungku. In the example in (31) above, tbejunction of two singular noun phrases

triggers plural agreement on the verb, despitabsence of any coordinator.

While the situation regarding resolution of numfatures is a little more complex than that of
person features, both support the view that ihés@oordinands, rather than the coordinator, or
a single Coordinand, that control agreement onreatgargets. This in turn supports the case
we have already made for the Coordinands, rath@&n thither the coordinator or a single

Coordinand, Heading the coordinate structfire.

8 Munn’s (1993) ultimate conclusion is that the satits of the coordinator are responsible for
determining the number feature of the coordinatectire as a whole (see discussion of examples (29)
and (31) above). The above discussion shows titdt & conclusion is problematic. Earlier in hiedis
(p91), however, he postulates that plural agreemétit a conjunction structure arises in cases of
spec/head agreement due to the head agreeing hdthmiaximal projection (i.e. all segments of the
[H]ead, including any adjoined material)’ in its egjifier. While this proposal makes the correct
predictions regarding agreement in cases of cotipmcit seems to incorrectly predict that agreetmen
will also be plural where the controlling coordiaattructure is disjunctive (as in (40)). Moreovels
theoretically problematic in that there is no indiegent evidence that a Head inherits the featurds o
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A similar situation arises with gender resolutiafthough the precise rules tend to be language-
specific (see Corbett 1982 sedor a detailed overview). In general, where Cooadids differ
in gender, the resolved form will be either maswilor neuter, depending on the langudge.

Consider, for example, the situation in Icelandic:

(43) [Drengurinn pg telpan]] eru preytt. Icelandic
boy(m) and girlf) are tired\NT.PL
‘The boy and the girl are tired.’ (Corbe®8B:190, ex 39, citing Jonsson 1927:14)

Here the two Conjunctglrengurinn(‘boy’), which is masculine, antklpan (‘girl’), which is
feminine, differ in gender. The agreement markedhentarget, the adjectiyaeutt (‘tired’) is
neuter. Given that this cannot be agreement vitlieeCoordinand, are we to conclude that it
is the coordinatoog that is neuter and controls agreement? Thereiteese suggesting that
this is not the case. Firstly, agreement is maseukhere all the Conjuncts are masculine, and
feminine where they are all feminine (Corbett 1988). If agreement were really controlled by
a neuter coordinator, we would expect neuter ageeeritrespective of the gender of the
Conjuncts. Secondly, given thady is used to coordinate words or phrases of anygoagewe
would have to assign neuter gender to every coatelistructure regardless of the category of
the Conjuncts, even though gender is a property associated with nominals. Finally, since
neuter gender is used as the default form for &dg@cagreement even in the absence of any
coordinate structure (as in (44) below), theredsreason to attribute the neuter agreement in

examples such as (43) to the presence of the caiodi

(44) Hvitlaukurinn  er saxadur nokkud groft. Icelandic
garlicMsG.NOM is chopped rather coarse.sG

‘The garlic is chopped rather coarsely.’ (Whelpton 2007:483, ex 17)

We have seen then that in terms of resolution raleghether of person, number or gender
features — it seems to be the Coordinands, raltaer the coordinator, that control agreement,
exactly as predicted by the theory of mutual adjonc Moreover, where a choice must be
made as to which Coordinand should control agreerf@nin the case of person and gender

features), this choice is based on a hierarchyefe¢levant-features, rather than any putative

adjunct. If this were really the case, we woulgext plural agreement wherever a nominal is adbtoe
the specifier of a relevant target. Suppose famgde the subject of a sentence is the complex madmi
book of storiesas in viii) below. If we combine the features of the singular nourapabookwith those
of its adjunct,stories as suggested by Munn’s analysis, we would expkotl agreement; however,
agreement in such cases is invariably singular:

viii) The book of stories was/*were very enjoyable. English

9 1n languages with more than three genders or mtasses, it is more common to use either semantic
resolution or single Conjunct agreement (see below)
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structural hierarchy between the Coordinands. W& turn to the second means of dealing
with agreement where Conjuncts differgrdeatures: single Conjunct agreement (also known as
partial agreement). This occurs where the targetes with only one Coordinand, either the
first or the nearest (depending on the languagéherspeaker; Corbett 2006:170). Single
Conjunct agreement has often been used as an angunfavour of the asymmetric structures,
whether Headed by the coordinator, as in (20) [@oéssen 1993, 1998), or by a single
Coordinand, as in (21) (Munn 1993). Both theopesdict that features of the Coordinand with
which the coordinator does not form a constituéoiugd control agreement: in (21) because it
is this Coordinand that Heads the coordinate siracas a whole, and in (20) because it is
claimed that the Boolean phrase as a whole inhthidtgeatures of its specifier. Here, through
direct counterexamples to this prediction, we wilk evidence that single Conjunct agreement
is dependent not on syntactic structure, but ratimelinear order (see also Corbett 2006:170;
Marusg, Nevins and Saksid2007; Benmamoun and Bhatia 2010; Benmarnretual 2010).

Firstly, we consider Hindi-Urdu. We have alreadsers evidence in (5) above that the
coordinating conjunctioraur forms a constituent with the Conjunct to its rightBoth
asymmetric theories therefore predict that singlejnct agreement will invariably be with the
first Conjunct. However, Benmamoun and Bhatia (30dnd Benmamourt al (2010) have
shown that that single Conjunct agreement in Hiidlu is always with the nearest Conjunct,
whether the first or last. This is demonstrate@#) below, showing the canonical SOV order,
and in (46), where the coordinated object folloles verb. In the former case the v&Haridii

(‘bought’) agrees with the final Conjunct; in tragter it agrees with the first Conjurfét:

(45) maiN=ne [[ek chaataa] adr ek saaRii]] khariid-ii. Hindi-Urdu
I-ERG one umbrellaf) and one saree( buy-PERFF
‘I bought an umbrella and a saree.’
(Benmamouret al2010:71, ex 12a, citing Kachru 1980:147)

(46) Raam=ne kyaa khariid-aa! us=ne  khariidfikursii [aur sofa]],
Ram=ERG what(M) buy-PEREMSG he=ERG buyPERFF chairf) and sofa()

jo us=e ham=ne manaa ki-yaa thaa!

which he®AT we=ERG forbid dOPEREMSG PST.MSG

‘What did Ram buy! He bought the chair and sofaicv we had forbidden him (to buy)?’
(Benmamouret al 2010:77, ex 21b)

% Note that this is definitely nearest Conjunct agnent, rather than gender resolution, since the
agreement is feminine. Where agreement is estaolishrough resolution in Hindi-Urdu, agreement is
masculine plural (Benmamouw al 2010:11).
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We find a very similar situation in Slovenian: dm@onjunct agreement may occur either with
the first (as in (47)a), or the nearest (as inlg#Donjunct (Maru&, Nevins and Saksida 2007;

Marusi, Nevins and Badecker 2010):

(47) a) [Radirke in peresa]] o] se prodajal-e najbolje. Slovenian

erasersPL and pensiT.PL arePL REFL soldFPL the.best

b) [Radirke [n peresa]] o) se prodajal-a najbolje.

erasersPL and pensIiT.PL arePL REFL soldNT.PL the.best

‘Erasers and pens were the best sold items.” {§karNevins & Badecker 2010:1, ex 2)

The Hindi-Urdu and Slovenian data run counter soghedictions of both the standard Boolean
phrase and Munn’s (1992 se( adjoined variant, whereby only the Coordinand witiich the

coordinator does not form a constituent (in botbesathe first Coordinand) should be available
for single Conjunct agreement. On the other h#meke results are perfectly compatible with
the theory of mutual adjunction; here the Coorddsaare not hierarchically ordered, so either
should be available for single Conjunct agreemgmtyiding any linear conditions (precedence

or closeness) are satisfied.

So far, all the evidence we have looked at poimtsléadship of the coordinate structure being
shared by the Coordinands, as predicted by mutdpinetion. Neither Headship by the
coordinator, as in the standard Boolean phrasdgyoonly the Coordinand with which the
coordinator does not form a constituent, as in Mait992et se variant, can account for the
full set of data. A final prediction distinguisigimutual adjunction from these asymmetric
theories concerns the uniqueness or possible ideratf the coordinator. Since in mutual
adjunction, the Coordinands are syntactically ad$l ws semantically in a relationship of
equivalence, we have already discussed how iniptenthe coordinator may attach to any or
every Coordinand; that is, all else being equafation of the coordinator on every Coordinand
is predicted to be possible. On the other hangpaged out by Johannessen (1998:83.2.7), the
Boolean phrase predicts that, at least where wel@akng with binary coordination — that is,
coordination with two Coordinands — the coordinatwst be unique. Similarly, there does not
seem to be any reason for iteration of the cootdmen Munn’s adjoined Boolean phrase,

where the coordinator is considered to be a typpuahtifier.

The presence of polysyndeton (a coordinator fore@oordinand, also known as conjunction

doubling¥*, found in a number of unconnected linguistic areash as the Caucasus, Northeast

2 Technically the term polysyndeton refers to migtigoordinators, irrespective of the number of
Coordinands (i.eJohn and Mary and Billvould be considered polysyndeton). Throughout thesis |
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Africa, Australia and New Guinea, South India arattNeast Asia, as well as isolated examples
in the Americas, West Africa and Burma (Stassernl2lI®7), therefore presents a problem for
both the standard Boolean phrase and Munn’'s adjoirrgiant. We have already seen an
example of this in Kanuri in the example in (1) @do Further examples are given in (48) for
Malayalam. In particular, the Malayalam examplé®ve that the Coordinate Structure
Constraint (henceforth CSC, J. Ross 1967/1986) iegpruling out the possibility that
polysyndeton is a different syntactic phenomenoomfrthe more familiar monosyndetic
coordination: (48)b) and d) show that extractiohafia single Conjunct is impossible, whereas,

for the relevant set of speakers, in (48)e) actiossoard extraction is possilfe:

(48) mary-kk [[john-nooTe sneekrum] [tom-nooTo versp=um]] aa. Malayalam
Mary-DAT Johnsoc love=and TonmsoC hate=and bERES

‘Mary loves John and hates Tom.’

a) %illa, illa! mary-klks [[ svayam-00% sneelkum][tom-nooTe versp=um]] aa.
no no ManpAT selfsoc love=and Tonsoc hate=and bERES

‘No, no! Mary loves herself and hates Tom.’

b) * illa, illal svayam-00%;, mary-klo [[ti sneeham] [tom-nooTs versp=um]] aa.

no no selsoc MaryDAT love=and TonsOC hate=and bERES

c) % illa, illa! mary-kle [[john-nooTe sneekum] [svayam-00F versp=um]|] aa.
no, no ManpAT Johnsoc love=and selboc hate=and bERES

‘No, no! Mary loves John and hates herself.’

d) * illa, illal svayam-00%;, mary-klo [[john-nooTe shneebum] [t; verap=um]] aa.

no no selsoc MaryDAT Johnsoc love=and hate=and BRES

e) % illa, illal svayam-ood;, mary-klo [[ti sneelum] [t versp=um]] aa.
no no selsoc MaryDAT love=and hate=and b&ES

‘No, no! Herself, Mary loves and hates.’

Various authors (Johannessen 1998:84.7, 2005; Hsn2001; De Vries 2005; Zhang 2008b)
deal with polysyndeton by proposing that, like meyraletic coordination, there is a single
coordinator head, and that the peripheral ‘cootdinas in fact a distributive (or correlative)

focus particle, equivalent to Engliloth  Under this approach the distributive particlesloot

use the term only where the number of coordina®rmrsqual to the number of Coordinands, as in the
Kanuri example in (1) above, and the Malayalam gdamin (48) and (50) below.

22 Not all speakers accept the use of the reflesissyam(a loan from Sanskrit) in the sociative case. The
use of the reflexive in this test is important,ceirMalayalam is @ro-drop language and therefore simple
doubling of base-generated focused material byllgpranoun can masquerade as movement. Reflexives,
however, cannot bgro-dropped.
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form a constituent uniquely with the immediatelyjemgnt Coordinand, but selects for the

coordinate structure CoP as a whole.

The issue here is that proponents of this approathconsider polysyndeton in languages with
prepositive coordination — that is, languages inicivithe coordinator forms a constituent with
the Coordinand to its right, giving the pattern Aoco B. In such languages the use of
polysyndeton is optional, and invariably triggera amphatic distributive reading (Dik

1968:273; Stassen 2000:15; Haspelmath 2007), alcped by the distributive focus particle

analysis. This is demonstrated by Dutch exampkdevi in the monosyndetic example in
(49)a), either the collective reading, whereby Ad & together buy a single car, or the
distributive reading, whereby they each buy a sapossible; in the polysyndetic example in
(49)b), the distributive reading is forced (Zhafi®8b:22; see also Zoerner 1999:330):

(49) a) [Aen Blkochten een auto. Dutch
A and B bought a car
‘A and B bought a car.’

b) [En A en B]kochten een auto.
and A and B bought a car
‘Both A and B bought a car.’ (Zlga2008h:22)

While the distributive focus particle analysis Iseitefore compatible with the prepositive
polysyndetic coordination data, the analysis carexend to at least the vast majority of
languages displaying postpositive polysyndeton.stisitive polysyndetic languages in fact
fall into three groups: those where polysyndetonolidigatory, and carries no additional
interpretive effects (such as the Dravidian langsqgthose where it is optional, but carries no
additional interpretive effects (such as Japaneskkaorean); and, more rarely, those where,
like languages with prepositive polysyndeton, thptiamal presence of the peripheral
coordinator triggers an obligatory distributive dgey (found in the Northeast Caucasian
language Lezgian, or Lezgi, and the Tibeto-Burnaagliage Hakha Lai, or Chin, Haka). Only
the latter group meets the predictions of the ithistive focus particle analysis. Examples such
as the following, from Malayalam (50), where polydgton is both obligatory and compatible
with a collective reading, or from Japanese (51lhere polysyndeton is optional, but still
compatible with a collective reading, are prediatetito occur. On the other hand, as we have

already discussed, they pose no problem to theytleganutual adjunction:

(50) [johrrum mary*(=um)] kalyaaNam kaZiccu. Malayalam
John=and Mary=and marriage  performed

‘John and Mary married (each other).’
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(51) [Tarozto Akiko(=to)]=wa kekkon simasi=ta. Japanese
Taroo=and Akiko=androP marry do+sST
‘Taro and Akiko married (each other).’ (Hinds 1986:97, ex 338)

A second problem with the distributive focus pdaeti@nalysis of polysyndeton concerns
constituency. According to the distributive foqagticle analysis required by proponents of the
Boolean phrase, the peripheral ‘coordinator’ inypghdeton should not form a constituent
uniquely with the adjacent Conjunct, but with theoinate structure as a whole. Lezgian
(Northeast Caucasian) is a language displayingooaki postpositive polysyndeton, this

polysyndeton being accompanied by an obligatoryhextip reading:

(52) [[Zi Dbubani], [buba.di-n bubeni]] ¢uban-ar “&-ji-bur ja. Lezgian
my father=and fathe&ENfather=and shepheml- becomeAoP-SBST.PL COP
‘Both my father and my father’s father were shapls.’
(Haspelmath 1993:327, ex 897, citing Rizvanov 198§:

Contrary to the predictions of the distributive degarticle approach, it is possible to extrapose
the final coordinator (the alleged distributive discparticle) along with the final Conjunct,

indicating that the two form a constituent. Thiatalis however unproblematic for the theory of
mutual adjunction, whereby in principle coordinatanay attach freely to any and every

Coordinand:

(53) | dinja.da-l [%anwil-erni] ala, [piswil-eEni]. Lezgian
this worldsrResgjoodnessL=and be.on badness=and
‘In this world there are both good things and tadgs.’
(Haspelmath 1993:328, ex 898a, citing Sixverdie83t90)
(54) Dax [burg&ni] Ra-nwa, [ biSEni].
dad Dblind=and beconrERF deaf=and
‘Dad has become both blind and deaf.’ (eBiBeitingDustwal 1985, issue 3:79)

In summary then, we have seen that, while the d¢oatar has properties of a functional head, it
does not project to Head the coordinate structasra whole contrathe claims of the Boolean

phrase analysis. Likewise, an asymmetric structuod as Munn'’s in (21), where the structure
as a whole is Headed by a single Coordinand, casrwiunt for the full set of data. Instead,
evidence from the projection of features, distiitmel equivalence, obligatoriness, control of
agreement and polysyndeton indicates that Headshiphared by the Coordinands in a

symmetric structure, as predicted by the theomyafual adjunction.
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4.3.2 C-Command between Coordinands

A second difference between the Boolean phrase rantbal adjunction concerns the
predictions made regarding c-command. As has Wadaly documented in the Boolean phrase
literature, the first of these theories predictynametric c-command between the two
Coordinands. If we adopt the structure of mutuiliaction, on the other hand, it is predicted
that neither Coordinand c-commands the other. r€asoning behind this is as follows. X c-
commands Y iff X does not dominate Y and every ZtthHominates X also dominates Y.
Consider how this applies to the mutual adjuncstrncture in (55). Recall that in the mutual
adjunction structure, the top node of the coordirstucture (X) is a segment shared by two
categories (X X;] and [X;, X3]). Here the terminal Xis dominated by the multi-segmented
category [X, Xs], but not by every segment of the complex catedety, Xs], while the

terminal X% is dominated by the multi-segmented category, [Xs], but not by the multi-

segmented category [XX;] (cf. Chomsky 1986a:9, 1995a:418-419; Kayne 1984:Hence

not every category that dominates one CoordinandofXX,;) dominates the other, and so

neither Coordinand c-commands the other:

(55) X1
X2 X3

In this subsection we use data from NPI licensiagaphor binding, Principle C data and
variable binding to compare the predictions of the different theories. As originally
suggested by Progovac (19%t se, it appears that there is no c-command between

Coordinands, exactly as predicted by the theompatual adjunctior?®

Firstly, we consider negative polarity items (NPI$JPIs are licensed when c-commanded by
negation. Therefore, according to Boolean phrasdyais, the presence of negation in the
putative specifier (the first Coordinand in Eng)isthould be able to license an NPI in the
complement of the coordinator (the second Coordinen English). According to mutual
adjunction, on the other hand, NPI licensing withthre coordinate structure should be
impossible, due to lack of c-command. As pointedly Progovac (199&t seq, NPI licensing

is impossible within coordination, suggesting aklad c-command ((56)a) below). Note

moreover that the presence of negation on bothdbweamds in (56)b) does not yield either the

% The predictions of Munn’s (1998t seg theory, as in the tree in (21), are debatableunMhimself
certainly considers that the structure involves nasgtric c-command between first and second
Coordinands, in the same way as the more standavdle8n phrase. If we adopt the
Chomskyan/Kaynean definition of c-command discussleave, however, the first Coordinand in (21)
will not c-command the second, since we are dealith an adjunction structure. However, if we
assume that features of the second Coordinand lpgc@n accordance with the principles of Extended
Projection, to head the adjunct along with the dowtor, it is possible that the second Coordinend
commands the first.
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double negation or the dialectal negative conceadling which would otherwise be obligatory

in an NPI licensing environment:

English
(56) a) * He chased [nobodsujd/orany dogs]] (Progovac 1997, ex 8)
b) He chased [nobodgfdno dogs]]. (1997, ex 9)

Secondly, we consider the possibility of anaphardbig, where the two Coordinands are
coreferential. We use data from Dutch, a langualgieh distinguishes phonologically in the
third person between anaphozghzelf and logophors — a type of emphatic pronduengzelf.
According to the predictions of the Boolean phraa®,long as there is no c-commanding
licenser higher in the binding domain, we expeetfitst Coordinand (the putative specifier) to
be either an ordinary pronoun or a logophor, dejpgndn the discourse conditions, and the
second Coordinand (the complement of the coordipatobe an anaphor. According to the
predictions of mutual adjunction, on the other haeither Coordinand should be either a
pronoun or a logophor, but neither can be an amapiuess licensed by a coreferential
expression outside the coordinate structure). da& in (57) shows that it is the latter
predictions that are borne out. Binding of an &woaps impossible within the coordinate
structure (57)b)-c); coreferential pronominal logops can occur, however, as in (57)a), since

neither c-commands the other and hence they a&*fre

Dutch
(57) a)de relaties tussen de mees God,hem-zelfen anderen,en

the relationships between the human and God,b&lfm-and others, and

[hem-zelf [en hem-zelff]

him-self and him-self
‘the relationships between man and God, hinesadf others, and himself and himself’

b)* de relaties tussen de memsn God,hem(-zelf) en anderen,en

the relationships between the human and God, hiim-seand others, and

[ hem(-zelf)[en zichzelf]]

him-self and himself

c) * de relaties tussen de memn God,hem(-zelf) en anderen,en

the relationships between the human and God, hiim-seand others, and

[ zichzelf [ en zichzelf]]

himself and himself

4 Note that Englisthimselfis ambiguous, used for both anaphor and logophor.
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While data from NPI licensing and binding of anaghsuggests a lack of c-command between
Coordinands, Principle C and variable binding dagae both been used to argue that, in
languages like English, the first Coordinand asymnicedly c-commands the second (Munn

1993:82.2.2). | conclude this subsection by sugggdhat such data may be independently

motivated.

Firstly, Munn (1992:19-20, 1993:16) invokes theldaling Principle C contrasts to argue in

favour of asymmetric c-command between the first sgcond Coordinand in English:

(58) a) [[Johiis dog] [and he/him]] went for a walk. English

b) * [He [andJohnis dog]] went for awalk.  (Munn 1992:20, ex 40,98916, ex 2.8)

Progovac however points out that the example in i&®roblematic for this account, since an
R-expression is licensed in the second Conjuncipite being coreferential with the first
Conjunct (see also Gazder al 1982:674). Example (60) shows that the resultstlae same
where the R-expression is not a proper name, bepahet. This contrasts with examples of
unmistakable c-command, such as (61), where cemder between R-expressions is at best

marginal and marked:

(59) [John[andJohn's wife]] are certainly invited. English
(Progovac 1997, ex 19)

(60) Annoyingly, [Johp[and[the bastardF wife]] have both been invited.

(61) a) ?* Johycertainly likes Johis wife. (Progovac 1997, ex 20)

b) * Johncertainly likes [the bastartf wife.

Consider now how mutual adjunction deals with sexamples. Since there is no c-command
between Coordinands, any R-expression within tlwedinate structure will be free, as long as
there is no coreferential expression c-commandigcoordinate structure. The examples in

(58)a), (59) and (60) are therefore unproblematic.

Concerning the example in (58)b), where an R-exiwascoreferential with the first Conjunct
is ungrammatical in the second Conjunct, note tth@tungrammaticality need not be attributed
to c-command (Progovac 19@7 sed. The example in (62) below, where the secondj @
contains an R-expression coreferential with a pporembedded within the first Conjunct (such
that there is no c-command between the two evearnthé Boolean phrase analysis), is equally

ungrammatical:
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(62) * I [[greeted hinj [and patted Johis dog]. English

It seems then that here at least, as suggestedogp\ac (1997t seg, the ungrammaticality

must be due to some other, possibly pragmaticciplm unrelated to Principle C, perhaps
involving precedence. This same principle candfwee be applied to (58)b), allowing us to
maintain the lack-of-c-command hypothesis useddrooant for the NPI data, the anaphor

binding data, and the examples in (59) and (60).

The second piece of evidence that has been citegpport of asymmetric c-command between
Coordinands is concerned with variable bindinginathe examples in (63). Munn (1993:16)
acknowledges that the example in (63)b) is indepetig ruled out due to the Leftness
Condition (Chomsky 1976; Higginbotham 1980:687)jckirequires the quantifier binding the
variable to appear to its left, but (63)a) is gaiigrtaken as evidence that the first Coordinand

in English c-commands the second:

(63) a) [[Every man]andhis dog]] went to mow a meadow. English

b) * [[His; dog] [and [every man]] went to mow a meadow. (Munn 1993:16, ex 2.7)

The validity of using this data to argue for asyrmmec-command is based on the assumption
that a bound variable requires surface c-commandrder to be licensed. However, this
assumption is challenged by examples such as Hosving, where the variable is bound by an
embedded quantifier, and hence there is no c-comin@nSpell-Out (May 1977, 1988;
Higginbotham 1980). Of particular interest are tioerdination examples in (66)-(67), where
the quantifier is embedded within the first Cooetid:

(64) [[Every boy]s mother] loves him English
(65) [Somebody from [every city]despises jfits; architecture. (May 1988:89, ex 7)
(66) A soldier [[found [every studefjt[andshot hin]. (Rodman 1976:172, ex 23b)

(67) A (different) student [[likes [every profesgbfandwants himto be on his committee]].
(Fox 1995:321, ex 56b, 2000:52, ex 62b)

That surface asymmetric c-command is not the cbengulanation for the data in (63) is further
confirmed by looking at parallel examples from Jegs®. In Japanese, there is evidence that
the coordinating conjunctionio-forms a constituent with the first Conjunct (Mubh®87, cited

in Zhang 2010:203; Zoerner 1995). This is illusdaby the following extraposition examples:
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(68) a) Watasi [[ Vivaldito] Mozart]=ga  suki. Japanese
I Vilvaldi=and Mozartxom like

b) Watasi Mozart=ga  suki [Vivakdo].
I MozartNoM like  Vivaldi=and

‘ like Vivaldi and Mozart.’ (Sells 1993, ex 5, citing Simon 1989:10)

(69) a) Kodomo=wa [[ookii ineto] [ tiisai neko]]=0 hosigatteru-no.

child=topr big dog=and small catec wantEMPH

b) Kodomo=wa [tisai neko]=0 hosigatteru-noookii inu=to].

child=rop  small catAcCc wantEMPH big dog=and

‘My child wants a big dog and a small cat.’ (ex 6, citing Simon 1989:128)

The structure of coordination in Japanese is theeghe inverse of that in English (cf. example
(4) above). According to the predictions of theoRBan phrase, therefore, in Japanese it is the
second Conjunct that should asymmetrically c-comuridue first (Johannessen 1998; Zoerner
1995). Note however that a bound variable in #@sd Conjunct (the putative specifier) can

still be licensed by a quantifier in the first:

(70) a) [[[Dono otokg¥to] [soitu=no inulJl=ga  sanpo=ni it=ta no? Japanese
which man=and that.gtfeLNK dog=Nom walk=to go=PSTQ

‘Which man and his dog went for a walk?’

b) * [[Soitu=no inkto] [dono otokg]l=ga sanpo=ni it=ta no?
that.guytNK dog=and which mamwom walk=to go#STQ

(Reiko Vermeulen, p.c.)

Looking at the English data in (64)-(67) and thpalese data in (70) therefore suggests that
surface c-command need not necessarily providexpkanation for variable binding in (63)a).
Instead, Progovac (19%t sef| suggests that (63)a) is made possible only byaQR-, which
would also account for the data in (64)-(67) (RU@92; Fox 1995:321-322, 2000:52-53).
Progovac’s proposal for (63)a) is confirmed by canigpbn with the example in (71) below,

where the variable bound by the universal quantisi@n epithet, rather than a pronoun:

English
(71) [[Every corrupt politician][and [the bastardk false promises]] were met with booing

and hissing.

% Althoughsoituis glossed ‘that guy’ here, it is a variable ant an epithet (Hoji 1995; Ueyama 1998).
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As pointed out by Hornstein and Weinberg (1990:124#4)epithet bound by a quantifier is still
subject to Principle C (unlike the bound pronourénce the ungrammaticality of (72) below,

where the quantifier phrase uncontroversially csc@nds the epithet (cf. (61)b) above):

(72) * [Every corrupt politician]certainly likes [the bastar} false promises. English

Therefore where an epithet functions as a bounidblarit requires, like any other variable, a c-
commanding binder, but, like any other R-expresstamnot be bound from a c-commanding
A-position. This means that any licensing of armbepithet by a quantifier requires movement
of the quantifier from a non-c-commanding positiora c-commanding A’-position (Hornstein
and Weinberg 1990:81.2). Firstly, since (71) iangmatical, we must concludeontra the
predictions of the Boolean phrase, thaéry corrupt politiciardoes not c-commarttie bastard

in its base-position, thereby avoiding a Princi@leviolation. Secondly, since the quantified
phrasewill have to c-commandhe bastardat some point in the derivation, we can conclude

that QR ofevery corrupt politicianno some c-commanding A’-position takes place at LF.

Although in the case of the coordinate structune6B)a), (66), (67) and (71) QR involves an
apparent violation of the CSC, at least in the @dg4€6) and (67) there is direct evidence from
scope readings that QR has taken place. Thesensestare ambiguous between a reading
where the existential quantifierscopes over the universal quantifier every, andinnghich

the universal quantifieeveryscopes over the existential quantifeer The second, inverse,
reading is presumably available due to QR of thigausal. Moreover, as Ruys (1992:36-37)
points out, apparent violations of the CSC at LRl context of variable-binding are not
limited to QR. Analogous examples can be foundh wik-in-situ (see Ruys 1992:37-38; Fox
1995:83.2, 2000:82.3.2 for possible explanationsoaghy the CSC does not hold in these

contexts)?®

English
(73) Which student [[likes [which professgifland wants himto be on his committee]]?
(Fox 1995:322, ex 58a, 2000:53, ex 62b)

Under Progovac’s proposal, therefore, these dida tthe NPI licensing, anaphor binding and
Principle C data, are perfectly compatible with thek-of-c-command hypothesis, and hence
the structure of mutual adjunction. On the othendy we have seen that the NPI, anaphor

binding and Principle C data — both when the R-esgion is coreferential with a proper name

6 Munn (2000:8) points out that the quantifier sebjef a clause cannot bind a pronoun contained in
another clause conjoined with it. The impossipitf QR here is presumably due the clause-bounded
nature of QR:

ix) a) [[Each woman]andher child]] read a story. English
b) * [[[Each woman]read a story]dndher child read a story]]. (Munn 2000:8, ex 21)
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and with a quantified nominal — are unexpected urahe analysis involving asymmetric c-

command, such as the Boolean phrase.

4.3.3 Coordination of Non-Maximal Projections

Another issue to be considered is how the diffemlyses of coordination deal with the
coordination of non-maximal projections, as in theamples in (74)-(78) below, where two
heads are coordinated. (See Johannessen 1998%8047; Borsley 2005:471-473; Abeillé
2006 and Neeleman 2006:2 for arguments that suamghes are indeed the result of head

coordination, rather than some deletion or moverpestess such as Right-Node Raising.)

(74) It's impossible to [persuader[convince]] you. English

(75) [Can pndwill]] Mary fend off the other contenders to wimet egg-and-spoon race?

(76) | can manage fine [witlof without]] you.

(77) Je [lis gt relis]] souvent tes poste-s. French
I read and reread often your pBest-

‘| often read and reread your posts.’

(78) Paul cherche[le opla]] responsable.
Paul look.for thes or ther responsible

‘Paul is looking for the (male or female) persospensible.”  (Abeillé 2006:14, ex 18a)

For the structure of mutual adjunction, there ithimg in principle prohibiting the coordination
of heads or any intermediate level of projectianlaag as the conditions in (16) are met. Since
the top node of the structure is a segment shayesvd (or more) categories, the coordinate
structure as a whole will share the distributionttise categories, whether head, intermediate
projection or maximal projection. What thereforstitiguishes the coordination of non-maximal
projections from that of maximal projections is etkathe same property distinguishing any
other non-maximal projection from a maximal project the head is required to project further.
As explained by Neeleman (2006:6-7), this requirgneads to the prediction that if non-
maximal projections are coordinated, they must fokke category: in order not to violate the
condition in (16)a), the categorial features of @owands can only project if they are non-
contradictory. This prediction appears to be boouw, as evidenced by contrasting the
examples in (79) (see also Abeillé 2006:18-19)(7®)a), the coordination of a PP and a VP is
permitted, since neither P nor V needs to projathér, either to dischargedarole or to satisfy

any c-selectional requirements of the selectingll@ahe coordinate structure, the copula. In
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(79)b), however, the situation is different. P ahdhust project beyond the head-level in order
to discharge their internd-role to the shed The condition in (16)b) however prohibits
projection of contradictory categorial features hivit a mutual adjunction structure. The

resulting coordination of the heads P and V isdftge ungrammatical:

(79) a) He is [[in the shedhpd painting the shed]]. English

b) * He is [in andpainting]] the shed (Neeleman 2006:72@x

Consider now how the presence of a coordinatorctfthis process of coordination of non-
maximal projections. The coordination of two vewith unassigned internétroles, as in (74)
above, will be structured as follows (where the twwassigned-roles projected from each
Coordinand are identified with each other in the node, Neeleman and Van de Koot 2002:87;
Neeleman 2006):

(80) V [60]

PN

VPl LNK,\V[6]

LNK vV [6]

A possible objection to the structure in (80) migbtthat the verb in the second Coordinand is
merged with a functional headNK) prior to discharging its interna-role. This is not
something that usually occurs — for instance, V tnalischarge its interndl-role prior to its
merger with T. This restriction, however, can beagiated with the selectional properties of T,
which selects a complement of a particular semawpie. Coordinators, on the other hand, like
any other linker, have no such inherent restrictiaas mentioned in section 4.2 above, being
semantically vacuous, they are in principle freecoémbine with a complement of any type,

without adding any additional semantics-relateduiess to the extended projection.

For the two asymmetric analyses, these issues are aomplex. Firstly, in the case of the
standard Boolean phrase, even if heads are cotedirthe coordinate structure as a whole will
be phrasal, yet the examples in (74)-(78) abovewshtmat coordinated heads share the
distribution of any other head (arguably, in theeaf (75) and (77), via head movement).
Secondly, for neither asymmetric analysis doesettegpear to be a way of deriving the
requirement that non-maximal projections when coategd should be of like category, while
still allowing coordination of categorially distihmaximal projections (as in (27)c) and (79)a)
above). Similarly, it is unclear how both verbskamples such as (74) are ablé4oark their

object without resorting to discontinuous project{®eeleman 2006:2). Even if we accept the
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proposal that CoP inherits the categorial featwke#s specifier, thed-marking of you by

convince(the complement in the coordinate structure) reshproblematic.

4.3.4 The Semantics of Conjunction and Disjunction

A final issue to be considered concerns the impboa of the semantic relationships of
conjunction and disjunction for the three differstructures. In section 4.2 it was proposed that
the coordinator itself is not responsible for eitreationship; like the subordinating linker, the
coordinating linker does not initiate a particutatationship, but simply marks its presence.
The relevant relationship is encoded not by thkelirmarking the relationship, but within the
syntax itself. This hypothesis was backed up ke fbssibility of asyndeton as a means of
marking both conjunction (examples (28)-(31)) angjusction (examples (11)-(15)),
suggesting the conjunction and disjunction relatigps occur independently of the coordinator

(see also Ohori 2004 for similar arguments).

Rather, it seems that where there is no coordipasoin the examples in (8)-(15) and (29)-(30),
the correct interpretation is determined by defaulks and pragmatic or semantic context. All
else being equal, the default interpretation ohdsyic coordination will be conjunction. (Note

that the disjunction relationship is far more restd in its occurrence in discourse than the
conjunction relationship, Ohori 2004:61-63.) Disjtion therefore must be marked in the
morphosyntax. However, if the pragmatic or sentarontext renders the conjunction

interpretation unavailable, then disjunction becsrtiee default and need not be marked. We
therefore expect to see unmarked disjunction onhere the context renders conjunction

unavailable.

This is precisely what we find in the examples syraletic disjunction in (11)-(15) above.
Firstly, in the examples in (11)-(12), where twommrals are coordinated, a conjunction
interpretation is ruled out by pragmatic principté<larity; if conjunction of the numerals were
intended, it could be rendered equally informativiey the sum of the two Coordinands — a
simple numeral ‘eleven’ — without causing the hedlne unnecessary effort of processing the
coordination. In both Dutch examples, the semagticironment provided biiet maakt mij
niet uit ('l don't care”) in (13) andwelke (‘which’) in (14) requires a choice from a set of
alternatives — disjunction, rather than conjunctiprovides this set of alternatives. Finally, in
the Mandarin Chinese example in (15), the contgatrarenders disjunction more relevant: one
is unlikely to mix the two carbohydrates in the sadish. These results are confirmed by

comparing the following Japanese examples, bothaging asyndetic coordinate structures:

(81) a)— Doko=ni  ikitai no? Japanese

where=pAT goVvOoL Q
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— [ Kyoto, Nara, Kobe] da naa.

Kyoto, Nara, Kobe cop PRT

— ‘Where do you wish to go?’
— ‘Kyoto, Nara, (and) Kobe, | suppose.’ (Ohori 2004:57, ex 59)

b) — Doko=ni  sumitai no?

where®dAT livevoL Q

— [Kyoto, Nara, Kobe] da naa.

Kyoto, Nara, Kobe cop PRT

— ‘Where do you wish to live?’

— ‘Kyoto, Nara, (or) Kobe, | suppose.’ (p58, ex 60)

Ohori (2004:58) points out that it is possible tsitvthree cities in a single trip, but not usually
possible to live in three cities simultaneouslyenide the default interpretation is conjunction in

(81)a), but disjunction in (81)b), where the comtexders conjunction unavailable.

Consider now those cases where the coordinateteus marked by an overt coordinator. In
such cases the coordinator may mark (but does mtate) whether this relationship of
equivalence is one of conjunction or disjunctionf bote that this is not always the case: in
some languages, such as Aymara (Aymaran), Dakatat(& Siouan Proper), Sanskrit (Indo-
Aryan), Tarahumara (Southern Uto-Aztecan) and UWprilalkomelem (Central Salish), an
identical coordinator may be used for both conjiomcand disjunction (MacDonell 1927:149;
Payne 1985:39, citing Déhmann 1974:41-42; Ohori4280)?"?® Examples are given below
from Upriver Halkomelem (where the coordinatpr is glossed UNK"). Like the asyndetic
examples in (8)-(15), (29)-(30) and (81) above, th&erpretation ‘depends on semantic
environment’ (Ohori 2004:57, citing Galloway 199333:

(82) Lolomdlstox"ss b  Billta  sg%mdl x"slém b [Jim g2 Bob]. Upriver Halkomelem
3 throw.3 DEM Bill DEM paddle to DEM Jim LNK Bob
‘Bill threw the paddle to Jim and Bob.’
(Ohori 2004:57, ex 57, citing Galloway 1993:416)

2" Note however that Payne (1985:40) expresses seapicism about the validity of this claim for
Tarahumara and Dakota.

%8 Similarly, Ohori (2004:58) points out that, whilee examples in (81)a) and b) may be marked by the
coordinators-to (conjunctive) and-ka (disjunctive) respectively (instead of zero-magginanother
possibility in both cases is marking by coordinattwka, again leaving the conjunction/disjunction
distinction unmarked.
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(83) Li Ikm k™s [Bill go Bob]?
Q go DEM Bill LNK Bob
‘Did Bill or Bob go?’ (ex 58, citing&@oway 1993:416)

Similarly, there are certain contexts where therad obvious distinction between conjunction
and disjunction. Compare the following examplenfrQlapanese, where a conjunctive
coordinator is used in the context of forced chajaestions, with its English translation, which
uses a disjunctive coordinator. This leads Oha@i04:59) to conclude: ‘The disjunctive

relation isnot part of the meaning ofo, but of the whole construction.’

(84) [Eigc=to nihongo€&to)] dotchi=ga ii? Japanese
English=and Japanese=and whisl good
‘Which is better (for you), English or Japanese?’ (Hinds 1986:97, ex 336)

In the same way, the distinction between conjunctiad disjunction is often lost in negative
contexts (that is, disjunction with wide-scope rega and conjunction with narrow-scope
negation are logically equivalent, Payne 1985:4dsp¢lmath 2007:83.2). This can be seen by
comparing the following Indonesian (North and E&dalayo-Sumbawan) and Lezgian

examples, one of which uses conjunction, and theratisjunction, in the context of negation:

Indonesian
(85) [Baik kepandaiammaupun kecantikan] tidakberguna untuk mencapai kebahagiaa
both ability and beauty not useful  for & happiness
‘Neither ability nor beauty is useful for achiegihappiness.’
(Haspelmath 2007:16, ex 14a, citing Sneddon 19%6:34

(86) I k'walaxda-l [aaburu-n rus,jagada] razi tus-ir. Lezgian
this joboBL ortheyeEN girl orboy  satisfied b&EGPST
‘Neither their girl nor the boy was satisfied wittis job.’
(Haspelmath 1993:334, ex 916a)

Even therefore in examples where the coordinatovést, there is evidence that the coordinator
does not contribute to the compositional semantiather, the relationship of equivalence

unique to coordination must be provided by the ayiiself.

Such a possibility does not seem to be availabhMeifidopt either of the asymmetric structures.
Under such approaches the structure for coordimaisono different syntactically from a
subordination structure. The only difference betmvéhe standard Boolean phrase and any
other phrase concerns the nature of its Head -edbedinator. Similarly, the only difference

between Munn’s adjoined Boolean phrase and anyr @tpinction structure concerns the
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nature of the highest head in the extended projedaif the adjunct — again the coordinator. In
both cases, therefore, the only syntactic meardistihguishing coordination from any other
grammatical relationship will have to be providedtbis coordinator. The semantic distinction
between conjunction and disjunction will likewisavie to be provided by the semantics of the
coordinator. However, the absence of the coordinat examples such as (8)-(15), the
irrelevance of the choice of coordinator in exammpiuch as (83)-(86), and the fact the
coordinator neither s-selects nor can be s-seleetiéduggest that the coordinator does not
initiate the conjunction or disjunction relationshbut simply marks its presence. The evidence
from the semantics of conjunction and disjunctibaréfore lends support to our conclusion
from the previous subsections that an asymmetnictsire, whether Headed by the coordinator
or by a single Coordinand, cannot adequately adctmmcertain unique properties of the

coordinate structure.

On the other hand, we have already seen that pgrepesuch as the shared Headship of the
coordinate structure, the lack of c-command betweeordinands, and the coordination of non-
maximal projections can be successfully capturethbystructure of mutual adjunction. In the
same way, the relationship of equivalence uniqueotrdination can be found in the structure
of mutual adjunction, without having recourse ty @emantics of the coordinator, since each
Coordinand has equal syntactic status. As reg#rdsdistinction, or in some cases the
ambiguity, between conjunction and disjunction,séems possible that this is likewise
independently present in the syntax. This possilarises if we assume that mutual adjunction
allows two possible interpretations. Under thisgmsal the top node of the mutual adjunction
structure can either be read as a projection @ghallCoordinands, or as a projection of only one
Coordinand but with no means of establishing whodke. The first reading would result in
conjunction; the latter in disjunction. In thisseaboth readings would be provided by the

syntax and need not be attributed to the presemgepperties, of the coordinator.

Concluding then our comparison of mutual adjuncton the two asymmetric Boolean phrase
analyses as possible structures for coordinatienhawe seen that in terms of the Head of the
structure as a whole, the lack of c-command relatipp between Coordinands, and the

coordination of non-maximal projections, it is orthe structure of mutual adjunction that is

? There are various possibilities as to how the fofrthe coordinator — either conjunctive or disjiive

—, where relevant, is determined. One possibifityhat the conjunction and disjunction readings ar
somehow independently differentiated in the syntdr.this case the form of the coordinator simply
marks which of the two readings is present. A Bdcpossibility is that the syntax is genuinely
ambiguous between the two readings. In this éasgy be that the coordinator filters out oneted two
readings. It does not introduce either readirgy (i this sense it remains semantically vacuoaspabse
both are independently present in the syntax. rAdtévely, the relevant reading is selected at afd
again the coordinator simply marks which reading baen selected. This latter option would allow
correspondence between LF and PF (cf. Jackend®ff;19zend$i 2001; Bobaljik and Wurmbrand to
appear).

158



Chapter 4: Coordination and Linkers

able to capture the full range of datiaikewise, mutual adjunction provides a more prongs
means than the Boolean phrase of accounting foseéh®ntics of conjunction and disjunction.
In addition, Neeleman (2006) shows that mutual ratjon, by its very definition, accounts for
two further defining syntactic properties of coo@ion (which are not discussed here, as they
have no direct bearing on the structural or lingiatribution of coordinators as linkers): the
requirement that Coordinands share the same anty,the CSC (see also Gazeéaral 1985:
chapter 8; Sagt al 1985). On the other hand, although many diffesehblars have advocated
various versions of the Boolean phrase analysisetts no unified account of either the shared
arity requirement or the CSC, suggesting that thereo straightforward means of deriving

either under this analysis, or at least not wittfacther stipulation.

These results are important, as the structure efimhadjunction for coordination allows us to

maintain the hypothesis (for which we have alreselgn some initial evidence in sections 4.2
and 4.3.4) that syntactically independent coordirsgaire a type of linker, serving to mark the
presence of a relationship that is independentlyided by the syntax. In addition, establishing
the correct syntax for the coordinate structureviples a framework in which to interpret the

rules established in the previous two chaptergratsiral intervention and invariable harmony
associated with linkers as syntactically independsemantically vacuous markers of a

relationship.

4.4 Multitermed Coor dination and n-ary Branching

The examples we have been concerned with so far ¢@vtained two Coordinands. Our study
of such examples led us to conclude that what isastically a symmetric relationship is
represented syntactically by the symmetric strectof mutual adjunction. If we wish to
establish the extent to which the structural anddr distribution of syntactically independent
coordinators as linkers is determined by the unigyrgax of the coordinate structure, we will
also need to consider the syntax of coordinatesires involving more than two Coordinands.
In this section we will turn to examples involvingpre than two Coordinands, as in the English
examples in (87). We will distinguish between epéea such as (87)a), where the coordinator
is repeated, and (87)b), with a single coordinatd¥e will concentrate on examples consisting

of three Coordinands, since examples with more thiage do not raise any additional issues.)

(87) a) AandB andC English

b) A, BandC

We will again see evidence firstly that a semafijiceymmetric relationship can exist between
more than two syntactic objects, and secondly thath a relationship is represented

syntactically by a symmetric or ‘flat’ structurédgain, | will argue that the possibility for such
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a symmetric structure is provided by the uniquetayof the coordinate structure (subsection
4.4.1).

While traditionally syntax was assumed to allow tirotanching structures, Kayne’'s (1984)
proposal that phrase-structure is more restrictallmwing only binary branching, has been
widely, though not universally, accepted. Undas thinary branching proposal, coordinate
structures involving more than two Coordinandshsag those in (87), necessarily involve some
kind of nested structure. For the surface stringgi7)a), there will be two possible structures,
as in (88)a) and b). In these structures, we ssergially dealing with a coordinate structure
consisting of two Coordinands, one of which islftaesyntactic coordinate structure in its own
right. In (88)a)B andC are firstly coordinated, and then this coordinatecsure itself becomes

a Coordinand when it is coordinated wilin a second coordination relationship. In (88)b3 i
the syntactic coordination & andB that is embedded in the higher coordinatiorAcind B
with C. The surface string in (87)b) will have the righ&bching structure in (88)a).
According to this analysis either the final two @tinands B and G form a coordinate
structure in their own right, attached to the fi@Gordinand A) in a second coordination
relationship by a null coordinator (Kayne 1994:3@hannessen 1998:144), or the coordinator
joining B andC moves and reprojects within the same coordinatetstre to allow the merger
of a third CoordinandA), with obligatory spell out only of the lower copy the coordinator
(Zoerner 1995, 1999).

(88) a) b)
A
(and A and C

and C and

In this section, | will argue that multitermed cdmration provides evidence that binary
branching is not an invariable property of phraseesure (cf. Grootveld 1992:62). This is not
of course to say that no instance of multitermeardimation involves nested binary branching:
nothing prohibits a coordinate structure in whiameoor more Coordinands is a syntactic
coordinate structure in its own right, as in tleesin (88). | will propose that, in addition bet
two binary branching structures in (88), thereviglence for a third possibility for the surface
string in (87)a) — the ternary branching structurg89)a) (cf. Dik 1968:231, and references
cited there). The surface string in (87)b), on dtieer hand, with a single coordinator, | will
suggest is incompatible with a binary branchingatire and only allows the ternary branching
structure in (89)b) (cf. Sagt al1985; McCawley 1988:268-272):
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(89) @) b)
A m
C C

and B and
and B

Firstly, various evidence shows that the final t@oordinands in examples with a single
coordinator (as in (87)b)) do not behave as a stparoordinate structure consisting of two
Coordinands (see Borsley 1994:87, 2005:83; Wint6%&3, and references cited in these
works). This can be shown by differences in meghi@tween multitermed coordination with a
repeated coordinator, as in (87)a) — where nestehybbranching is uncontroversially possible

— and multitermed coordination with a single cooador, as in (87)b).

Firstly, consider the following simple binary couordtion, where there are two possible
interpretations: the distributive reading, whereglagh man lifted the piano on his own, and the

collective reading, whereby the two men liftecbigeéther:

(90) [TomandDick] lifted the piano. English
(Borsley 1994:238, ex 67)

Consider now the equivalent sentence with a muitiéel coordinate subject:

(91) a) [TomandDick andHarry] lifted the piano. English
(Borsley 1994:238, ex 69)
b) [Tom, Dickand Harry] lifted the piano. (p239, e})7

As Borsley (1994:238; see also Hoeksema 1988:26s|8o0 2005:468-469; Winter 2006:6)
points out, the sentence in (91)a) is four waysigudus. It can mean either that each man
lifted the piano on his own (distributive), that #lree men lifted it together (collective), that
Tom lifted it on his own while Dick and Harry lileit together (mixed distributive-collective),
or that Tom and Dick lifted it together while Harkfted it on his own (mixed collective-
distributive). The two mixed readings are avagabécause eith@ick and Harryor Tom and
Dick can be interpreted as nested binary coordinatetates in their own right, as in the trees
in (88); that is, either the coordinate structDiek and Harryis one Coordinand and the simple
nominal Tomis the other, as in (88)a), giving the mixed disitive-collective reading, or we
are dealing with the conjunction of the coordinatieictureTom and Dickwith Harry, as in
(88)b), giving the mixed collective-distributiveading. Consider now the sentence in (91)b).
Here, like the simple coordinate structure withyoméo Conjuncts, in (90), there are only two
possible readings: the distributive reading, wheredoch man lifted the piano on his own, and

the collective reading, whereby the three mendittee piano together. The mixed readings are
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unavailable. This suggests that neitBék and Harrynor Tom and Dickcan be interpreted as
coordinate structures in their own right. On thheo hand, if (91)b) consists of a single
coordinate structure with ternary branching, aghiea tree in (89)b), the absence of mixed

readings is entirely expected.

Winter (2006:83.4) shows a similar effect for adhals of alternation, as in the examples in
(92) below.

(92) a) John alternately feels guilt and angerlzatd for his family. English

b) % John alternately feels guilt, anger and Fatdis family.  (Winter 2006:9, ex 23)

The sentence in (92)a) is ambiguous. It couldhla¢ John alternates between the two states of
guilt, and of simultaneous anger and hate. Altiraly, he alternates between the two states of
simultaneous guilt and anger, and of hate. Foresepeakers there is a third interpretation
available, whereby John alternates between the ttages of guilt, anger and hate. For other
speakers the adverllternately requires a two-state alternation and hence thigd th
interpretation is unavailable. The sentence in{P2n the other hand, has only one possible
interpretation, whereby John’s feelings alternagenveen three states. For speakers who only
accept the use ddlternately with two-state alternations, this sentence isliciteus. The
contrast between the two sentences can be eagibrsinod if we assume that nested binary
coordination, as in the structures in (88) — whgtves us the two-state alternation — is only
available where the coordinator is repeated, §92ja). Allowing ternary branching, as in the
trees in (89), gives us the three-state alterna#igailable for the relevant set of speakers i bot

sentences.

Borsley (2005:469-470) shows similar results usggpectivelyan adverb which ‘establishes a
pairing between elements of two sets having theesaardinality’ (Dalrymple and Kehler
1995:536; see also references cited there). $hismonstrated by the example below, where a
pairing is established betwedhe two girlsand the simple binary coordinatidttobbs and

Barnes giving the meaning that Hobbs saw one of thegdifle and Rhodes the other:

(93) The two girls were seen by [Hobdrsd Rhodes], respectively. English
(Borsley 2005:469, ex 38)

Consider now the following example, whetlee two girlsis paired with a multitermed

coordination with a repeated coordinator:

(94) The two girls were seen by [Hobkdrsd Rhodesand Barnes], respectively. English
(Borsley 2005:470, ex 39)
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Here the pairing can be established betwbentwo girlsand either the binary coordination of
Hobbs(as one Coordinand) afthodes and Barngss the other), as in the tree in (88)a), or the
binary coordination oHobbs and Rhodg$orming one Coordinand) ari8arnes(the other), as

in the tree in (88)b). In the first case Hobbs sme girl and Rhodes and Barnes saw the other,
while in the second case Hobbs and Rhodes sawidrend Barnes saw the other. The same

interpretation is not however available where therdinator is not repeated:

(95) # The two girls were seen by [Hobbs, RhaaletBarnes], respectively. English
(Borsley 2005:470, ex 40)

Here there is no binary coordination and henceetzenple is semantically infelicitoudie two
girls, having a cardinality of two, cannot be pairedwifte ternary coordinatiddobbs, Rhodes
and Barneswhich has a cardinality of three. This againgasys that, unlike the examples in
(94), the multitermed coordination cannot be inteigd as a binary coordination relationship in

which one of the Conjuncts is itself a separatedioate structure.

Borsley (1994:237-238, 2005:467-468) demonstrateslas results with the distribution of
both a distributive adverb introducing the presupposithat the expression in its complement
refers to a group with exactly two members (Ladansb995:151, cited in Wagner 2010:189).
Where the complement dfoth is a coordinate structure, therefore, this co@minstructure
must consist of exactly two Conjuncts. It is tliere predicted thabothwill be able to occur in
nested binary branching structures such as tho@8)nbut not the ternary branching structures
in (89). Consider now the data in (96)-(97) belowthe light of these predictions. In the
examples in (96), where a coordinator appears legtveach Conjunct, the possibility of nested
binary coordination, as in the trees in (88), isamtroversial — we have already seen evidence
confirming this. As predictedyoth can introduce the multitermed coordination in (963s
long as eitheTom and Dickor Dick and Harryis interpreted as a unit — that is, a coordinate
structure in its own right. The fact thaick and Harryin this example can be interpreted as
separate coordinate structure with two Conjunctoigirmed by (96)b), whereothintroduces

only these two:

(96) a) both TonandDick andHarry English
(Borsley 1994:237, ex 63)
b) Tomandboth [DickandHarry] (ex 65)

This contrasts with the examples with a single do@tor in (97), where the appearancéath
is impossible. This suggests that unlike the examn (96),Dick and Harry cannot be
interpreted as a coordinate structure in its owghtriforming one Conjunct in a binary

coordination, confirming the results of previoustse On the other hand, if such examples
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consist of a single coordinate structure with th@mmjuncts, the ungrammaticality bbth is

predicted.
(97) a) * both Tom, Dick and Harry English
(Borsley 1994:237, ex 64)
b) * Tom, both Dick and Harry ex(66)

The evidence we have looked at so far has showngbmantically, the final two Coordinands
in examples with a single coordinator (as in (8y) not behave as a separate coordination
relationship consisting of two Coordinands (see té(ir2006:83 and references cited there for
additional arguments to the same effect). Syrdaetiidence from gapping, taken from
McCawley (1988:269-270) gives the same results g Borsley 2005:469). Gapping occurs
in examples such as the following binary coordomtwhere the verb in the second Conjunct is

deleted under identity with the verb in the first:

(98) Alice drank a martingnd Janeg a beer. English
(Borsley 2005:469, ex 35)

Consider now the following multitermed coordinatiafith a repeated coordinator. We have
already seen evidence that such examples are dbiepaith a nested binary interpretation (as
in (88)a) above), with the final two Coordinandsnfitng a coordinate structure in their own
right. It is therefore predicted that it shouldessible to delete the verb in the third Conjunct
under identity with the verb in the second. As dBey (2005:469) shows, this prediction is

borne out:

(99) Tom ate a hamburgemd[Alice drank a martiniand Janeg a beer]. English
(Borsley 2005:469, ex 36)

This contrasts with examples where the multiterncedrdination is marked by a single
coordinator, confirming our previous conclusionttiva such cases the final two Conjuncts

cannot consist of a syntactic coordinate strudtutbeir own right:

(100) * Tom ate a hamburger, Alice drank a martinid Janea a beer. English
(McCawley 1988:269, ex 23b’)

Gapping can however take place across the boasddh examples, suggesting that all three

Conjuncts have equivalent syntactic status (see(al¥ above):
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(101) Tom ordered a daiquiri, Alima manhattarand Janeg a screwdriver. English
(McCawley 1988:269, ex 23a)

We have seen then both semantic and syntactic resgdihat, where a multitermed coordinate
structure is marked by a single coordinator, ag8in)b) above, the final two Coordinands
neither express a semantic coordination relatignghiheir own right, nor do they form their
own syntactic coordinate structure. On the ottardh the data we have looked at is exactly
what we would expect to find if the three Coordigdsiin such examples belong to a single
syntactic coordinate structure, as in (89)b), esgirg) a single semantic three-way coordination
relationship. Similar examples with a repeatedrdimator, as in (87)b) above, turn out, as
expected, to be compatible with an interpretatidrergby either the first and second, or the
second and third, Coordinands form a coordinataecttre in their own right, which then
becomes a Coordinand itself in a higher coordistitgcture, as in the trees in (88). Even here,
however, semantic equivalence between the threed®amds is also possible, as demonstrated
by (92) above, where an alternation between thtaeesis a possible interpretation of both
types of multitermed coordination. This suggebtd,tlike examples with a single coordinator,
multitermed coordination with a repeated coordinaas in (87)a) can also result from a single
coordinate structure, as in (89)a), in additiorthe two nested binary branching structures in
(88).

N-ary branching, as in the trees in (89), is one & perhaps the most obvious — way of
allowing more than two Coordinands in what is sgtitally a single coordinate structure.
Certainly all the relevant examples we have lookédso far are compatible with such a
structure. However, we must consider whether thezether means of allowing more than two
Coordinands in what is both syntactically and sdrioalty a single coordinate structure, whilst
still maintaining the Binary Branching Hypothesi€ne such approach is offered by Zoerner
(1995, 1999), who, as mentioned above, proposdsthieacoordinator joining the final two
Coordinands B and C in (87)b)) moves and reprojects to allow the mergé a third
Coordinand. This process can recur as many tirmewaessary to allow a potentially infinite
number of Coordinands joined by a single coordinat®pell-out rules require either spell-out
of only the lowest copy, or of all copies of theoadinator. Since the whole structure is formed
by the iterative projection of a single coordinaibis considered a single syntactic coordinate
structure. By this means Zoerner maintains a pilaanching structure without the need to
treat any two Coordinands as a syntactic coordistateture in their own righf. The data we

have looked at above are therefore equally compatith both am-ary branching approach

% An alternative binary branching, single coordinatricture, suggestion for examples such as (87)b)
might be to allow multiple specifiers. Howeverjstiproposal cannot account for examples such as
(92)a), where a single semantic coordination oéehConjuncts is a possible interpretation, but the
coordinator is repeated. Moreover, we have alresyn evidence from lack of c-command in section
4.3.2 above that initial Coordinands in languages EEnglish simply do not behave like specifiers.
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and Zoerner’s binary branching approach. There ofiapurse be theoretical objections to the
latter proposal, in particular as regards idiosgiicrspell-out rules. (Theoretical objections to
then-ary branching hypothesis, in terms of overgenegatmll be addressed in subsection 4.4.1
below.) As far as | am aware, however, the litmathas yet to provide any direct empirical
evidence in favour of one approach over the othier.the remainder of this section | will
provide such evidence by means of determining thestituency of the relevant coordinate
structures. According to the binary branching apph, the final two Coordinands in a single
multitermed coordination such as (87)b) must forngoastituent. According to the-ary
branching analysis, they cannot. Evidence fromsitepe of adjuncts and from extraposition

indicates that the latter prediction, and hencenthey branching analysis, is correct.

We begin by considering the scope of adjuncts. Bihary coordinate structure in (102) is
ambiguous between a reading wheraybehas scope only over the Conjunct immediately to its
right (smokes a pipepnd a reading whermaybetakes scope over the entire coordinate

structure maybeattaching to this larger constitugsmokes a pipe and reads a book)

(202) On a rainy Sunday afternoon, John maybe ssnal@peandreads a book. English

Consider now the predictions in terms of multitedmeoordination. If the structure is
rightwards binary branching, as in the tree in #8the final two Coordinands form a
constituent in their own right, and therefore weent any adjunct to be able to attach to this
constituent. This is confirmed by (103) below, @hi having a repeated coordinator,
uncontroversially permits such a binary branchitrgicture. As predicted, like the binary
coordinate structure in (102) above, the sentemeanbiguous between a reading whaaeybe
takes scope over only the Conjunct immediatelyts$oright (smokes a pipeand the larger

constituent oBmokes a pipe and reads a book

English
(203) On a rainy Sunday afternoon, John puts l@sdpand maybe smokes a pi@end reads a
book.

Consider now the more controversial sentence id)(10ith a single coordinator joining three
Conjuncts. As in (102) and (103) above, we expemybeto be able to attach to the Conjunct
immediately to its rightsmokes a pipe If the final two Conjuncts form a constituens ia
(103) above, we would expectaybealso to be able to attach to this constituent,ngjvise to
the same ambiguity as in (103). If however wed®aling with a ternary branching structure,
as in the tree in (89)b), the final two Conjunctsrobt form a constituent, and hence we expect
the reading wherebmaybetakes scope oveamokes a pipe and reads a bdoke unavailable.

It is this latter prediction that is borne out:ikalthe sentences in (102) and (103), in (104)ether
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is no ambiguity: the sentence is only compatiblthwhe reading wherebyaybetakes scope

only over the Conjunct immediately to its righinokes a pip&

English
(104) On a rainy Sunday afternoon, John puts et d@, maybe smokes a pipaed reads a
book.

The second piece of evidence supporting a ternamyching analysis in terms of constituency
comes from extraposition. We have already seedeece that a single Coordinand can be
extraposed when marked by a coordinator, as in($),(53), (54), (68) and (69) above. In
addition, Zoerner (1995:21) shows that the cootdiséructure as a whole can undergo Heavy-
XP Shift:

(105) Robin bought yesterday [pendiisd pens]. English
(Zoerner 1995:21, ex 20)

That the above extraposition is indeed the reguttaavy-XP Shift is confirmed by comparison
with the following ungrammatical example, where #hdraposed coordinate structure is not

sufficiently heavy:

(106) * Robin bought yesterday [thamd that] English

We now consider the predictions in the light of #imve for a multitermed coordinate structure

such as the following:

(107) Robin bought [books, pencidad pens] yesterday. English
According to the binary branching analysfgncils and pensn the above example is a
constituent in its own right, and therefore shdutdable to undergo Heavy XP-Shift, exactly as
in (105) above. The fact that the resulting exisigpon is ungrammatical seems to confirm our

previous conclusion that the final two Coordinamdsuch examples do not form a constituent:

(108) * Robin bought books yesterday, pencilal pens English

% Note that, by the same argument, the alternaiivarp branching structure — whereby it is the fiveb
Conjuncts that form a constituent (cf. Progovac26-27, fn 3) — is also ruled out. The following
example is ambiguous between a reading wheagbetakes scope over only the first Conjunct and one
wheremaybescopes over the entire coordinate structure. réhding wherebynaybetakes scope only
over the first two Conjuncts is however absent:

X) On arainy Sunday afternoon, John maybe pstéceit up, smokes a pipe, and reads a boBhkglish
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However, extraposition of the final two Coordinardssuch examples is not ungrammatical if

the penultimate Coordinand is sufficiently heawyttze following example shows:

(109) Robin bought books yesterday, [some ratle siriped pencils,and pens]. English

This does not however force the conclusion thafittad two Conjuncts in this example do form
a constituent. Here it seems that we are dealittgavdouble extraposition, with extraposition
of the penultimate Conjunct licensed by Heavy-XHRftShFirstly, the following example
provides independent evidence that two differenhsttuents can each be extraposed

separately:

(110) a) A [[man [with red hair]] [who I'd never ee before]] came in. English

b) A man came in [with red hair] [who I'd neveresebefore].

That extraposition of the penultimate Conjunct ésmpitted in (109), but not in (108), can be
attributed to the relative heaviness of this Coafjuim (109), but not in (108), the penultimate
Conjunct is sufficiently heavy to license Heavy-%Rift. This is shown independently by the
examples below:

(111) a) Robin bought yesterday [some rather rtitges! pencils]. English

b) * Robin bought yesterday pencils

This double extraposition analysis is further conéd by the example in (112) below, where
the first extraposed Conjunct is light, and theoselcheavy. If it were possible for these two
Conjuncts to form a constituent (as in the binanlhing analysis, in (88)a), and ruled out by
the ternary branching analysis, in (89)b)), we wlathiink that the lightness of the penultimate
Conjunct should be immaterial as long as the castt as a whole is sufficiently heavy. This,

however, is not the cadé:

%2 |t seems that the order of the extraposed coesiisucannot be changed from their order in base
position, as evidenced by the ungrammaticalityheffollowing:

xi)*Robin bought books yesterdawrdpens,] [some rather nice striped pencils] English

There are two possible explanations for this. thirst could be that there is a general conditmm
multiple extraposition, such that the order of aptrsed constituents cannot be changed from thee ba
position. This condition would also account foe timterpretation of the example in xii) below. Fhi
example cannot have the same interpretation asahences in (110), whereby the extraposed relative
clausewho I'd never seen beforend PPwith red hair are interpreted as separate constituents, each
modifying the NP Headed by man (xii)a)). The oplgssible interpretation is that given in xii)b),
whereby the extraposed mateneio I'd never seen before with red hanust be interpreted as a single
constituent, a relative clause containing then®tR red hair(i.e. | have seen the man in question before,
but this is the first time he’s had red hair):
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(112) * Robin bought books yesterday, [pens@lidsome rather nice striped pencilsgnglish

Evidence from both the scope of adjuncts and fretnaposition therefore suggests that the
final two Coordinands in a single multitermed caoadion such as (87)b) are two separate
constituents, exactly as predicted by th@ry branching analysis. The binary branching
approach to such examples is too permissive, sgiyratlowing ungrammatical examples such
as (108) and (112), and unavailable interpretataais (104) above.

4.4.1 N-ary Branching, Phrase-structure, and Sedec

Multitermed coordinate structures therefore leadouabandon the notion of binary branching
as an invariable principle of phrase-structure.tstdle the coordinate structure, however, the
case for binary branching is well supported: batbosdination relationships (eithérole
assignment or modification) and the functional ssupe within extended projections provide
evidence for binary branching (Kayne 1984; Hoji 398mong others). | will argue that the
binary branching requirement in these non-coordnatrelationships is independently
motivated. The distinction between coordinatiord ather syntactic relationships can be
readily accounted for if we assume that binary bnémg is not a principle of phrase-structure,
but a by-product of s-selection. | will proposeaé¢hat branching is in principle potentially
infinite, but that there is a restriction on sel@etsuch that only one s-selectional requirement

can be satisfied per operation of merge.

Firstly, we consider the relationship between adipae and its arguments. A three-place
predicate such as the vepht has two internab-roles to assign, and so selects for two internal

arguments, one nominal and one prepositional. hdf terb is merged with its two internal

xii) A man came in who I'd never seen before witd hair. English
a) * A man came in [who I'd never seen before]thwied hair]
b) A man came in [who I'd never seen before wét hair].

While the example in xii) is therefore compatibléhathe assumption that extraposed constituentd mus
preserve their base order, it should be borne mdrfiat there is also an alternative explanatiailalvle

for the unavailability of the interpretation inyd). It could be that it is not the linear ordeatt must be
preserved from the base position, but the hieraatigosition. In this case since the PP is meigedr
than the relative clause in their base positiossr{g110)a)), it would also need to be merged fothan

the relative clause when both are extraposed, igeattowing (110)b), but ruling out xii)a). If wadopt
then-ary branching analysis of multitermed coordinatmarked by a single coordinator, however, there
is no hierarchical asymmetry between Coordinandstamnce this alternative explanation is unavailable
for xi). Therefore while the assumption that linemder must be preserved in multiple extraposition
remains a possible explanation for the ungramnidticaf xi), we do not have any uncontroversial
independent evidence that this assumption is correc

The second possibility is that extraposed matésialot moved to, but base-generated in, its righdea
postion (following, among others, Koster 1978; €olier and Rochemont 1990; Haider 1997;
Rochemont and Culicover 1997, and references ditethese works). The CSC would provide an
independent reason for this analysis in the caskeoéxtraposition of Coordinands, as in xi). Histcase
the restriction requiring the coordinator to appearthe final Coordinand in its base position would
therefore apply equally where the Coordinands ateaposed. (See 84.6.2 for an explanation of this
restriction.)
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arguments via a single operation of merge (resultima ternary branching structure), the
restriction of satisfying only one s-selectionajugement per merger is violated, since tvo

roles are simultaneously assigned. On the othed,h&the verb is merged first say with the
nominal argument, and then the resulting constiti,emerged with the prepositional argument
via a second operation of merge, resulting in a@edebinary branching structure, there is no
problem: each of the two operations of merge assgyactly one internd-role, so satisfying

one s-selctional requirement per operation of mergaerefore in the case of the predicate-

argument relationship, binary branching is ensured.

We next turn to the relationship between modified anodifiee. Here the modifying adjunct s-
selects for the Head (of the phrase) that it medifiSuppose that a verb (phrase) is modified by
two manner adverbs, each of which s-selects fordhik. It will not be possible to merge this
verb (phrase) with the two adverbs in a singleyagr branching, operation of merge, since two
s-selectional requirements — one introduced by eaelerb — will be satisfied simultaneously.
On the other hand, if each adverb is merged wighvilrb (phrase) separately, through different

applications of merge, this problem does not arBi@ary branching is therefore again ensured.

Now consider what happens where a predicate béthtsdor an argument, and is modified by
some kind of adjunct. Again, there is a probleralifthree are merged in a single operation,
since two s-selectional requirements will be siisfsimultaneously — one in which the
predicate selects for its argument, and one in lwthe adjunct selects for the predicate. Again
nested binary branching circumvents this problem dmsuring only one s-selectional

requirement is satisfied per operation of merge.

We now consider the effects of selection in buddan extended projection. As Grimshaw
(1991/2005:88) points out, while the relationshiggtvieen structurally adjacent heads in an
extended projection may be one of s-selection,ishmot always the case. The classic example
is NegP, which never appears to be obligatorydtaase, and therefore cannot be selected in its
own right. Grimshaw (1991/2005:62) attributes titisthe fact that Neg is a type-preserving
head, whereas s-selection is selection for semaypie. Since the merger of Neg does not
change the semantic type of the (partial) extengdegjection, there can be no specific s-
selection of NegP that cannot equally be satidfigdhe selection of its complement. On the
other hand, while NegP is never specifically selécthe head Neg within a given language
does appear to select for the semantic type afaisplement (see section 3.4 and references
cited there). For example, a language might dysptee sequence TP>(NegP>)VP (with >
representing immediate domination), where the hibieal order of the three phrases is fixed,
but only TP and VP are obligatory. Since the fiomzl sequence can occur without NegP, and

since Neg is type-preserving, we cannot claim Thatselects for NegP. Instead, both T and
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Neg s-select for a complement of the same semaupec  Either NegP or VP are able to satisfy
this s-selectional requirement. Hence both theusece TP>VP and the sequence
TP>NegP>VP are possibfg. What will not be possible, however, is a ternaranching

structure in which V(P) satisfies the s-selectiomafjuirements of both Neg and T
simultaneously. Again then, binary branching iguieed in order to ensure only one s-

selectional requirement of the relevant kind iss§iatl per operation of merge.

We now turn to coordinate structures. Unlike thedpate-argument relationship, the modifier-
modifiee relationship, and the relationship betwkeads in an extended projection, there is no
evidence that the coordination relationship is ratti by means of s-selection. Certainly the
relationship between Coordinands is not oné-aksignment — indeed it cannot be, sifice
assignment requires c-command of the predicatéstgrgument (Williams 1980), and we have
already seen evidence that there is no c-commameebe Coordinands (section 4.3*2)Since

no s-selectional requirements are satisfied thranglging Coordinands, there is in principle no

restriction on the number of Coordinands that camlerged together.

By attributing the restriction of binary branchingt to phrase-structure, but to the principles of
selection, we have therefore been able to accaamthie presence ofi-ary branching in

multitermed coordinate structures, while still maining the binary branching hypothesis for
asymmetric relationships such as the Head-Depemdkitonship (whether predicate-argument

or modification) and the relationship between heéadke extended projectidn.

Finally, we consider the implications of all this the role of the linker within a structure. We
have already seen ample evidence both from se&@idnand from this chapter that the
subordinating or coordinating linker invariably fias a constituent either with the Dependent in
the Head-Dependent relationship, or with a singber@inand in the coordination relationship.
Therefore the linker cannot occur in a multi-branghstructure either with both the Head and
Dependent or with multiple Coordinands; both subwting and coordinating linkers are

invariably restricted to a single sister, and hdnicary branching, even though in the latter case

3 According to principles of s-selection alone, ms@n of NegP will also be possible. This optien i
usually ruled out by pragmatic considerations.

3 p-assignment between Coordinands within the mutdalretion structure is in fact ruled out on two
grounds: lack of c-command and violation of thedition in (16)b) — if6-roles are assigned in the top
node of the coordinate structure, the top nodenaatically becomes a new category (Neeleman and Van
de Koot 2002; Neeleman 2006).

% This accounts for the situation as far as basergéed, or external, merge is concerned. In tbe o&
movement, binary branching is likewise ensured untheories whereby the trace of the moved
constituent introduces some kind of selectionalitregnent that is satisfied by the (internal) mergér
moved constituent, such as the slash feature oé@bsed Phrase Structure Grammar and Head-Driven
Phrase Structure Grammar (Gazdar 1981, 1982; Gastdal 1985; Pollard and Sag 1994; see also
Neeleman and Van de Koot 2010).
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the wider structure that they mark does not shaigerestriction. Since however the linker —
whether in a coordination, or Head-Dependent, imzlahip — is semantically vacuous, it neither
s-selects nor can be s-selected. Therefore thecties on the satisfaction of s-selectional
requirements will not in itself restrict the appmase of linkers to binary branching structures.
The fact that linkers are invariably merged in bynbranching structures follows not from any
restriction on the satisfaction of s-selectionguieements, but from the structural intervention
requirement that we established in chapter 2. Aling to this latter requirement, in order to
mark a relationship between two or more items,agegtion of the linker must dominate some
instance of one of the items, and no projectiotheflinker can dominate any instance of the
other(s). For example, suppose a case-markingriiskused to mark the relationship between a
verb and its nominal internal argument. The exash (113)a)-b) show that it is impossible
for the linker to mark such a relationship in antay branching structure: if the linkprojects,

as in (113)a), it will violate the structural intention requirement by dominating both the Head
V and the nominal Dependent D,N; if the linker does project, as in (113)b), it violates the
structural intervention requirement by dominatirgitimer Head nor Dependent. On the other
hand, if the linker merges first with the Dependant then with the Head in nested binary
branching structures, as in (113)c), the structintalvention requirement is met: a projection of
the linker dominates the Dependent headed by Dhillfails to dominate the Head V. Precisely
the same results follow if the linker marks not a&akd-Dependent relationship, but a
coordination relationship, which we will look at more detail in the next section: again, if the
coordinating linker projects in a multi-branchirtgusture, it will dominate all the Coordinands,

whereas if it fails to project, it will dominate me of them.

(113)a) * V, LNK b) * Vv

D N D N
C) \Vj
Vv LNK,D,N
LNK D,N

The structural intervention requirement therefonsuges that a linker cannot appear alone as
one branch in a multi-branching structure with @ithhoth Head and Dependent or multiple
Coordinands — the linker must form a constituernhwle Dependent in the former case, or with

a single Coordinand in the latter case. The nestion to be considered is whether this
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Dependent or Coordinand can consist of a ternaagdbring structure involving a linker, as in
the structure in (114)a) below, where the linkeeither a case-marker or coordinator marking
either a nominal Dependent or a nominal Coordinaiahsisting of the (partial) extended
projection of N headed simultaneously by D and MNere, by the structural intervention
requirement, the linker must dominate this nomidependent or Coordinand. While in the
ternary branching structure the linker dominatethlid and N as independent objects, it does
not dominate the nominal Dependent or Coordinand afole, headed by D,N. On the other
hand, in the nested binary branching structureli)b), the linker merges directly with the

nominal extended projection headed by D,N, and éelominates it:

(114) a) * LNK,D,N b) LNK,D,N
LNK N LNK D,N
: /\
D N

In this subsection | have argued that binary bremgls not a principle of phrase-structure, but
a by-product either of s-selection or of the stiaitintervention requirement for linkers that we
established in chapter 2. This has the desiradtrsmt multi-branching structures are possible

only in the context of the merger of more than ®@aordinands in a single coordinate structure.

4.5 The Structural Distribution of Coordinators

In the previous sections, we established firstlgt tboordinators, like any other linker, are
semantically vacuous functional heads serving omdymark an independently existing

relationship (section 4.2). The only differencetwsen coordinating linkers and the

subordinating linkers we studied in chapters 2 &ntherefore concerns the nature of the
relationship that is marked. Secondly, we inved&d the syntactic nature of the relationship
marked by coordinating linkers, and concluded #natumber of properties found in, and in
many cases unigue to, coordination are best exgadany the symmetric structure of mutual
adjunction, as proposed by Neeleman (2006) (sexdd4.4 above). We are now in a position
to return to the notion of coordinators as linkensd consider how their properties as linkers

determine their structural and linear distributwithin the structure of mutual adjunction.

We begin by considering the structural distributioh coordinators. As we have already
discussed above, linkers are required to strudyuiatervene between the members of the
relationship they mark. We saw in chapter 2 thatrms of the Head-Dependent relationship,
every projection of the linker invariably structlliyaintervenes between Head and Dependent,
by dominating the Dependent, and failing to domenéie Head. This condition is also met in

coordinate structures: at least where the cooralinatsyntactically independent and therefore a
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linker, the syntactic position of the coordinatannot occur either internally to a Coordinand,
nor outside the coordinate structure. Instead,cth@rdinator, where there is one, invariably
structurally intervenes between Coordinands — thgeption of each coordinating linker

dominates one Coordinand, and fails to dominateddriiie others. We have seen this both in
monosyndetic structures, such as (19), and in potetic structures, as in (115) below. Here
there are two coordinators, each structurally vgeing between the coordinators X and Y: that
is, the projection of the coordinator marking X doates some instance of X, and does not
dominate any instance of Y, while the projectiortr@ coordinator marking Y dominates some

instance of Y, and does not dominate any instah&e o

(115) .
LNK, X LNK,Y

X LNK Y LNK

Occasionally we do find examples where the syrtaltyi independent coordinator appears
internally to a Coordinand in terms of linear ordefhis we have already seen in the Latin
example in (3) above. As Zwart (2005:3, 2009:15&%%E also Embick and Noyer 2001:86.2.1)
points out, here we are dealing a second-positiitin, swhich attaches syntactically to the left
edge of the Coordinand — thereby meeting the camdaf structural intervention — but as a
phonological enclitic is spelt out attached to tlight edge of the first phonological word of this

Coordinand® This is demonstrated by the example in (116)welo

(116) ingenia [ fecunda [ totiegue naturae capacia]] Latin
mindpPLACC fertilePLACC all.SGGEN=and nature&G.GEN graspingPL.ACC
‘minds that are fertile and able to grasp therentniverse.’
(Zwart 2009:1594, ex 11, citing Pliny the Eldsgtural Historyll.190)

Other languages with second-position clitic cooathins of this kind include the South Semitic
languages Amharic and Zay, Hausa (West Chadic)nlvéNorthern Tungusic), Turkish

(Southern Turkic), Bella Coola (Salishan), Fon gedeCongo), Jacaltec (Kanjobalan-Chujean),
Kalasha-ala (or Waigali, Indo-Aryan), LezgfatNortheast Caucasian), Shipibo (North-Central

% Note that there is a difference in behaviour betweoordinating clitics, as in (3) and (116), and
coordinating affixes, as in (6) and (7) above. Mioth are phonologically dependent and seledtive
terms of attachment, and thereby may appear irftgritaa Coordinand in terms of linear order, their
means of selection is different: the clitic seldotsthe edge of a syntactic phrase, and is inoiisnate as

to category, while the affix selects for a speaifiorphological object.

37 Lezgian is an interesting case. In phrasal camjon, the enclitic coordinating conjunctiomi
invariably attaches to the right edge of the Coofuss a whole, as in (52)-(54) above (Haspelmath
1993:327-328). In clausal conjunction, on the ptiand, it cliticises to the right edge of first idaof the
final Conjunct (pp335-336). In both cases, thenefit attaches syntactically to the edge of thaj@act
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Panoan), Wardaman (Gunwingguan), West Greenla&gikiho-Aleut), and Zaghawa (Eastern
Saharan) (Zwart 2005:3, 2009:1594; see also disxusy further examples from Ancient

Greek and West Greenlandic in section 4.6.1 below).

In chapter 2 we saw that there is a second condi@stricting the structural distribution of the
linker marking the Head-Dependent relationship, olvhis concerned with the process of
building an extended projection. Extended progewi are built when features of the
complement of a functional head continue to projacpercolate along with this functional
head. For example, if the head Asp takes VP aitiplement, the phrase as a whole will be
headed not only by the Asp feature, relating toeaspbut also by the categorial feature V.
When this new projection is itself a complementaochew functional head (say T), all the
features of this projection (Asp and V) percolatethe same manner, such that the new
projection has all three features (T, Asp and Whis process continues until a complete
extended projection is built: that is, the completdf the extended projection prevents further
percolation, and the cessation of percolation daxfé the extended projection. There is no
option for a head internal to the extended projecthot to percolate, or to percolate only
partially. However, because the structural intatiem condition requires that a projection of
the linker dominate exactly one member of the i@ahip it is marking, further projection of
the linker will not be permitted if it results ihé linker dominating both or all the members of
the relevant relationship. We saw in chapter 2 tha combination of these two conditions
prohibits a linker from marking the Head in a Hé2@pendent relationship: if the linker
continues to project as required by the principéextended projection, it will violate the
structural intervention requirement by dominatingthb Head and Dependent; if it does not
continue to project, the structural interventioguieement is met, but the principles of extended
projection are violated. For the same reason dirgply impossible for a linker to mark the
relationship between two heads in the same extepdgdction, since the linker cannot both
structurally intervene between the two heads andtimae to project throughout the entire
extended projection. In the case of subordinatiationships, therefore, a functional sequence

cannot continue to be built within an extended gxtpn after the introduction of a linker.

How then does this second restriction affect caadirs? Unlike the case of subordinating
linkers, it seems that the introduction of a comating linker does not invariably close off the
building of a functional sequence. For instancghe Dutch example in (26)e) the coordinating
conjunctionen conjoins two APs. This coordinate structure, hdal A, is then selected by

the functional head Deg containing the degree esipate (‘too’). Similarly, in the English

example in (74) two verbs coordinated dwyappear as the complement of the hegdn T.

— to the right edge in phrasal conjunction, anthtleft edge in clausal conjunction. Phonolodygat
always encliticises to the right edge of whichewerd is at the relevant edge of the Conjunct asalev
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This apparent difference in behaviour between doatihg and subordinating linkers does not
however force the conclusion that coordinatorsinerently any different from subordinating

linkers. Rather, the difference can be attributethe syntax of the mutual adjunction structure.
The obligatory feature percolation that characésrithe building of an extended projection
occurs through complementation (Grimshaw 1991/2@090). This restriction however does
not come into play where the linker appears intgrna a mutual adjunction structure. In

mutual adjunction, the projection headed by théelinis merged with its sister not by

complementation but by adjunction. While projectmr percolation of features from daughter
to mother in mutual adjunction is permitted (pronglthis does not lead to a contradiction in
categorial features), it is by no means obligatofyhe fact that the coordinator, as a linker,
cannot project without violating the structural eintention requirement is therefore

unproblematic.

The resulting structure, using the clause as inBinglish example by means of illustration, is

demonstrated in (117) below. The coordinator isgee with one of the Coordinands via

complementation. Since the coordinator is a fumeti head, the categorial feature [V] of its

complement obligatorily percolates to head the @imand as a whole. This Coordinand is then
merged with another Coordinand, also headed byiaimutual adjunction. Since the categorial

features of the Coordinands are not contradictibigy are permitted to percolate, such that the
coordinate structure as a whole is headed by Ve ddordinator is not required to project any
further, and so meets the condition that it shaldchinate one Coordinand but not the other.
The head T, which selects for a verbal complemean, then be merged with this coordinate
structure headed by V. Since T is a functionaldhethe categorial feature [V] of its

complement obligatorily percolates:

(117) TV
T /V\
\% LNK,V

LNK \

In terms of structural distribution, therefore, rineis no inherent difference between
subordinating and coordinating linkers — both arbjexct to the same structural intervention
requirement and to independently motivated prirspf extended projection. The distinction
between the two in terms of structural distributiesults only from the difference in the syntax
of Head-Dependent and coordinate structures. ighisflected in the following general lexical

entry for any coordinating linker:
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(118)Lexical entry for coordinating linker

INTERNAL SELECTION
Sister:  compulsory

Mother: bears the same lexical indexLas

EXTERNAL SELECTION
Sister(s): compulsory
Mother: projection is non-distinct from both theojction headed byNk and its

sister(s)

SEMANTICS.  AX.X

The semantics and internal selectional requiremar@sdentical to those of the subordinating
linker (cf. section 2.2.3 above): the linker is @jpcting head that does not introduce any
features referring to semantics, but simply inlsethie properties of its obligatory complement —
that is, its semantics consists of the identitycfion. Again like the subordinating linker, the
coordinating linker only appears in the context@rking a relationship between two or more
items, and hence its maximal projectiank P, also requires at least one sister. The only
difference between the two types of linker is caned with the nature of the relationship that is
marked, reflected in the external selectional negments for the mother afNkKP. The
coordinating linker marks a symmetric relationsiipwhich the mother node is a segment
shared by multiple categories — that is to say tietmother node is non-distinct in its features
from any of its daughters. The lexical entry ftie tcoordinating linker in (118) above
accordingly allows the linker to appear both iustures where both Coordinands project, as in
(19)a) above, and in those where neither projetsn (19)b) and (115) above. Unlike the
subordinating linker, however, the coordinatindgkéincannot appear in asymmetric structures in
which only the sister ofiNKP projects. As with subordinating linkers, an indival
coordinating linker may be more specific in its t®atic selectional requirements, but must
adhere to the general requirements in (118). Ihds unusual, particularly in the case of
conjunction, for a coordinator to c-select for ttegegory of the Coordinands in its coordinate
structure (Haspelmath 2004:83, 2007:3, 83, 200&rii004:82.2). For example, Japandse

in (51), (68)-(70) and (84) above is used onlydordinate nominals and hence its lexical entry

will specify that both its internal and externaitsis should be nomin#.

| leave aside for future research the issue of bomjunctive and disjunctive coordinators differtfieir
lexical entries, as it is not clear at present batpoint in the derivation the two are disambigdat See
discussion of the various possibilities in fn 29.
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4.6 TheLinear Distribution of Coordinators

So far, we have determined firstly the syntactiattre of coordination (sections 4.3 and 4.4),
and secondly the consequent restrictions on thectstal distribution of coordinators, as
functional heads marking a relationship (i.e. lirsjgsection 4.5). We are now therefore in a

position to consider how this structural distrilbatis mapped onto linear order.

In chapter 3, we proposed that there are two tgegord order constraint present in natural
language: those dealing with harmony, which obdxed ranking, dominated by the Head-
Proximate Filter (the Harmonic Word Order Rankinagid constraints referring to the lexical
features of a head, or, where the head is fundfiemasyntactic features encoding semantics.
Since linkers are functional heads lacking feat@msoding semantics, we established that it is
only the former type of constraint — the generatstrmaints dealing with harmony — that can
apply. Since coordinators also belong to the ctddikers, it is therefore predicted that for
them too, word order will be determined uniquely &yy relevant constraints relating to

harmony.

The constraints in the Harmonic Word Order Rankingt we have established so far are

repeated below:

(119) HEAD-PROXIMATE FILTER
The highest head in the extended projection of peDdent must be linearly contiguous

with the Head it is subordinate to.

(120) ANAL -CLAUSE REQUIREMENT

A clausal Dependent must follow the Head it is sdimate to.

(121) HEAD UNIFORMITY
A functional head must match the lexical head ®feittended projection in the direction

of headedness.

Of these three constraints, the only one that menliately applicable to the coordinate structure
is Head Uniformity — here the coordinator, as acfiomal head, should match any lexical head

within the Coordinand in direction of headedness.
The constraint Final-Clause applies only where dlaeise is a Dependent in an asymmetric

Head-Dependent structure. There does not seem anyequivalent constraint applying to the

symmetric coordinate structure. The following epdas show that a clausal Coordinand may
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appear in any position within the coordinate stitetboth in VO languages (as in (122)-(124)),
and in OV languages (as in (125)):

English
(122)[[That Himmler appointed Heydrichhrd the implications thereof]] frightened many
observers. (Sepal 1985:165, ex 123b)

(123) [[Robin’s reluctance,] [that Kim wouldn't i@l[and Terry’s bad attitude]] forced Pat to
change plans. (Zoerner 1995, & 71a)

(124) Robin saw [[that the sky was falling], [theagty of the situation], dnd that only Kim
could save the day]]. ()

(125) a) eni-kls [[avaL-Te peerum] [avalL 1753-i mariccu emum]] ariyam. Malayalam

I-DAT sheeEN name=and she 173%8®cdied LNK=and know

b) eni-klo [[avaL 1753-il mariccu emrum] [avalL-Te peerum]] ariyam.

I-DAT  she 1753.0cdied LNK=and sheseEN name=and know

‘Il know her name and that she died in 1753.

Some version of the Head-Proximate Filter, on ttieerohand, does seem to apply equally to
subordination and coordination structures: as noteskction 4.2, there seems to be a cross-
linguistic requirement that coordination, where tagtically marked, should be marked by an
intervening coordinator. | therefore propose thatdefinition of the Head-Proximate Filter be
expanded to encompass both the asymmetric HeadaDepe structure and the symmetric

coordinate structure:

(126) HEAD-PROXIMATE FILTER
a) In a Head-Dependent structure, the highest hreate extended projection of the

Dependent must be linearly contiguous with the Heedsubordinate to.

b) In a coordinate structure, the coordinator feshighest head marking a Coordinand)
must be linearly contiguous with every other Cooadid, unless the relationship with

that Coordinand is already so marked.

The b) clause of the Head-Proximate Filter require®ordinator marking a Coordinand to be
linearly contiguous with every other Coordinandless the relationship between the two
Coordinands is already marked by means of a coatalin In binary coordination therefore, a

coordinator will have to intervene between the Wamordinands. As long as the relationship
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between the two Coordinands is marked in this @ashihere are no restrictions — at least in

terms of the Head-Proximate Filter — on where afditeonal coordinator may appear.

To these two constraints — the Head Proximate rFdtel Head Uniformity — the following
constraints can be added, applying exclusivehhéosymmetric mutual adjunction structure of

coordination:

(127) *ADDITIONAL COORDINATOR
The number of times a coordinator is realised shoubt exceed the number of

coordination relationships.

*Additional Coordinator is an economy constrainincerning the number of times a single
coordination relationship is marked (cf. Progovad398 et seq Avoid Conjunction, or
Economy of Conjunction Principle). A coordinatigrlationship here refers to any flat
coordinate structure, which may be made up of amglrer of Coordinands expressing a single
semantic relationship between them. If any of@@rdinands is itself a coordinate structure,
this will be regarded as a separate coordinatitatioaship, since it is a coordinate structure in
its own right both syntactically and semanticallny example with two Coordinands, such as
those we looked at in section 4.3, consists of mlsi coordination relationship, as do
multitermed examples conforming to the flatary branching structures in (89). Nested
multitermed coordinate structures, on the othedhaunch as those in (88), are made up of more
than one coordination relationship, since one orent@oordinands consists of a syntactic and
semantic coordinate structure in its own right (ire in (88)b), the second in (88)a)). While in
principle, as discussed in section 4.3, any an@adirdinands may be marked by a coordinator,
if these Coordinands are merged in a single coatéistructure — i.e. there is a single syntactic
and semantic relationship — all else being eqhal,coordinator need only be realised once to
mark that relationship. Therefore monosyndeticrdmate structures, such as those used in
binary coordination in Latin, English, Hindi-UrdDutch, Czech, Slovenian and Icelandic (see
(3), (4), (5), (26)-(27), (36)-(38), (41)-(42) aB) above), will satisfy this constraint, since a
single coordinator is used to mark a single coatitbm relationship, whereas polysyndetic
structures, such as those used in Kanuri and Malayésee (1) and (48), (50) respectively),
will incur a violation, since two coordinators awesed to mark a single coordination
relationship. In terms of multitermed coordinateustures, the flat structure with a single
coordinator as in the English example in (89)a) wadtisfy *Additional Coordinator, but the
equivalent structure with two coordinators, as 88)b), will incur a violation. The English
nested coordinate structures (88), on the othed,ldm not incur any violations: although there
are two coordinators, we are also dealing with t@ordination relationships, one embedded in
the other.
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(128) MARK NON-INITIAL

Any non-initial Coordinand should be marked by ardinator.

Mark Non-Initial is based on a cross-linguisticfprence for marking the second Coordinand in
binary coordination (Haspelmath 2004:6; Zwart 200@)9). Zwart claims this is an absolute
universal; however, we have already seen evideocéhé contrary from extraposition in

Japanese (in (68) and (69)), where it is the in@ianjunct that is marked by the coordinator.
The Japanese examples in (68)-(70) would therefotate the constraint Mark Non-Initial. On

the other hand, the constraint is satisfied bothmmnosyndetic structures where the medial
coordinator attaches to the Coordinand to its righth as English and Hindi-Urdu ((4) and
(5)), and by polysyndetic structures, such as Kieamat Malayalam ((1) and (48), (50)), since in

both cases the second Coordinand is marked byrdioator.

(129) EOGE DIFFERENT

The Coordinand at one edge must differ in markiogifevery other Coordinand.

Edge Different requires the Coordinand at one edgee. either the initial or the final

Coordinand — to differ in marking from every otl@&ordinand. That is, the Coordinand at one
edge must be marked by a coordinator if the othersunmarked, and unmarked if the others
are marked. Therefore, in terms of binary coorirséructures — those with two Coordinands —
any monosyndetic structure will satisfy this coastt, since the Coordinand at one edge will be
marked by a coordinator, while the Coordinand &t dther edge will not be. Similarly, in

English both options for multitermed coordinatishpwn in (87) above, satisfy this constraint:
(87)a) because all the Conjuncts except the indis are marked by a coordinator; (87)b)
because it is only the final Conjunct that is mdrky a coordinator, all the others remaining
unmarked. On the other hand, any polysyndetic pi@nsuch as the Kanuri and Malayalam
examples in (1) and (48), will violate the consitdaidge Different, because all the Coordinands

are marked by coordinators.

That one of the peripheral Coordinands should tsoree kind of unique status in terms of
morphosyntactic marking — termed unbalanced coatiin by Johannessen (1998) — is
independently motivated. For example, we lookeds@ne examples of single Conjunct
agreement in section 4.3.1, where agreement igait@ut uniquely by either the first or the
closest Coordinand. Agreement cannot however bealted by any medial Coordinand, nor
by, say, two out of three Coordinands. Similaityjs relatively common in the world’s

languages for Coordinands to differ in terms of pmmlogical case (Zoerner 1995, 1999:84;
Johannessen 1998 and references cited). Again,ewteés occurs in a flat multitermed

coordinate structure expressing a single syntactitsemantic coordination relationship, it will

always be one of the Coordinands at the edge whisimgled out — never a medial Coordinand,
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and never two out of three Coordinands. It is fidsghat, like the constraints concerned with
harmony in the previous chapter (given here in Y4191)), Edge Different is motivated by
third factor considerations concerned with ease effidiency of processing. By providing a
means of identifying the edge of the coordinatacstire, Edge Different facilitates the parsing

of the coordinate structure as a constituent.

Of the five constraints applying to the coordinsti@icture, it is again the Head-Proximate Filter
that takes precedence. (Of course, since the HacnWword Order Ranking is universal, the
Head-Proximate Filter will have to take precedemeer Head Uniformity, exactly as it does in
chapter 3, when applied to the Head-Dependeniae&itip.) There is no universal ranking of
the remaining constraints, which may be freely mkeal with respect to each other within a

given language. The resulting universal rankingjygn below:

(130)Harmonic Word Order Rankin@onstraints applicable to the coordinate strugture
HEAD-PROXIMATE FILTER >> *ADDITIONAL COORDINATOR, MARK NON-INITIAL, EDGE
DIFFERENT, HEAD UNIFORMITY

4.6.1 Binary Coordination

We begin by considering the more simple case daryicoordination — two Coordinands in a
simple coordinate structure — a single syntactid s@mantic relationship. We have already
seen in section 4.3 that in principle a coordinatan attach to either or both Coordinands.
Where there is a single coordinator, it invariabijervenes between the two Coordinands,
attaching either to the first Coordinand, as weehssen forto in the consistently head-final
OV language Japanese ((68)-(69)), or to the seamh the largely head-initial VO languages
English (4) and Hausa (Abdoulaye 2004:175), Mamd@hinese (Zhang 2008a), which is VO
with head-final constructions elsewhere, OV langsaguch as Hindi-Urdu (5), which is largely
head-final, as well as OV languages displaying monged headedness, such as Dutch
(footnote 11), German (Haspelmath 2004:7) and tbetts Cushitic language Iragw (Mous
2004:118). According to Haspelmath (2004:6), #htel strategy is cross-linguistically more
common than the former. This is not surprisingesj as we have seen, attachment of an initial
coordinator to the final Coordinand occurs in b¥th and OV languages, while to the best of
my knowledge attachment of a final coordinatortte tnitial Coordinand only occurs in OV
languages. We now consider polysyndetic coordinati As already stated in section 4.3.1,
while it is possible for an initial coordinator tattach to both Coordinands (prepositive
polysyndeton), the presence of the additional doatdr on the first Coordinand, whether in
VO or OV languages, is not required to mark the rdimation relationship, but rather
contributes a contrastive or distributive readirighe coordination relationship itself is marked

only by the medial coordinator. Therefore it idesto say that the prepositive polysyndetic
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strategy is not employed as a means of marking lsiropordination. On the other hand, we
have already seen examples where the use of padggym with identical final coordinators

(postpositive polysyndeton) is both obligatory @odhpletely neutral in interpretation (as in the
Malayalam example in (50)). According to Stass@000:15), this use of postpositive
polysyndeton is found exclusively in OV languageédixing the prepositive and postpositive
strategies, such that one Coordinand is markedhbgigal coordinator and the other by a final
coordinator, is not possibfé. Putting all this together, of the eight logicafigssible means of

marking simple binary coordination, only one is iatdle in VO languages, while three are

employed in OV languages, resulting in the follogvtgpology:

(131)VO languages: QV languages:

A[coB] A[co B]

*[A colB [A colB

*[A cQ|[B cO] [A cO][B cO]
*[coA][coB] *[cOoA][coB]
*[A co][coB] *[A cQ][coB]
*A[B cO *A[B cO]
*[cOA]B *[cOA]B
*[coA][B cO *[coA][B cQ|

This typological variation is precisely capturedthg Harmonic Word Order Ranking in (130),
as shown by the tableaux in (132)-(133) below. sthyiy the tableau in (132) considers the
outcome where the two Coordinands are head-initi@he direction of headedness of the
lexical head of a Coordinand will be determinecheitby the direction of structural-Case-
assignment parameter, discussed in section 3.By @ptimality Theoretic constraints of the
kind discussed in section 3.4.) In the case wtie¥eCoordinands are head-initial, it is possible
to obey all five constraints, by means of an ihitaordinator on the second Coordinand
(candidate a)): the coordinator intervenes betwkeriwo Coordinands, so satisfying the Head-
Proximate Filter; there is only one coordinator kivag what is a single coordination
relationship, so satisfying *Additional Coordinatdine only non-initial Coordinand is marked
by a coordinator, in compliance with Mark Non-lalti the initial Coordinand is unmarked,
while the final Coordinand is marked, satisfyinggedifferent; and since we are dealing with

head-initial Coordinands, the initial coordinatormtiches the lexical head of its extended

%9 Dik (1968:43-44) claims that mixing of prepositi@ad postpositive coordinators in a single coorgina
structure is attested, though rare. However,ritgwut that Dik’s ‘postpositive’ coordinators anefact

the syntactically prepositive enclitics, or secqudition clitics, gue and te in Latin and Greek
respectively (see (116) and (137) respectively)s discussed in section 4.5, such coordinators are
syntactically initial, or prepositive, coordinatorsThe Latin and Greek structures Dik is referring
therefore exhibit prepositive polysyndeton, withimitial coordinator on each Conjunct. As expectbé
presence of the additional coordinator on the @@hjunct yields an emphatic or distributive regdin
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projection in direction of headedness, in accordanmith the requirements of Head Uniformity.

No other candidate can meet all five of these requents.

(132)| Head-initial HEAD- | *ADDITIONAL {MARK NON-!  EDGE | HEAD
PROXIMATE| COORDINATOR;  INITIAL | DIFFERENTUNIFORMITY

a.#= A[COB] !

b. [COAJ[COB ! A

c. [AcoB I o

d. [AcQ][B cql x| x| K

e. [Aco][coB] *| § L L

f. ABcq *| § § § *

g. [cOAB *| § * '

h. [coA]B cq *|* k3 | ; & ; *k

Where we are concerned with head-final Coordinawasthe other hand, the situation is
different, as shown in (133) below. It is not pbks to simultaneously satisfy the Head-
Proximate Filter, *Additional Coordinator, Mark Ndnitial, Edge Different and Head

Uniformity. Therefore different optimal candidatesll be possible in different languages
depending on the language-specific ranking of tfese Any candidate which violates the
undominated Head-Proximate Filter, on the otherdhauch as candidates f)-h), will be
universally ruled out. Of the candidates that sfatithe Head-Proximate Filter, the
monosyndetic structure [BD B]] presented by candidate a) satisfies three ef rdfmaining

constraints, *Additional Coordinator, Mark Non-liait and Edge Different, but, since we are
dealing with head-final Coordinands, the preseridbeinitial coordinator incurs a violation of
Head Uniformity. Similarly, the inverse monosyridedtructure [[ACQ]B] in candidate b), in

which the intervening coordinator is attached te first Coordinand, satisfies the three
constraints *Additional Coordinator, Edge Differesbd also Head Uniformity, but violates
Mark Non-Initial. Therefore candidate a) will betmnal in any language in which Head
Uniformity is dominated by Mark Non-Initial and led@r or both of *Additional Coordinator and
Edge Different, while candidate b) will be optinmalany language in which Mark Non-Initial is
ranked below Head Uniformity and either or bothtb& remaining two constraints. The
postpositive polysyndetic structure in c) is thdyorandidate to incur no violations of either
Mark Non-Initial or Head Uniformity, but, unlike ndidates a) and b), violates both
*Additional Coordinator and Edge Different. Thewed this candidate will be optimal in any
language in which both Mark Non-Initial and Headifdmmity outrank both *Additional

Coordinator and Edge Different (that is, every gamssremaining ranking). *Additional

Coordinator is violated in the polysyndetic cantkdaince we are dealing with a single
coordination relationship, requiring by economyyoahe coordinator. Note however that the

peripheral coordinator in this polysyndetic cantidainlike that in candidate f), does not incur
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a violation of the Head-Proximate Filter. The Héadximate Filter requires a coordinator
marking a Coordinand to be linearly contiguous waery other Coordinand, unless the
relationship with that Coordinand is already so kadr In candidate c), the coordinator
marking the first Coordinand is linearly contiguough the second. The coordinator marking
the second Coordinand is not linearly contiguoushwthe first Coordinand, but this is
immaterial, since the relationship between the @oordinands is already marked by means of
an intervening coordinator. Candidates d) andor)the other hand, will never be optimal,
irrespective of the relative ranking of the conistimdominated by the Head-Proximate Filter,
since for every constraint for which they perforettbr than, or equally well with, one or more
of candidates a), b) and c), there will be one orenof these three candidates that performs
equally well on this constraint, better on at lease of the others, and no worse on any
remaining constraints. This has the desired caregezg that three different means of marking
coordination are possible in head-final structudefending on the language-specific ranking of
the constraints. Where two or more constraintsegpaally ranked within a given language,

more than one option will be available:

(133)| Head-final HEAD- |*ADDITIONAL {MARK NON-i EDGE | HEAD
PROXIMATE | COORDINATOR! _INITIAL _: DIFFERENT (UNIFORMITY

a.= A[coB] ; ; ; *
b.+ [A cOB *() ' :

c.= [A co|[B cq] *(1) *() !

d.  [coA][coB] *(1) (RO
e, [ACOI[COB] ZON 0 0
f. A[BcO| *l

g. [cOAB *| * *
h. [coA]B co *x * * *

The predictions made by the Harmonic Word OrderkRanin (130) and the consequent
tableaux in (132)-(133) are in fact more subtlenthlhe simple typology in (131). While
coordination with a single prepositive medial caoatior ([A[cO B]) is available irrespective of
the direction of headedness of the Coordinandsldawpg its cross-linguistic preponderance),
the patterns [[AcO]B] and [[A cO][B c0]] are predicted to be possible, not simply in &y
language, but only in constructions where the Coarttls themselves are head-final. This
certainly does appear to be the case for the psisito polysyndetic pattern [[£0][B cd]],
which, at least where there are no obligatory &mlthd interpretive effects, seems to be found

only in consistently head-final languad@s. Examples include the Northeast Caucasian

0 Given the formulation of Head Uniformity in (124,is in fact only the lexical heads that needb&
final. Intervening functional heads can be heatiainwithout causing any violation of Head Unifoityn
by the coordinator.
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languages Archi, Avar, Chechen, Dargi (or Dargwall &unzib, the Northwest Caucasian
languages Abkhaz, Kabardian and Ubykh, the SoutviDian languages Malayalam, Tamil
and Kannada, the Tibeto-Burman languages Burmasd&/lanipuri (or Meitei), the Trans-New
Guinea languages Asmat (Asmat-Kamoro), Kobon (Mgplaend Marind, the Quechuan
languages Huallaga Quechua (Quechua 1) and ImbaQueechua (Quechua 1IB), Ainu,
Alamblak (Sepik Hill), Amharic, Japanese, Koread &livkh (or Gilyak). Interestingly, the list
also includes Kanuri (as in (1) above), which ha®an phrase which on the surface appears to

be head-initial, but which we hypothesised in 8c8.5.2 is underlyingly noun-final.

Testing the head-final prediction for the postpesimedial pattern [[ACO|B] is more difficult,
since constituency tests are required to distifgthss postpositive pattern from the linearly
identical prepositive medial pattern [@p B]]. We already know from extraposition tests in
(68)-(69) that Japanese — which is rigidly heaadfin exhibits this postpositive pattern. The
same extraposition test in (53)-(54) above shows tie coordinatorni in Lezgian, another
consistently head-final language, also attachetasiioally to the Conjunct to its left, at least
where this Conjunct is not a finite clause (seerfote 37). While the examples we were
concerned with there were polysyndetic, yieldingoatigatory emphatic distributive reading, it
is more usual for this same coordinator to be usedosyndetically, without any additional
interpretive effects. This is demonstrated by élxample in (134) below. Since we already
know that-ni attaches to the (non-clausal) Conjunct to its leé,can add Lezgian to the list of
head-final languages displaying the pattern &|B]. (Based on binary coordination alone,
these are the only languages for which we havetdé@dence of this pattern. When we look at
multitermed coordination in subsection 4.6.2, wdl sge further evidence for this pattern in

Amharic and Classical Tibetan, both of which asoalonsistently head-final.)

(134)[[Isa-d#ni] Ali-di] sada=sada-w gil-er wuga-na. Lezgian
Isa-0BL=and Ali-oBL one=o0neADESS handPL give-AOR
‘Isa and Ali shook hands.’ (lit. ‘gave hands tcleather’)
(Haspelmath 1993:327, ex 8964, citing Jaraliev 1889

Where a language, or a particular constructiorcoissistently head-final then, there are three
options made available by the grammar for coordimptacement in binary coordination. An
individual head-final language may utilise any atir of these options. An example in point is
Japanese. We have already seen evidence frompesitian (in (68)-(69)) that Japanese
exhibits a postpositive, or head-final, coordinator used to conjoin noun phrases. This head-
final coordinator may attach either only to thdiaiConjunct, yielding the monosyndetic order
[[A colB], as in examples (68)-(70) above, or to both jdnats, as in (51) and (84), resulting
in the postpositive polysyndetic construction [(][B co]]. Whether or not the second

instance of the coordinator occurs has no effedhennterpretation, as we have already seen.
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Besides to, Japanese has various other coordinating conpumg;tiincludingsosite which
invariably appears in medial position, without tbption of polysyndetonThe following
example provides evidence tlsaisiteforms a constituent with the Conjunct to its rigbde also
Zhang 2006:181, fn 4), thereby instantiating thedtbption for head-final constructions, [@$
Bll:

(135) - Robin=wa sakana=o tabeta. Japanese

Robin=topr fish=Acc ate

— [sosite gohan mo]!

and rice also

— ‘Robin ate fish.’

— ‘And rice also!

It is sometimes assumed that the constituencycobadinator (and consequently its direction of
headedness) can be determined by its phonologitathaent (J. Ross 1967/1986:100-101;
Zoerner 1995:19-20, 61). We have already seemapter 2, however, that, for subordinating
linkers, phonological attachment to a precedingdwniar not a valid argument for syntactic
attachment. This syntax-phonology mismatch appégsally to coordinating linkers, as
evidenced by data from PersidnPersian has a coordinating conjunctionwhich cliticises to
any non-final Conjunct, such that the linear orgefA-co B(-co C)] (as exemplified in (2)
above). This coordinator can be used to conjoith lstauses and phrases such as VPs, NPs,
APs and PPs. While Persian is an OV languagdlRts APs and PPs are all head-initial. Since
the presence of head-final, or syntactically positpe, coordinators is ruled out where the
Coordinands are head-initial (tableau (132)), whiteedial head-initial, or prepositive,
coordinators (JAEo B]) are permitted for both head-initial and heaukfistructures (tableaux
(132)-(133)), it is therefore predicted that thel#ic coordinator-o attaches syntactically to the
Coordinand to its right (or at least when conjointmead-initial Coordinands such as NP, AP

and PP). The following extraposition example shtves this prediction is borne out:

(136) Xoda [ye (dune) baradar] dad beh=és| ye xahar]. Persian
God onecL brother gave to=s8s.0BL=and one sister
‘God gave him a brother and a sister.’ (Stilo 2004:280, ex 10)

Besides the three orders permitted by the Harm@roed Order Ranking, it has occasionally
been claimed that the order [A[B0]] is also attested, though cross-linguisticallyergdDik

“! Interestingly, this mismatch only seems to exist fiead-initial coordinators. All the head-final
coordinators | have come across, both mono- angspedietic, invariably form a phonological unit with
the Coordinand to their left (see also Haspelmatv2).
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1968:42-43; Stassen 2000:14-15; Haspelmath 20000,:6; Gaspar 2005:139). According to
the predictions of the Harmonic Word Order Rankengpresented by the tableaux in (132) and
(133), this order should not occlir. With one potential, though unproven, exceptidme (t
Northern Iroquoian language Cayuga), examplesisfkimd fall into three categories, none of

which turn out to be genuine counterexamples.

Firstly, we have already seen that, in some langsiaguch as Latin, the enclitic coordinator
attaching syntactically to the left-edge of theafi€oordinand is realised as a second-position
clitic (as in (3) and (116) above). Where thisafi€oordinand consists of a single word, the
resulting surface order will obviously be [A &]. Syntactically, however, such languages
exhibit the pattern [Ao B]] and are therefore perfectly compatible with firedictions of the

Harmonic Word Order Ranking. Besides Latin, ottaerguages which have been claimed to
exhibit the order [A[Bcq]] include Ancient Greek (Dik 1968:43) and West &rkandic

(Haspelmath 2007:11). The following examples shioat the coordinator in these languages
does not attach to the right edge of the final Qand, as would be the prediction if we were
dealing with a head-final coordinator, but, as mtih, invariably appears in second position,

appearing to attach syntactically in initial pawiti

(137) kunes-sin [onoi-si =te pa-si] Ancient Greek
dogPL.DAT birdPL.DAT =and allPL.DAT
‘for dogs and all birds’ (Homdthe lliad

(138) [ippassaq tiki-pput] [agada ikinnguta-at tiki-ssa-pput]. West Greenlandic
yesterday arrive-B\DIC tomorrow=and frienctL  arriveFUT-3.INDIC

‘They arrived yesterday and their friends will geritomorrow.’ (Fortescue 1984:120)

The second possible explanation for languages &@pge® exhibit the order [A[B-Q]] is that
what appears to be a coordinate structure is inaammitative construction, and the apparent
‘coordinator’ is in fact a postposition expressatgompaniment in a subordination relationship.
If we are dealing with a semantically contentfulsgpmsition, it is perfectly possible for a
constraint referring specifically to the featurek this postposition to override the Head-

Proximate Filter (see chapter 3). Examples arergbelow from the Madang language Amele:

2 Technically, the Harmonic Word Order Ranking pegsiithat this order cannot occur through base-
generation. This entails that it cannot occurdlgfomovement either, since movement of Coordinands
independently ruled out by the CSC.
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(139)ija na sigin [sapol ca] Amele
I LNK knife axe  with
‘my knife and axe’ (Haspelmath 2007:8i6ing Roberts 1987:109)

(140)Banag [Bunag ca] ale due  bele-si-a.
Banag Bunag with theyy dance g@mU-TODPST
‘Banag has gone to the dance with Bunag.’ (Roberts 1987:105, ex 503)

That the particleca does indeed head a postpositional phrase in sontk ddi subordination
structure, rather than a Coordinand in a coordisaigcture, is evidenced by the example in
(141) below, where the phrase headethiby ca(‘'with you’) appears to occur in the absence of
any other overt nominal — that is, any putativatfiConjunct. It cannot be argued that this
absent first Conjunct is simply a null pronoun,csipro-drop of a Coordinand in a coordinate
structure is never permitted, even in the most [smire of radicalpro-drop languages
(Neeleman and Szeriil2007:685):

(141) [Hina ca] due bele-w-an fo? Amele
yousG with dance go-{u-FUT Q
‘Will you go to the dance with me?’ (ex 504)

On the other hand, Haspelmath (2007:30) arguesttibagéxample in (139) must be a genuine
coordinate structure, since the possessor and g@esoimg linker,ija na (‘my’), takes scope
over bothsigin (‘knife”) and sapol(‘axe’). If we were dealing with a subordinatiodationship,

we would expecija nato take scope only over the Heatjin. However, it should be borne in
mind that Amele is a radicpro-drop language. We have already seen evidenceiinse.4.4
that where a possessor pso-dropped in such languages, any accompanying lirkexso
deleted. It is therefore perfectly possible thiaé tconstruction in (139) is a genuine,
subordinate, comitative structure, wipho-drop of the possessor in the comitative Dependent,

as represented below:

(142)[[ijana)] sigin] [# sapol ca] Amele
I LNK knife axe  with

‘my knife with (my) axe’

Interestingly, a homophonous partici@can be used to mark a genuine coordinate strucare,
in (143) below. In this case, rather than a siegléollowing both Conjuncts in the illicit [A[B
cq]] construction,ca is realised following each Conjunct in a polysytideonstruction ([[A

cO|[B cq]]). The presence ofa on both Conjuncts clearly indicates that here we rawt
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dealing with a comitative construction. That theowination example in (143) and its
comitative equivalent in (140) are not only synitzadty, but also semantically, different is
reflected in the different translations accordeth&m by Roberts (1987:105). Where used as a
semantically vacuous coordinator, therefore, théighaca — as predicted — conforms perfectly
to the structures permitted by the Harmonic WordddiRanking for the coordination of head-
final Coordinands (see (130), (133)):

(143) a) [[Banagca] [Bunag ca]] ale due bele-si-a. Amele
Banag and Bunag and they. dance g@U-TODPST

‘Banag and Bunag have gone to the dance.’ (Roberts 1987:105, ex 502)

The third possible explanation for the surface ofde B coO] may be thatcois a genuine
coordinator within a coordinate structure, but fh#& not marking a relationship between A and
B. For instance, Stassen (2000:15, 2003:774) clairas ttie head-final Southwest Pama-
Nyungan language Pitjantjatjara exhibits the off8 cq]], citing the following example:

(144)Henry-ku mama ngunytjpuru Pitjantjatjara
Henryposdather mother and
‘Henry’s father and mother’  (Stassen 2003:7#452, citing Glass & Hackett 1970:66)

However, when we look at the original source, amas& and Hackett's (1970:66) analysis, it
seems thapuru in the above example does not necessarily markcdloedination ofmama

(‘father’) andngunytju(‘mother’):

Pitjantjatjara
(145) [Henry-ku [mama ngunytjplru] [Nyungkiya-ku [mama ngunytjyguru]
HenryPossfather mother and  Nyungkiyaess father mother and
‘Henry’s father and mother, and Nyungkiya's fataed mother also’
(Glass & Hackett 1970:66)

This example in fact exhibits two different cooraline strategies: juxtaposition and
postpositive polysyndeton. The example is madefupo ConjunctsHenryku mama ngunytju
(‘Henry's father and mother’) andNyungkiya mama ngunytj§'Nyingkiya’'s father and
mother’). According to Glass and Hackett's anaysiach Conjunct is marked pyru in final
postion, while each of these two Conjuncts itselfitains a morphosyntactically unmarked
coordination -mama ngunytj‘father and mother’). Under this analysis thgd®itjatjara data
is therefore perfectly compatible with the coordivea strategies permitted for head-final

languages.

190



Chapter 4: Coordination and Linkers

Of course, it is possible to maintain Stassen’dyaig and claim that each occurrencepafu
marks the coordination ehama(‘father’) andngunytju(‘mother’), while the conjunction of the
phrasesHenryku mama ngunytju pu (‘Henry’s father and mother’) anllyungkiya mama
ngunytjupuru (‘Nyingkiya’s father and mother’) is morphosyniaetly unmarked? However,
such an analysis is both unlikely and undesirabt@stly, Glass and Hackett (1970:66) state
that puru is mainly used to coordinate phrases rather thaglesitems. Secondly, the use of
simple juxtaposition to mark coordination crosglirstically favours natural pairings or
conceptual units such as ‘father and mother’ (8@&000:8-9; Haspelmath 2004:13, 2007:7,
21 and references cited in these works). Fin&hassen’s analysis has the undesirable and
unnecessary consequence of allowing the structdf® [cO]] as a means of marking

coordination, without sufficient independent eviden

| am only aware of one example of the apparentsarbrder [A Bco] that does not obviously
fit into one of the above three categories. Thisuos in the Northern Iroquoian language

Cayuga, as in the following example:

(146) ne:’ tshd: ne’ a¥h@’ sahe’ta hni' okwagthwe hne:’ Cayuga
it onlythe corn beans also we.planteNTR
‘No, we only planted corns and beans.’ itiMin 1988:342, ex 27)

Here hni’, which is homophonous with an adverb meaning ‘aBppears to conjoin the two
nouns to its leftpnéhé’ (‘corn’) andsahe’'ta(‘beans’). One possibility is that the two nowame

in fact coordinated by juxtaposition, witini’ retaining its adverbial function. This seems less
likely however, since Mithun (1988:342) states tHais systematically present when nominals
are coordinated, and signals no more than the gyniank between them.” Ihni’ did indeed
function purely as an adverbial, we would expestappearance to be optional. A second
possibility is thathni’ is in fact a second-position enclitic. Since taé data provided by
Mithun (1988) involve single-word Conjuncts, | have means of testing this hypothesis. Until
proven otherwise by further data, | will assume ti@’ in Cayuga in a second-position clitic
and there are therefore no genuine examples of JB as a syntactic means of marking a

coordinate structure.

4.6.2 Multitermed Coordination

We have seen then that the Harmonic Word Order iRgnis formulated in (130), successfully

accounts for the attested patterns found in bimagrdination. We now consider the more

43 Note that even under this analysis the constrmdsmot necessarily problematic, since we couiltl st
argue thapuwu is a second position clitic.
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complex case of multitermed coordination — thatc@grdinate structures in which more than
two Coordinands are coordinated to produce a sisglmantic relationship, represented
syntactically by a multi-branching ‘flat’ structure(We will not consider nested structures,
where one or more Coordinands is a coordinate tstr@ign its own right, since these do not
raise any additional issues: each separate cotedstraicture will have to be grammatical in its
own right* Where binary coordination is marked by a mediabrdinator, there are two

equivalent options available for multitermed cooedion (as already demonstrated at some
length by the English examples in section 4.4hegita coordinator appears between every
Coordinand, or the construction is marked by alsimgordinator. In languages in which the
coordinator is uncontroversially head-initial, aepositive, such as English, Dutch, German,
and Hindi-Urdu, this single coordinator must attazlhe final Coordinand, exactly as it does in

binary coordination. This is illustrated by thdéldaving English and Hindi-Urdu examples:

(147) a) [earth,] [fire,] [water]dndair] English
b) * [earth,] [fire,] [andwater,] [air]

c) * [earth,] andfire,] [water,] [air]

(148)a) [namak,] [kal-ii mirch] dur makkhan] Hindi-Urdu
salt blackrpepper and butter
‘salt, black pepper and butter’

b) * [namak,] aur kal-ii mirch] [makkhan]

salt and blackpepper butter

Languages like Amharic and Classical Tibetan, @andther hand, display the inverse pattern,
whereby a single coordinator can appear betweenfitsie two Coordinands, leaving any

remaining Coordinands unmarked:

(149) kagabaya §aw=onng [barbarre] [gbe]] amata'h. Ambharic
from.market salt=and pepper butter I.brought

‘| brought from the market salt, pepper and butter.
(Haspelmath 2007:12, ex 36b, citing Leslau 1995:725

“ The only possible restriction is phonological: olysyndetic structures, one of two adjacent
coordinators may undergo obligatory deletion assallt of haplology (see, for example, Kuno 1973:118
121 for a discuission of this phenomenon in retatmcoordinators in Japanese).
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(150) [sa&dan] [tShu] [me] [rluth Classical Tibetan

earth=andfire  water air
‘earth, fire, water and air’ der 1992:241)

This contrast between the Amharic and Classicaktaith examples, and the uncontroversial
[A[co B]] languages, suggests that something differergoisig on here. If the head-initial
coordinator must attach to the final Coordinandchhintbinary and in multitermed coordination,
it seems reasonable to assume that the head-fomatioator, which attaches to the initial
Coordinand in binary coordination ([[A0]B]), should also attach to the initial Coordinaind
multitermed coordination. On the basis of the dat§149)-(150), therefore, | assume that
Amharic and Classical Tibetan, like Japanese armjiba, also exhibit postpositive, or head-
final, medial coordinators, bearing out the pradicthat languages using this strategy must be

consistently head-final.

Note that the option of being realised only oncenultitermed coordination does not seem to
be available for all coordinators. In some casesedlial coordinator must appear between
every Coordinand. For example, the head-initi@rdmating conjunctiorro in Persian must
appear on every non-initial Conjunct (as in (2) \&hoStilo 2004:285), while the head-final
coordinating conjunctiongo in Japanese andi in Lezgian obligatorily appear on every non-
final Conjunct (Hinds 1986:94; Haspelmath 1993:327As for polysyndetic coordination,
wherever binary coordination is marked by polysyodethe equivalent multitermed coordinate

structure will always be marked by polysyndetonva (Haspelmath 2004:5).

Putting these different means of marking multitesimre@ordination together results in the

following typology:

(151 Head-initial: Head-final:
Binary: Multitermed: Binary: Multitermed:
A[cOB] & [AIB][C][ coD] A[COB] 5 J TAIBIIC] coD]
[A][ coB][coC][coD] [A][ coB][coC][coD]
(A cOlB [A col[B][C][D]

[A cq][B co|[C cO][D]
[Acq][B co = [Acq]lB cq]C co][D cq

The tableaux in (152)-(153) show that this typolagyprecisely captured by the Harmonic

Word Order Ranking in (130). We use examples vithr Coordinands since examples

involving more than four do not raise any additideaues:
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(153)

v6T

EDGE DIFFERENT | HEAD UNIFORMITY

Head-final HEAD-PROXIMATE | *ADDITIONAL COORDINATOR MARK NON-INITIAL

a.= [A][B][C][ coD] *(N)*

b. = [A][coB][coC][coD] *(1)*

c. [coA][coB][coC][coD] *(**(1) *(1

d. [Acq][B][C][D] *(M*() WU,
e. [A][B][coC][coD] *(") *() *()

f.  [A cq][B cq][C cO|[D] *(* *( *(N
g. [Acq][B coJ[C cq][D cq *(1)*(") *() ()
h. [A][B][coC][D] * e &

Head-final HEAD-PROXIMATE | *ADDITIONAL COORDINATOR MARK NON-INITIAL EDGE DIFFERENT HEAD UNIFORMITY
a. = [A][B][C][ coD] *(N)* ")
b. = [A co][B][C][D] *(M*

c. #[A][coB][coC][coD] *(D* *(yx*
d. = [A cq][B co][C cq][D] *(* *M

e. = [A cq|[B co][C cO][D cq *(*F*(1) *N

f. [Al[B][coC][coD] *® *() *()

g. [A]IB co][C cq][D cq]

*|

*%*

h. [Al[B cq[C][D]

*|

*%*

UIT pUe UOIRUIPI00D f Jaldeyd
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Firstly, we consider the case of head-initial Camadds, given in the tableau in (152). There is
no single candidate that satisfies all five comstsa The optimal candidate or candidates will
therefore have to satisfy the undominated Headif@te Filter, and perform better than the
other candidates that also satisfy this const@ntome possible ranking of the remaining four
constraints. Of the seven candidates that s&tisfyHead-Proximate Filter (a)-g)), candidate a)
will be optimal wherever *Additional Coordinator mhinates Mark Non-Initial at some point in
the ranking. Conversely, candidate b), which obdgsk Non-Initial but incurs two violations
of *Additional Coordinator, since a single coordimatructure is marked three times, will be
optimal wherever Mark Non-Initial dominates *Additial Coordinator. Candidates c)-g), on
the other hand, will never be optimal, irrespectofethe relative ranking of the constraints
dominated by the Head-Proximate Filter, since feerg constraint for which they perform
better than, or equally well with, some other cdatk, either candidate a) or candidate b)
performs equally well on this constraint, betteratieast one of the others, and no worse on
any remaining constraints. Therefore, a) and bjaia the optimal candidates, reflecting the
attested options for head-initial Coordinands: [BY|C][ co D]] and [[A][co B][co C][co DJj;
that is, two different means of marking coordinatare possible for multitermed coordination
in head-initial structures, depending on the lagguspecific ranking of the constraints
*Additional Coordinator and Mark Non-Initial. WheFAdditional Coordinator and Mark Non-

Initial are equally ranked within a given langualgeth options will be available, as in English.

We now turn to head-final Coordinands, in the tablein (153). Again, there is no candidate
that satisfies all five constraints. Of the caatld that satisfy the undominated Head-
Proximate Filter (a)-f)), candidate a) will be opél wherever *Additional Coordinator
dominates Mark Non-Initial, which in turn dominatdsad Uniformity. Candidate b) will be
optimal wherever both *Additional Coordinator ancddl Uniformity dominate Mark Non-
Initial. Candidate d) will be optimal wherever boEdge Different and Head Uniformity
dominate Mark Non-Initial, which in turn must dorate *Additional Coordinator. Candidate
e) will be optimal wherever both Mark Non-Initiahéh Head Uniformity dominate *Additional
Coordinator and Edge Different. Any remaining fiagkresults in ¢) as the optimal candidate.
This has the desired consequence that, dependintheotanguage-specific ranking of the
constraints ranked below the Head-Proximate Fittexre are cross-linguistically five possible
optimal candidates (a)-e))for multitermed coordénatructures where the Coordinands are

head-final, corresponding to the five orders agig$br such structures in (151).

We have seen then that by proposing a universiirmgrof ordering constraints applying to
coordinate structures, as in (130), we can suagssiccount for the typological distribution of
coordinators, in much the same way as we accouimiedhe distribution of subordinating

linkers in chapter 3. In both cases the Head-lmate Filter, requiring the relevant linker to
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intervene, is undominated, such that linkers, wéreslubordinating or coordinating, are the only
syntactic heads for which disharmony is unattestedchapter 3 we compared the predictions
of the Harmonic Word Order Ranking (together witle theory of feature-specific constraints
applying to lexical, or semantically contentful akde) with an alternative proposal for ruling out
absent disharmonic orders, the Final-over-Finalsframt (FOFC, Holmberg 2000, Biberauer,
Holmberg and Roberts 2008t seq, and found that much of the data falls outside th
explanatory scope of FOFC. The same is true whercempare FOFC with the Harmonic
Word Order Ranking as applied to coordinate stmastu In coordinate structures, head-initial
coordinators are found heading both head-initial head-final Coordinands, while head-final
coordinators are only permitted where the Coordirnaralso head-final, exactly as predicted by
FOFC. However, this restriction alone does noegig the whole story. According to FOFC,
in principle any of the eight logically possibletteans for binary coordination will be allowed
where the Coordinands are head-final, while fordhed&ial Coordinands, as well as the
grammatical [Afo B]], FOFC also allows the unattested patterm[pA]B] and [[co A][cO
B]]. This problem of overpermissiveness will otilg magnified as the number of Coordinands
within the coordination relationship increases,csinFOFC in principle will allow any
coordinator to attach to any and every head-finalor@inand, and with head-initial
Coordinands, only places a restriction such thatabordinator should be head-initial, and not
on which Coordinands it can attach to. On the roflaad, the Harmonic Word Order Ranking
in (130) clearly and correctly predicts both whichordinand(s) can be marked, as well as the

direction of headedness of the coordinator.

4.7 Conclusion

In this chapter | have argued that syntacticallgefpendent coordinators constitute further
examples of linkers, being semantically vacuougtional heads serving as a syntactic means
of marking a grammatical relationship. Any diffeces in the behaviour of subordinating and
coordinating linkers can be attributed not to amlyerent difference in the type of linker, but
rather to the differing syntax of the subordinataond coordination relationships: the former is
an asymmetric relationship motivated by s-selealigmoperties of either Head or Dependent,
while the latter is a symmetric relationship of maltadjunction occurring independently of s-
selection. We have seen that subordinating anddowiing linkers are subject to various
restrictions that are unique to the class of liskehe structural intervention requirement of
chapter 2 and the unviolated Head-Proximate Fdfechapter 3. The way in which these
restrictions are played out is determined by thetestic properties peculiar to the Head-

Dependent and coordination relationships.
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The aim of this thesis has been to present evidmca unified class of semantically vacuous
functional heads serving as a syntactic means okintha grammatical relationship through
structural intervention. This class of heads weehtermed ‘linkers’. Through studying
restrictions on the structural and linear distridutof subordinating and coordinating linkers
cross-linguistically, the thesis has shed lighiaomumber of broader areas of syntax: the nature
of projection in morphology and syntax; word orgiemciples; and the place of coordinate

structures within phrase-structure principles.

Firstly, | proposed in chapter 2 that affixes aigidguished from independent syntactic words
in that the latter, but not the former, projecthirir own right in the syntax. We saw empirical
evidence supporting a distinction in the syntaxMeen affixes and independent syntactic words
through comparing the cross-linguistic distributiaf relationship-marking affixes and
independent syntactic words (linkers). We saw thlaile affixes may be used to mark both
Heads and Dependents (Nichols 1986, 1992), asasdthe relationship between heads within
an extended projection, subordinating linkers astricted to the Dependent-marking function,
appearing as the highest head in the extendedctimnjeof the Dependent. It was proposed that
this restriction arises due to a structural intatim requirement on relationship-markers that
are syntactically independent (i.e. linkers). rttier argued that, when we take into account the
principles of extended projection as proposed hiyn&raw (1991/2005, 2000), the presence in
the syntax of heads lacking features referringetoantics (i.e. linkers) does not pose a problem
(contra Chomsky 1995b, 2000).

Secondly, | presented a theory of word order lggdiina new generalisation over the presence
or absence of disharmony cross-linguistically: wew sthat for linkers disharmony is
ungrammatical, while for any other head disharmesimply dispreferred (chapter 3 and
section 4.6). | proposed that the notion of harimerord order is defined by the interaction of
various independently motivated word order constsain a universal Harmonic Word Order
Ranking, with the Head-Proximate Filter taking m@ence — a constraint requiring linear
proximity between one member of a relationship tiredhighest head in the (partial) extended
projection of another. It was proposed that disttary occurs where either a lexical head or a
head bearing syntactic features encoding semahtissan ordering constraint of its own,
overriding some or all of the constraints of therdanic Word Order Ranking. Moreover, it
was argued that these ordering constraints opexatasively over the base-generated structure,
suggesting that linearisation takes place priothi® deletion of any lower copies of moved

material.
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We saw that the combination of these theories ohbay and disharmony explains a number
of different word order phenomena. Firstly, itdsao the restriction that linkers invariably
intervene linearly between the members of the ioglahip they marknfodulo the additional

coordinator in polysyndetic coordinate structurejloreover, it explains why semantically
contentful synchronic or diachronic counterpartsliokers, such as causative or comitative
markers, do not share this restriction. Similatke saw that this same linear intervention
restriction operating over linkers does not exténdaffixes serving the same relationship-
marking function, confirming the conclusion of chep? that affixes do not project in their own

right in the syntax.

Secondly, the theory of word order presented hereigies an explanation for a number of left-
right asymmetries. Regarding subordination stmestu(chapter 3), it explains why OV

languages allow both initial and final subordingtinomplementisers, while VO languages
allow only initial subordinating complementisersMoreover, it accounts for why the

supposedly ‘disharmonic’ pattern COV is just as own as the harmonic OVC pattern. In the
same way, we have an explanation for why preveabdl postverbal complement clauses to
verbs occur with near equal frequency in OV langsagvhile VO languages only allow

postverbal complement clauses. Similarly, the fhat prenominal and postnominal relative
clauses appear in OV languages with near equaldrezy, while prenominal relative clauses in
VO languages are rare, is explained. Moreovegerg precise prediction is made about exactly
which VO languages will allow prenominal relativieauses: only those in which the noun
consistently appears following any Dependents déinatmerged below the level of the relative

clause.

In the same way, in terms of coordination (secdod), the Harmonic Word Order Ranking
accounts for the fact that head-initial coordinatappear in both head-initial and head-final
constructions, but that head-final coordinatorsyoralppear in head-final constructions.
Similarly, polysyndeton — whereby every Coordinédiarked by a coordinator — is only used
as a neutral means of marking coordination wheigepbstpositive, rather than prepositive, and
again only in head-final constructions. Monosypdeton the other hand, is available in both
head-initial and head-final constructions. A firedymmetry is concerned with the site of
attachment of the coordinator where the coordisttecture is marked by a single coordinator:
in head-initial constructions, the coordinator inghly attaches to the final Coordinand,
whereas in head-final constructions, the coordinaiay attach either to the final Coordinand (if

the coordinator is head-initial), or to the init@bordinand (if the coordinator is head-final).
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In successfully accounting for the above phenomemasaw that the theory of word order
presented in this thesis is empirically superiottite Final-Over-Final Constraint (Holmberg
2000, Biberaueet al 2007et seq), in terms of both what is permitted and whatisatiowed.

Finally, chapter 4 was concerned with showing syatactically independent coordinators form
a unified class with subordinating linkers, beignantically vacuous functional heads serving
as a syntactic means of marking a grammaticalioelsttip through structural intervention. |

argued that any differences in the behaviour obsriibating and coordinating linkers can be
attributed not to any inherent difference in theetyf linker, but rather to the differing syntax of

the subordination and coordination relationships.

Concerning the syntax of coordination, | presengéeguments showing that a number of
properties of coordinate structures cannot be igidiaby the asymmetric Boolean phrase
theory first proposed by Munn (1987), but are catilppe@ with, or even predicted by, the

symmetric structure proposed by Neeleman (200@iich Coordinands are mutually adjoined
to each other. In particular, it was noted thatrajority of cases of postpositive polysyndeton
— in many languages the only available means okimgua particular coordinate structure — fall
outside the scope of the predictions of the Boolgaiase. In addition, new binding data was
given supporting Progovac’s (199 seq) conclusion that,contra the predictions of the

Boolean phrase, there is no c-command between Ceowds.

Furthermore, in accounting for the syntax of mettited coordinate structures, | argued against
the popular view that phrase-structure is inheyeoithary-branching. Instead | suggested that
the syntax allows the merger of a potentially inémumber of syntactic objects, but that there
is a restriction such that only one s-selectiomgjurrement can be satisfied per operation of
merge. When combined with the structural intergentequirement of chapter 2, this leads to
the possibility ofn-ary branching for coordinate structures, but neéwhere. While empirical
evidence has previously been presented that isestigg ofn-ary branching in multitermed
coordinate structures (Borsley 1994, 2005; Wint#8), it is in this thesis that for the first time
this n-ary branching hypothesis for coordination is backpdoy unambiguous evidence from
constituency. While it is often argued thmatiry branching analyses are too permissive, the
constituency arguments from the scope of adjunudseatraposition showed that in fact only an
n-ary branching structure for coordination can susftdly rule out certain ungrammatical
structures and unattested interpretations: it is Hinary branching analysis that is too

permissive.

Putting these different results together, we hasensin conclusion that the behaviour of a

particular linker can be determined by its defingigracteristics of syntactic projection, lack of
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features referring to semantics, and structurarigntion, when combined with independently

motivated principles of projection, word order gidase-structure.
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Appendix: Languageswith Linkersin the Noun Phrase

Classification No. of Igs. in sample  Language Paisiof linker
Afro-Asiatic 10
- Chadic 9)
Biu-Mandara (8)
A (1) Gude Postnominal
B @)
Kotoko-Yedina
Kotoko (5)
North 3) Afade Postnominal
Goulfey Postnominal
Mpade Postnominal
South 2) Lagwan Postnominal
Mser Postnominal
Zina (2) Mazera Postnominal
Zina Postnominal
West Chadic (2) Nyam Postnominal
- East Cushitic (2) Dasenech Prenominal
Austronesian 13
- Formosan (4)
Atayalic Mayrinax Atayal Prenominal/Both
Bunnan Isbukun Bunan Prenominal
Central East Formosan Amis Prenominal
Northern Formosan Pazih Prenominal/Both
- Malayo-Polynesian 9)
Nuclear Malayo-Polynesian D Palauan Both
Oceanic (5)
Central-Eastern Oceanic 2)
Central Pacific Rotuman Postnominal
Micronesian Kiribati Postnominal
Meso-Melanesian (1) Bali-Vitu Postnominal
Polynesian ) Samoan Postnominal
Southern Oceanic D Malo Postnominal
Philippine 3)
Central Philippine Q) Tagalog Both
Northern Luzon 2)
Central Cordilleran Batad Ifugao Both
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llocano
Creole languages
- Dutch Creole
- English Creole
Indo-European
- Albanian
- Indo-Iranian

Indo-Aryan

Western Iranian
Northwestern Iranian

Caspian

Kurdish

Southwestern Iranian

- ltalic
Romance
East Romance
Italo-Western
Italo-Dalmation
Western
- West Germanic
Anglo-Frisian
High German
Low Franconian
Japonic
Korean
Kwadi-Khoe
- Khoe
Mayan
- Cholan-Tzeltalan
Niger-Congo
- Atlantic-Congo

Appendix: Languages with Linkersin the Noun Phrase

llocano Both
2
Berbice Dutch Creole Postnominal
Tok Pisin Postnominal
18
Q) Albanian Postnominal
(11)
2) Hindi Prenominal
Urdu Both
9)
(7)
2 Gilaki Both
Mazandarani Both
(5) Balochi Postnominal
Hawrami Postnominal
Kurmaniji Postnominal
Sorani Postnominal
Zazaki Postnominal
(2) Persian Postnominal
Tajik Postnominal
(3)
Q) Romanian Postnominal
(2)
Italian Postnominal
French Postnominal
(3)
English Postnominal
German Postnominal
Dutch Postnominal
1 Japanese Prenominal
1 Korean Prenominal
1
Khoekhoe Postnominal
1
Tzeltal Prenominal
9
(10)
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Benue-Congo
Bantoid
Central Bantu
Zone D
Zone E

Zone G
Zone J
Haya-Jita
Konzo
Zone N
Volta-Congo
Eastern Kru
Bete
Dida

Senegal-Guinea

- Central-Southwestern Mande

Nilo-Saharan
- Central Sudanic
East
Lendu

Mangbutu-Efe

Moru-Madi
Central
Southern

West

Bongo-Bagirmi

Bongo-Baka

Sara-Bagirmi

Kresh

- East Sudanic

- Songhay
Penutian
Sno-Tibetan

- Sinitic

()

(1)
(2)
(1)
)

(1)
)

(1)

(1)

12
(9)
()
(1)
(2)

()

(4)

3)
(1)
(@)

(1)
(@)

(1)

®3)

Appendix: Languages with Linkersin the Noun Phrase

Kilega
Gikuyu
Kiitharaka
Swalhili

Haya
Kinande

Chichewa

Gbadi
Vata
Wolof

Bambara

Lendu
Mamvu

Mangbutu

Lugbara
Ma'di

Bongo
Bagirmi
Sara Mbai
Kresh
Dholuo
Lango
Koyra Chiini

Tsimshian

Postnominal
Postnominal
Postnominal

Postnominal

Postnominal
Postnominal

Postnominal

Prenominal
Prenominal
Postnominal
Prenaimin

Prenominal
Prenominal

Prenominal

Prenominal

Prenominal

Postnominal
Postnominal
Postnominal
Postnominal
Postnominal
Postnominal
Prenominal

Postnominal

203



Appendix: Languages with Linkersin the Noun Phrase

Chinese Cantonese Prenominal
Mandarin Prenominal
Taiwanese Prenominal
- Tibeto-Burman (5)
Himalayish 2)
Mahakiranti Newari Prenominal
Tibeto-Kanauri Byansi Prenominal
Lolo-Burmese (2)
Burmish Burmese Prenominal
Loloish Lahu Prenominal
Northeast Tibeto-Burman ) Bai Prenominal
Tai-Kadai 1
- Tai Thai Postnominal
Trans-New Guinea 1
- Madang Amele Prenominal

Data from Tucker & Bryan (1966); Koopman (1984); Rbss (1998); Zeitousat al (1999); P.
Li (2000); Matambirofa (2000); P. Li & Tsuchida @D; Kinyalolo (2002); Rijkhoff (2002);
Den Dikken & Singhapreecha (2004); Holmberg & Odd2004); Kutsch Lojenga (2005);
Shklovsky (2005); Svenonius (2006); Witzlack-Makack (2006); Dryer (2007, 2008e); Bogel
et al (2008); Jahani (2008); Spencer (2008); Andreteed (2009); Larson (2009); Tourneux &
Mahamat (2009)
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